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Last month we talked about ComSoc’s 
strategy and goals for the next few 
years.  This month the focus is on 

IEEE’s strategy preparing for the year 2030. 
The IEEE Board of Directors (BoD) in 
January 2015 felt that IEEE needed a gov-
ernance structure that can effectively han-
dle the increasing strategic complexity of 
a changing and dynamic world. This would 
require a diverse, efficient, and effective 
board that represents the members and lis-
tens to the voices of members, the technical 
professional community, and the public, in 
order to make informed decisions. In addi-
tion, the BoD wants to strengthen the role 
of the member in IEEE governance. Since 
then there have been many meetings, discus-
sions, proposals, arguments for and against, 
presentations, and the like, to develop con-
stitution and organization changes that will 
prepare IEEE for 2030.

I have asked Celia Desmond, currently the 
Division III (ComSoc) Director and member 
of the IEEE 2030 Committee, to bring us up 
to date on the current status of this work. 
Celia is Lead Project Manager for Echologics, 
as well as President of World Class Telecom-
munications, providing telecommunications 
management training. In IEEE she has held 
numerous senior management positions, 
including Project Director for Certification in 
Wireless Engineering Technology, Director 
and Secretary of IEEE, IEEE Vice President 
– Technical Activities, President of the IEEE 
Communications Society, President of IEEE 
Canada and its Division Director, and Vice 
President of the Technology and Engineering 
Management Society. Celia holds MSc. Engineering and B.Sc. 
Mathematics & Psychology degrees, Ontario Teaching Certifi-
cate, and PMP certification. 

There has been a lot of activity at the senior levels of IEEE 
lately on the 2030 strategy. Two recent endeavors include: 
(1) a proposed amendment to the IEEE Constitution; and 
(2) consideration of a proposal to change the structure of the 
upper levels of governance within the organization. This col-
umn provides a brief summary of some of this activity, with a 
pointer to the source of the most up to date details for those 
who want more information. The IEEE Board of Directors, 
at its meeting in November 2015, endorsed the Constitutional 
Amendment for submission to the members and then issued 
the following statement to accompany the election materials 
later this year: 

The Board of Directors proposes revisions to the 
IEEE Constitution and recommends each IEEE mem-
ber vote FOR the amendment. If adopted, these modifi-
cations improve the members’ voice in governing IEEE 
and allow future changes to the organizational structure 
to better respond to the demands of a complex and 
changing world.

Specifically the changes:
•Provide members with the possibility of an increased role 

selecting the Board of Directors, allowing directors to be elect-

ed by the full eligible voting membership of 
IEEE.

•Add language encouraging a diverse 
Board of Directors.

•Add the IEEE executive director, 
the most senior IEEE staff executive, as a 
non-voting member of the  Board to partic-
ipate from inception in setting the strategic 
direction of IEEE.

•Separate the role of an IEEE delegate 
from an IEEE director, so that directors need 
not also be delegates.

•Separate the requirement that corporate 
officers must also be directors. This will allow 
corporate officers as currently defined to serve 
in important leadership positions other than 
on the Board of Directors.

•Establish a new role for IEEE delegates, 
who are members of the IEEE Assembly, to 
recommend and consult with the Board on 
revisions to IEEE Bylaws.

For most members, this requires some 
explanation. At this time, when someone is 
elected to the Board of Directors of IEEE, 
except for the case of the IEEE President 
Elect, who then becomes President the follow-
ing year, that person is elected by a subset of 
the members of IEEE. Individuals are elected 
as Delegates to the IEEE Assembly, and by 
virtue of that election they become Directors 
on the IEEE Board of Directors.

•Division Directors are associated with 
one or more Societies/Councils. Each Divi-
sion Delegate/Director is elected as a Dele-
gate to the IEEE Assembly by the members 
of the Societies/Councils that the Delegate 
represents. Division Delegates also are Direc-

tors on the IEEE Board of Directors and sit on the Technical 
Activities Board (TAB) as members. On TAB each Director 
represents his or her constituency.

•Region Delegates/Directors are elected by the members of 
their geographic Regions as a Delegate to the IEEE Assembly 
by the members of the Region that the Delegate represents. 
Region Delegates also are Directors on the IEEE Board of 
Directors and sit on the Member and Geographic Activities 
Board (MGAB) as members. On MGAB each represents his 
or her constituency.

•The Vice President Technical Activities is elected by all 
members who are members of any Society/Council.

•The President IEEE Standards and President IEEE-USA 
are elected by members of their constituencies.

•The Vice President Educational Activities, Vice President 
Member and Geographic Activities, Vice President Publica-
tions Services and Products, Treasurer, and Secretary are elect-
ed by the IEEE Assembly, which consists of all 20 Division and 
Region Delegates mentioned above, plus the President, Past 
President, and President Elect.

The 23 Delegates, as mentioned above, are Directors on the 
IEEE Board of Directors, and in this capacity they no longer 
represent any constituency. They must think and act for the 
good of IEEE.

The amendment to the Constitution will be sent to all 

Harvey Freeman

IEEE’s Strategy for the Year 2030

Celia Desmond
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IEEE members with the 2016 Election ballot. Please exercise 
your right to vote when you receive your ballot and make the 
informed decision on these proposed changes that you feel is 
best for the organization. For more information about the Con-
stitutional Amendment visit: 

http://www.ieee.org/about/corporate/election/ 
2016_constitutional_amendment.html

Please do vote on this when you receive your ballot.
The second effort, consideration of a proposal to change 

the governance structure at the highest levels of IEEE, is a 
work in progress, and the proposed changes remain under dis-
cussion. As feedback comes in, the committee working on this 
effort takes that feedback into account and makes any required 
changes to the proposal. The current proposal, its complete his-
tory, and all the comments received in building it are available 
to all members at:
http://www.ieee.org/about/corporate/ieeein2030_archive_m.html

As you will see from the material posted on this site, 
today the business of the senior levels of IEEE is handled 
by two bodies: the Board of Directors and the Assembly. 
The current proposal is to add one additional body to this 
structure, and distribute the work somewhat differently, with 
the new Enterprise Board handling the operational manage-
ment, leaving the Board of Directors free to focus on the 
strategic directions and issues. In the current proposal all 
Board of Directors members would be elected by the full 
membership. Since this is a work in progress, the proposal is 
evolving over time. It is useful to check the site periodically 
to understand the progress.
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2016

M A R C H

DRCN 2016 — 12th Int’l. Workshop on 
Design of Reliable Communication Net-
works, 14–17 March
Paris, France
https://drcn2016.lip6.fr/

ICBDSC 2016 — 3rd MEC Int’l. Confer-
ence on Big Data and Smart City, 15–16 
Mar.
Muscat, Oman
http://www.mec.edu.om/conf2016/index.html

OFC 2016 — Optical Fiber Conference, 
20–24 Mar.
Anaheim, CA
http://www.ofcconference.org/en-us/home/

IEEE ISPLC 2016 — 2016 IEEE Int’l.Sym-
posium on Power Line Communications 
and Its Applications, 21–23 Mar.
Bottrop, Germany
http://www.ieee-isplc.org/

IEEE CogSIMA 2016 — IEEE Int’l. 
Multi-Disciplinary Conference on Cogni-
tive Methods in Situation Awareness and 
Decision Support, 21–25 Mar.
San Diego, CA
http://www.cogsima2016.org/

WD 2016 — Wireless Days 2016, 23–25 
Mar.
Toulouse, France
http://wd2015.sciencesconf.org/

A P R I L

IEEE WCNC 2016 — IEEE Wireless Com-
munications and Networking Confer-
ence, 3–6 Apr.
Doha, Qatar
http://wcnc2016.ieee-wcnc.org/

IEEE INFOCOM 2016 — IEEE Int’l. Con-
ference on Computer Communications, 
10–15 April
San Francisco, CA
http://infocom2016.ieee-infocom.org/

WTS 2016 — Wireless Telecommunica-
tions Symposium, 18–20 Apr.
London, U.K.
http://www.cpp.edu/~wtsi/

FRUCT18 2016 — 18th Conference of 
Open Innovations Association FRUCT 
and Seminar on Information Security and 
Protection of Information Technology, 
18–22 Apr.
St. Petersburg, Russia
http://fruct.org/cfp

IEEE/IFIP NOMS 2016 — IEEE/IFIP Net-
work Operations and Management Sym-
posium, 25–29 Apr.
Istanbul, Turkey
http://noms2016.ieee-noms.org/

M A Y

IEEE CQR 2016 — IEEE Int’l. Commu-
nications Quality and Reliability Work-
shop, 9–12 May
Stevenson, WA
http://www.ieee-cqr.org/

ONDM 2016 — Int’l. Conference on 
Optical Network Design and Modeling, 
9–12 May
Cartagena, Spain
http://ondm2016.upct.es/index.php

IEEE CTW 2016 — IEEE Communication 
Theory Workshop, 15–18 May
Nafplio, Greece
http://www.ieee-ctw.org/

ICT 2016 — Int’l. Conference on Tele-
communications, 16–18 May
Thessaloniki, Greece
http://ict-2016.org/

IEEE ICC 2016 — IEEE International 
Conference on Communications, 23–27 
May
Kuala Lampur, Malaysia
http://icc2016.ieee-icc.org/

J U N E

IEEE BlackSeaCom 2016 — 4th Int’l. 
Black Sea Conference on Communica-
tions and Networking, 6–9 June
Varna, Bulgaria
http://www.ieee-blackseacom.org/

IEEE NETSOFT — IEEE Conference on 
Network Softwarization, 6–10 June
Seoul, Korea
http://sites.ieee.org/netsoft/

IEEE LANMAN 2016 — 22nd IEEE Work-
shop on Local & Metropolitan Area Net-
works, 13–15 June
Rome, Italy
http://www.ieee-lanman.org/

IEEE HPSR 2016 — IEEE 17th Int’l. Con-
ference on High Performance Switching 
and Routing, 14–17 June
Yokohama, Japan
http://www.ieee-hpsr.org/

IEEE IWQOS — IEEE Int’l. Symposium 
on Quality and Service, 20–21 June
Beijing, China
http://www.dongliangxie.com/

MED-HOC-NET — Mediterranean Ad 
Hoc Networking Workshop, 20–22 June
Vilanova I la Geltru, Spain
http://craax.upc.edu/medhocnet2016/

EUCNC 2016 — European Conference 
on Networks and Communications, 
27–30 June
Athens, Greece
http://eucnc.eu/

IEEE ISCC — Int’l. Symposium on Com-
puters and Communications, 26–30 June
Messina, Italy
http://iscc2016.unime.it/

IEEE SECON — 2016 IEEE Int’l. Confer-
ence on Sensing, Communication and 
Networking, 27–30 June
London, U.K.
http://secon2016.ieee-secon.org/

J U L Y

ICUFN 2016 — Int’l. Conference on 
Ubiquitous and Future Networks, 5–8 
July
Vienna, Austria
http://www.icufn.org/main/

CITS 2016 — Int’l. Conference on Com-
puter, Information and Telecommunica-
tion Systems, 6–8 July
Kunming, China
http://atc.udg.edu/CITS2016/

–Communications Society portfolio events appear in bold colored print. 
–Communications Society technically co-sponsored conferences appear in black italic print. 
–Individuals with information about upcoming conferences, Calls for Papers, meeting announcements, and meeting reports should send this information to: IEEE Communications 
Society, 3 Park Avenue, 17th Floor, New York, NY 10016; e-mail: p.oneill@comsoc.org; fax: + (212) 705-8996. Items submitted for publication will be included on a space-available basis.
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Prof. Tilman Wolf was invited by the Guatemala, El Salvador, 
and Panama ComSoc Chapters to conduct a Lecturer Tour in 
November 2015. All three sections asked for two lectures. The 
first two lectures were held at the World Heritage Site of Antigua 
Guatemala. This city that features Spanish Baroque-influenced 
architecture was the tour’s first stop. Tilman Wolf presented two 
of his best demanded talks: ‘Economic Principles for Future Inter-
net Architecture’ and ‘Attacks and Hardware Defenses for Network 
Infrastructure.’ Both lectures supported the join effort made by 
Guatemala’s IEEE Computer Society and Communications Society.

The second two lectures were given on November 11 in San 
Salvador, El Salvador’s capital. Prof. Wolf was awakened much 
earlier than 6:00 am, and without having any breakfast he trav-
eled to the place were the lecture was arranged. The first talk 
started at 7:00 am, on the topic ‘Hardware Defenses for Net-
work Infrastructure.’ In this presentation, Prof. Wolf discussed his 
research group’s recent work that illustrates the challenges in 
providing security in Internet routers. He provided an example 
that showed how vulnerable packet processors can be attacked 
through the data plane of the network. Using hardware monitors, 
he showed how his team has developed an effective defense 
mechanism against such attacks. Finally, it was explained how this 
work is also applicable to securing general-purpose embedded 
processing systems.

After finishing his presentation, Prof. Wolf traveled to the Uni-
versity of El Salvador. There the IEEE student branch called for 
a big meeting. More than 100 students attended the lecture. 
Again, the talk ‘Hardware Defenses for Network Infrastructure’ was 
presented. After this presentation Prof. Wolf interacted with the 
students. He explained to them how the functionality of routers 

inside the Internet continues to grow, as does their complex pro-
tocol processing operations for content adaptation, security, and 
network management. Most of the students were sophomores in 
the electrical engineering department who were attracted by the 
computer security issues. 

But not everything was work. Central American countries are 
countries of volcanoes. Our guest was invited to visit El Boqueron, 
El Salvador’s national park, at the top of San Salvador Volcano. 
There, Dr. Wolf experienced the difference in weather: rain at the 
top and dry weather at the bottom, where San Salvador is locat-
ed. For a few minutes it was possible to appreciate the beautiful 
sight of the San Salvador valley. From above, at a distance, it was 
possible to see at the same time the crater-lake of Ilopango and a 
fast-moving tropical rain on the verge of covering the lake.

The final talks were held on November 13 in Panama City at 
the Hotel Continental. This lecture was supported by the Panama 
ComSoc chapter made up mostly of professors and students 
from the Panama University of Technology. 

It was a pleasure for the Guatemala, El Salvador, and Panama 
ComSoc Chapters to host the Distinguished Lecturer tour of Prof. 
Wolf.
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Distinguished Lecturer Tour of Prof. 
Tilman Wolf in Central America
By Carlos Eugenio Martínez-Cruz, El Salvador Chapter Chair

Lecture of Prof. Wolf in San Salvador.

Prof. Wolf suffering the inclemency of the rainy forest weather in El Salvador..

Lecture of Prof. Wolf in San Salvador.
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The fifth biennial IEEE International Conference on Microwaves, 
Communications, Antennas, and Electronic Systems (IEEE COMCAS 
2015) took place at the David Intercontinental Hotel in Tel-Aviv 
on the 2–4 November 2015. The first two days of the confer-
ence included the plenary session together with six regular parallel 
sessions and poster sessions, while the third day was reserved for 
tutorial and workshop tracks in three parallel sessions.

IEEE COMCAS is organized as a multidisciplinary international 
conference where scientists, engineers, and students can meet 
and discuss their common interests. In addition, it holds an exhi-
bition with more than 100 booths that is attended by top interna-
tionally recognized scientists and engineers active in fields such as 
communication, antennas, microwave, and systems engineering. 
Colleagues who are developing the products and systems of 
tomorrow particularly find the exhibition helpful to their projects 
and careers.

This conference is sponsored by the IEEE Communications 
Society, the IEEE Microwave Theory and Techniques Society, and 
the IEEE Israel AP/MTT joint chapter. It is technically co-sponsored 
by additional chapters, societies, and professional organizations 
including the IEEE’s AES (Aerospace and Electronic Systems) and 
APS (Antennas and Propagation); the Association of Engineers and 
Architects in Israel; the European Microwave Association (EuMA); 
and the GAAS (GaAs and other Compounds Association).

This year the organizers significantly increased the number of 
tutorials and industry-oriented invited sessions, making this con-
ference more relevant than ever before. The emphasis continues 

to be on applications-oriented research and development, from 
antennas and devices to systems and software, including GaN 
technology and applications, biomedical systems and applications, 
phased array radars, SDR and 5G cellular mobile. The event had 
strong industry patronage and participation, and the final program 
comprised 150 technical presentations, talks and tutorials, arranged 
in 45 sessions over three days with up to six parallel sessions run-
ning concurrently for much of the time. 

Some of the presented topics at IEEE COMCAS 2015 were: 
green communication, radar and microwave technologies, device 
modeling, antennas, networking technologies, defense and UAS 
applications, communication measurements, implementations and 
resource allocation, sensors and advanced frequency synthesizers.

The conference also featured a special Women in Engineering 
session on ‘Diversity in High-Tech – What’s Working and Why?,’ 
presented by Prof. Orit Hazzan from the Technion, that illustrated 
how the creation of a culture that enhances diversity benefits 
the entire STEM community. This invited speaker presentation 
asserted that it is in the interest of the high-tech world, rather 
than in the interest of any specific underrepresented group in the 
community, to enhance diversity in general, and gender diversity 
in particular. 

Hosting such conferences in various locations around the world 
is an excellent way to encourage IEEE members and societies and 
the technical community at large to participate. This helps improve 
recognition and generate growth for the IEEE Communications 
Society, the IEEE Microwave Theory and Techniques Society, and 
their Sister Societies. The fifth IEEE COMCAS conference was highly 
successful, with more than 1500 participants from 38 countries 
who expressed their very positive feedback and comments. 

COMCAS continues to be very successful and will likely be well 
attended in the future by many technologists who lead innovation 
and have an impact on the microwave, communications, antenna, 
solid-state circuits, and electronic systems fields.
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Highlights of the IEEE COMCAS 2015 
Conference, Tel-Aviv, Israel
By Shmuel Auster, IEEE COMCAS 2015 General Chair,  
and Itai Dabran IEEE COMSOC Chapter Chair, Israel

Frank Traut, Keynote speaker from MACOM Technology, USA, talking about “GaN Technology 
and Applications” at the Opening (Plenary) session.

Oren Hagai, Interlligent CEO and IEEE COMCAS Exhibition Committee Chair (in black jacket) 
and his staff at Interlligent during the IEEE COMCAS 2015 Exhibition.

Ingmar Kallfass, Invited Speaker from the University of Stuttgart, Stuttgart, Germany on “MMIC 
Chipset for 300 GHz Indoor Wireless Communication”.

At the Posters Session, with Beer Cocktail (sponsored by Carlsberg beer). From left: Solon Jose 
Spiegel, Shraga Kraus, Shmuel Auster, Claudio Jackobson and Ofer Shaham.

CONFERENCE REPORT
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In November 2015, the IEEE Malaysia ComSoc/VTS Joint 
Chapter hosted an IEEE ComSoc Distinguished Lecturer Tour 
(DLT) by Professor Tarek Taleb at three different venues, 
namely MCMC Cyberjaya, UiTM Shah Alam, and the Hilton 
Kuching. The speaker, Prof. Taleb, is a Professor at the School 
of Electrical Engineering, Aalto University, Finland. Prior to his 
current academic position, he worked as senior researcher and 
3GPP standards expert at NEC Europe Ltd, Heidelberg, Germa-
ny. Before joining NEC and until March 2009, he worked as an 
assistant professor at the Graduate School of Information Sci-
ences, Tohoku University, Japan, in a lab fully funded by KDDI, 
the second largest network operator in Japan.

Prof. Taleb arrived in Malaysia on November 22 and was 
met by Fazirulhisyam Hashim, the current Chair of the IEEE 
Malaysia ComSoc/VTS Joint Chapter, at Kuala Lumpur Interna-
tional Airport (KLIA), and later checked-in at the Everly Putra-
jaya Hotel. After finalizing the check-in process, they had a light 
dinner at the Black Canyon Restaurant in the Alamanda Shop-
ping Mall, which is a three-minute walk from the hotel.

The following day at 10.30 am, Prof. Taleb delivered his 
first lecture at the Malaysian Communication and Multimedia 
Commission (MCMC), Cyberjaya. There were approximately 60 
attendees, mainly from various research institutes in Malaysia 
and industry. In the afternoon, Prof. Taleb went to the Faculty 
of Electrical Engineering, Universiti Teknologi MARA (UiTM) 
Shah Alam, to deliver his second lecture. There were approxi-
mately 20 attendees at this lecture; 90 percent of them were 
postgraduate students taking telecommunications courses, and 
the rest were from academia. The audiences were very inter-
ested in the topic, which is relevant to their field of studies 
and research. The program ended with some refreshments, at 
which time the audience took the opportunity to interact with 
the speaker. 

On November 24 Prof. Taleb took a flight to Kuching, Sar-
awak to deliver his third lecture, which was scheduled on the 
following day at the Hilton Kuching, in the Main Ballroom. He 
was one of the keynote speakers at the 2015 IEEE 12th Malay-
sia International Conference on Communications (MICC2015). 
This lecture attracted 100 attendees, mainly from academia 
and industry.

In his three lectures, Prof. Taleb started with a video clip 
and introduction of Aalto University and the city of Helsinki. In 
general, the audiences were exposed to 5G technology and 
the research work in this area. Prof. Taleb highlighted some 
issues on the existing telecommunications networks that are 

hardware-oriented and have a centralized architecture. With 
the increasing demand for future mobile applications, networks 
need to be dynamic and flexible. The solution is to migrate to 
software-defined networking, virtualization, and cloud comput-
ing. Prof. Taleb also demonstrated his research work on the 
topic. In addition, he showcased the feasibility of on-demand 
creation of cloud-based elastic mobile networks, along with 
their lifecycle management. The lecture introduced a set of 
technologies and key architectural elements to realize such 
a vision, turning end-to-end mobile networking into software 
engineering.

All three of the lectures were very successful and well 
attended. We noted that some in the audiences were non-
IEEE members. Thus, this event was an ideal platform for us 
to spread the message of IEEE to postgraduate students and 
industry. The IEEE Malaysia ComSoc/VTS Joint Chapter would 
like to thank Prof. Taleb for his lecture, and we hope that we 
will meet again in the near future. Above all, we would like to 
extend our special appreciation to IEEE ComSoc for arranging 
such a wonderful program.

Distinguished Lecturer Tour of Tarik 
Taleb: From Finland to Malaysia
By Fazirulhisyam Hashim, Hafizal Mohamad, and Nur Idora 
Abdul Razak, IEEE Malaysia ComSoc/VTS Joint Chapter
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From left: Sumei Sun, Hamzah Burok, Khairul Akmal Zahri, Tarik Taleb, Tan Ching Seong, 
Hafizal Mohamad, and Fazirulhisyam Hashim at MCMC, Cyberjaya.

Audience at MCMC Auditorium, Cyberjaya.

Prof. Taleb during his lecture at MCMC. Audience at Universiti Teknologi MARA (UiTM) Shah Alam.
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talked about seamless cloud extensions over multiple disparate 
clouds. This year, LANOMS 2015 paid a small tribute to Prof. Luiz 
Fernando Gomes Soares, who developed several research efforts 
on network management and led the development of Ginga-NCL 
middleware. Ginga-NCL middleware is part of the Brazilian digital 
TV system, and has been adopted by several countries in Latin 
America. Finally, a social event was held at a barbecue restaurant, 
allowing approximately 40 participants to talk about the event, 
future cooperation, and the like.

The success of this LANOMS edition was largely due to all 
the people involved in the conference. First, we are most grateful 
to the authors who submitted their work and the technical pro-
gram committee members who devoted their time to support the 
peer-review process. We also need to thank the Federal University 
of Paraíba (UFPB), the Federal University of Rio Grande do Norte 
(UFRN), the Federal University of Ceará (UFC), and the Federal 
University of Paraná (UFPR), the Brazilian Computing Society (SBC), 
and the National Laboratory of Computer Networks (LARC), for 
their invaluable support. We also want to thank the organizing 
committee members and the volunteers who all worked hard on 
the details and important aspects of the conference. Finally, but not 
least, we acknowledge the support of our sponsors (CAPES and 
CGI.br) who helped us cope with the costs of organizing LANOMS 
2015, seeking to ensure a high-level event for all participants. We 
also invite our community to attend the future events.

For further information about LANOMS, please visit the confer-
ence portal at http://www. lanoms.org

OMBUDSMAN
ComSoc Bylaws Article 3.8.10

“The Ombudsman shall be the first point of contact for 
reporting a dispute or complaint related to Society activities  
and/or volunteers. The Ombudsman will investigate, provide 

direction to the appropriate IEEE resources if necessary,  
and/or otherwise help settle these disputes at an appropriate level 

within the Society.”

IEEE Communications Society Ombudsman
c/o Executive Director

3 Park Avenue 
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New York, NY 10017, USA
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The 8th Latin American Network Operations and Manage-
ment Symposium (LANOMS) 2015 was held in the beautiful 
and pleasant coastal city of João Pessoa, jointly organized by the 
Federal University of Paraíba and the Federal University of Rio 
Grande do Norte. LANOMS is a biannual conference, and the 
2015 event was the first time it was located in the Northeast 
region of Brazil. It was technically co-sponsored by the IEEE Com-
munications Society (ComSoc) and the International Federation 
for Information Processing (IFIP). The conference has the goal 
to bring together international representatives of academic areas, 
civil services, businesses, and other entities in order to create a 
stimulating environment to present and discuss ideas, solutions, 
and lessons learned to solve technical and research challeng-
es in network and service management. Moreover, LANOMS 
also aims to be the main Latin American conference in the net-
work management field, alongside APNOMS (Asia-Pacific Network 
Operations and Management Symposium) and NOMS (Network 
Operations and Management Symposium), the main Asian and 
worldwide conferences in network management, respectively.

This LANOMS edition received 33 paper submissions, of 
which 12 were accepted as full papers and selected for oral pre-
sentation through four technical sessions (Network Virtualization, 
Security Management, Monitoring and Management Approach-
es, and Wireless Network Management). Moreover, five papers 
were selected for short paper presentations, and five papers were 
selected for poster presentations. An application session was also 
part of the LANOMS 2015 program, where applications papers, 
focusing on tools for contemporary and important paradigms, 
such as cloud computing and software defined networking (SDN), 
were presented. In addition, two keynotes were scheduled in the 
conference program, addressing relevant and up-to-date topics. 
In the first keynote, Prof. Rui Aguiar from the University of Aveiro, 
Portugal, outlined the management challenges of 5G networks; in 
the second keynote, Masum Z Hasan, from Cisco Systems (USA), 

IEEE Latin America Network Operation 
and Management Symposiums
By Fernando Menezes Matos, Augusto Venâncio Neto,  
Aldri Luiz dos Santos, and José Neuman de Souza, Brazil

Technical session.

Local Organizing Committee.

www.comsoc.org/gcn
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Guest Editorial

Public safety networks have been utilized by first 
responder agencies in emergency situations, such as 
police officers, firefighters, and ambulances. Critical 

communications networks have been used in various sectors 
such as construction, transportation, utilities, factories, and 
mining operations. 

Technologies used in public safety networks and critical 
communications networks today are at a crossroads with 
next-generation solutions and applications. Many of the 
existing technologies such as TETRA and P25 have been 
in use for about 20 years now. They are mature, reliable, 
and cost effective in supporting mission-critical voice appli-
cations. However, they are not designed to support higher 
bandwidth applications. 

Partly due to the ubiquitous availability of commercial 
broadband applications, and partially due to increasing 
demand by public safety agencies, the possibilities of broad-
band data services for public safety networks that are pri-
marily based on Long Term Evolution (LTE) technology 
are being discussed increasingly in many countries including 
those in North America and Europe. For example, in 2012 
the U.S. government created an authority to establish a 
national public safety broadband network called FirstNet or 
First Responders Network. The standards organizations and 
stakeholders in developing narrowband technologies have 
indicated that their future strategy is to evolve into LTE-
based solutions for public safety systems.

To realize the promises of broadband technologies for 
critical communications and public safety networks, many 
obstacles in implementations and deployments need to 
be overcome. Although early trials and deployments are 
underway, various challenges in architecture, protocols, 
operations, economics, and finance are being addressed 
in industry, academia, and standards organizations. These 
Feature Topic articles are intended to provide an in depth 
overview of the field, to analyze the current critical com-
munications and public safety networking landscape, and 
to provide a comprehensive overview of the key challenges 
associated with standards, spectrum policy, and economics. 

We anticipate that these discussions will encourage fur-
ther research and development, leading to more advanced 
solutions. Finally, we hope that the authorship by multiple 
authors from a broad array of organizations will demon-
strate to the magazine readers that the entire industry sees 
IEEE Communications Society as a consensus-building 
venue.

The Call for Papers for this Feature Topic generated 
many interesting and strong submissions, and the paper 
review process resulted in the acceptance of 11 papers. 
Therefore, it was decided to spread the accepted papers 
into two parts. The articles in Part 1 will focus on general 
topics such as survey, spectrum policies, and economics, 
whereas the articles in Part 2 will focus on more technical 
issues and solutions.

The following is a brief introduction to the articles in this 
issue.

The first article, “Toward Moving Public Safety Net-
works” co-authored by Romain Favraud, Apostolos Apos-
tolaras, Navid Nikaein, and Thanasis Korakis, provides a 
good introduction to the field by surveying public safety 
use cases, current status of the related standards activities 
within the Third Generation Partnership Project (3GPP), 
and challenges ahead. The article also discusses backhauling 
in moving cells enabling dynamic meshing among LTE base 
stations. 

The second article in this series is “Pervasive Spec-
trum Sharing for Public Safety Communications,” co-au-
thored by Murat Yuksel, Ismail Guvenc, Walid Saad, 
and Naim Kapucu. This article provides a comprehen-
sive discussion on the need for sharing the spectrum, 
and introduces a new architecture where spectrum shar-
ing is pervasive and necessary to realize a new perspec-
tive of increased heterogeneity in the next generation 
public safety networks.

The next article, “Next Generation Public Safety Net-
works: A Spectrum Sharing Approach,” co-authored by 
Munawwar M. Sohul, Miao Yao, Xiaofu Ma, Eyosias Y. 
Imana, Vuk Marojevic, and Jeffrey H. Reed, also focuses 

Critical Communications and Public Safety Networks Part 1: 
Standards, Spectrum Policy, and Economics

Mehmet Ulema Alan Kaplan Kevin Lu Niranth Amogh Barcin Kozbe
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on the spectrum aspects of public safety networks with an 
emphasis on spectrum sharing among public safety agencies 
and commercial carriers. The article presents different ini-
tiatives undertaken by Virginia Tech for deployment in next 
generation public safety networks. It also presents a vision 
for a flexible, rapidly deployable, and reconfigurable system 
to meet the demands of critical communications infrastruc-
ture.

The final article in Part 1 of this Feature Topic, “Indi-
rect Returns and Use of NPV in Financial Viability Mod-
eling of Critical Communications Networks” by Natalia 
Boliari, discusses economics and financial aspects of crit-
ical communications and public safety networks. The arti-
cle focuses on the potential of public safety networks to 
generate long-term indirect returns in the form of various 
socioeconomic benefits. The article develops a net present 
value model that accounts for both direct and indirect 
benefits.

We hope that you will find these articles as interesting, 
informative, and challenging as we did. We would like to 
thank all the authors who submitted their articles to this 
Feature Topic, and the reviewers, who have given their time 
generously to provide valuable feedback and comments on 
the articles and thus to make these issues a reality. We also 
want to thank the Editor-in-Chief Osman Gebizlioglu and 
Joe Milizzo of IEEE for their support.
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Abstract

Fourth generation LTE has been selected by 
U.S. federal and EU authorities to be the technol-
ogy for public safety networks that would allow first 
responders to seamlessly communicate between 
agencies and across geographical locations in tacti-
cal and emergency scenarios. From Release 11 on, 
3GPP has been developing and specifying dedicat-
ed nationwide public safety broadband networks 
that will be scalable, robust, and resilient, and can 
address the specific communication needs of emer-
gency services. In this realm, the requirements and 
scenarios for isolated E-UTRAN with no or limit-
ed backhaul access to the core network are still in 
progress. In this article, we survey possible public 
safety use cases with the induced network topolo-
gies, discuss the current status of the 3GPP stan-
dards, and highlight future challenges. We further 
elaborate on the need to support mobile backhaul-
ing in moving-cell scenarios and describe two LTE-
based solutions to enable dynamic meshing among 
the base stations.

Introduction
Motivation

Long Term Evolution (LTE), specified by the 
Third Generation Partnership Project (3GPP), 
is becoming the technology reference for fourth 
generation (4G) cellular networks, as it is 
increasingly adopted by all major operators all 
over the world.

LTE is now rising to the challenge of address-
ing several issues (e.g., cellular networks’ capac-
ity crunch, ultra-high bandwidth, ultra-low 
latency, massive numbers of connections, super-
fast mobility, diverse spectrum access) that 
speed up the pace toward 5G. Moreover, LTE is 
expected to be an important part of the 5G solu-
tion for future networks and to play an essential 
role in advancing public safety (PS) communica-
tions. In the United States, LTE has been chosen 
up as the next appropriate communication tech-
nology to support PS, and it is likely to be the 
same in the European Union soon. Thus, several 
vendors (e.g., Ericsson, Nokia-Alcatel, Huawei, 
Cisco, Motorola, Thales) are now starting to pro-
pose LTE-based PS solutions, and some of them 
have been put to real field experimentation.

While existing PS solutions (e.g., Project 25, 
P25, and terrestrial trunked radio, TETRA) are 
mature and provide reliable mission-critical voice 
communications, their designs cannot meet the 

new requirements and the shift to higher band-
width applications. In addition, LTE systems 
were suited to commercial cellular networks in 
the initial 3GPP releases but not to PS services 
and the corresponding requirements like reli-
ability, confidentiality, security, and group and 
device-to-device communications. Therefore, 
the question raised is whether LTE suffices to 
be an appropriate solution for PS networks. To 
address those issues, 3GPP has started to define 
the new scenarios that LTE will have to face, and 
has released several studies and specificationson 
proximity-based services, group and device-to-
device communications, mission-critical push-to-
talk (MCPTT), and isolated Evolved Universal 
Terrestrial Radio Access Network (E-UTRAN). 
These studies define the requirements regard-
ing user equipment (UE) and evolved NodeB 
(eNB — LTE base station) to provide PS ser-
vices depending on the E-UTRAN availability 
and architecture.

In particular, the studies on isolated 
E-UTRAN target use cases when one or sever-
al eNBs have limited or no access to the core 
network (Evolved Packet Core, EPC) due to a 
potential disaster, or when there is need to rapid-
ly deploy and use an LTE network outside of the 
existing infrastructure coverage.

However, 3GPP studies do not define how 
such isolated eNBs of a single set should com-
municate together, and leave that to the use of 
other technologies and vendor-specific solutions.

Contribution

In this article, we discuss possible directions and 
challenges to evolve the LTE network architec-
ture toward 5G in order to support emerging 
PS scenarios. Starting from the current status 
of standards on mission-critical communications 
and focusing on an isolated E-UTRAN case, we 
delineate two innovative solutions that allow for 
interconnection of eNBs using LTE, while qual-
ifying the requirements defined by 3GPP for PS 
scenarios. Such solutions present several advan-
tages when compared to dedicated technologies 
(e.g. WiFi, proprietary RF links), in that they 
support network mobility scenarios, and topology 
split and merge while being cost effective.

The first solution utilizes legacy UEs and 
evolves them in order to operate as active ele-
ments within the network (UE-centric), thus 
being capable of associating with multiple eNBs 
and restoring the disrupted links between them. 
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The second solution relies on extension of the 
eNB functionality to allow it to detect and con-
nect directly to neighboring eNBs by encom-
passing multiple virtual UE protocol stacks 
(network-centric). These two solutions evolve 
and restore already existing and potential-
ly disrupted wireless air interfaces such as Uu 
(eNB-UE radio interface), Un (eNB-relay radio 
interface), and X2 (inter-eNB logical interface). 
They create connectivity links among eNBs that 
can be used to form dynamic mesh networks 
allowing the size of an isolated E-UTRAN to be 
extended in fi xed and mobile scenarios.

use cAses And toPologIes
Public safety users and fi rst responders encoun-
ter a wide range of operational conditions and 
missions. To effectively address them, they need 
to rely on suffi cient voice and data communica-
tion services. While voice services have already 
been used in tactical communication systems 
(e.g., TETRA and P25), the absence of a tech-
nology that could offer sufficient data rate left 
the associated services unexploited.

In nominal conditions, a nationwide broad-
band wireless PS network relies on a wired 
network supporting fixed wireless base stations 
(BSs) providing planned coverage and bringing 
services to mobile entities (e.g., handheld UE or 
vehicle integrated devices) relying on seamless 
access to the core network.

A key requirement for the network is that it 
must be robust, reliable, and not prone to mal-
functions and outages. Despite that, it may not 
survive against unexpected events such as earth-
quakes, tidal waves, and wildland fi res, and may 
not cover distant lands due to costly deployment.

Figure 1 illustrates six different topologies 
corresponding to possible use cases that PS users 
may encounter depending on the operational sit-

uation. These six topologies are differentiated 
based on four criteria:
• Availability of the backhaul link (access to

the core network from the BS)
• BS interconnections
• BS mobility
• BS availability (UEs on- or off-network)
In the nominal case (case 1 in Fig. 1), BSs are
fixed and benefit from planned coverage as they
receive complete services support, and experience
full access to the core network and to the remote
PS services with no intermissions (e.g., continuous
link connectivity with the operation center, mon-
itoring, billing). Therefore, the network can pro-
vide nominal access to PS UEs; this case refers to
the majority of operations (e.g., law enforcement,
emergency services, fire intervention) occurring
in covered cities and (sub)urban environments
where the network deployment has been previous-
ly designed and planned, and services are provid-
ed within a large coverage expansion.

In the case of backhaul link failure due to 
faulty equipment, power outage, or physical 
damages on the backhaul wires or RF antennas, 
the core network may not be fully accessible any 
longer to the fi xed BSs (cases 2 and 3). Howev-
er, depending on either the type and position 
of failure, or the availability of backup solutions 
(e.g., satellite backhaul as given in case 3),1 the 
BSs may still maintain adequate interconnec-
tivity with each other. Portable BSs (fixed once 
deployed) can be exploited in order to provide 
coverage on site, where fi xed BSs have not been 
fully deployed yet or have faulty operation (case 
4). In the same way, moving BSs can be uti-
lized in a more dynamic fashion (e.g., for a fi ght 
against a fast moving forest wildfi re, in vehicular 
communication on land or at sea [1, 2]) where it 
is not possible to plan inter-BSs links (case 5). 
In these cases of portable or moving BSs use, 

In nominal conditions, a 

nationwide broadband 

wireless PS network 

relies on a wired

network supporting 

fi xed wireless base

stations providing 

planned coverage and 

bringing services to 

mobile entities relying 

on seamless access to 

the core network.

1 In such a case, the communica-
tion protocol is usually improved 
by a performance-enhancing proxy 
(PEP) as specifi ed in Internet Engi-
neering Task Force (IETF) RFC 3135 
and RFC 3449.

Figure 1. Public safety use cases. Case 1: a planned network with fi xed BS deployment and backhaul 
connectivity. Case 2: a planned network with fi xed BS deployment and limited backhaul connectiv-
ity. Case 3: a network with fi xed BS deployment and moving cells with limited backhaul connectiv-
ity assisted by satellite links, proximity services, and device-to-device communications. Case 4: no 
backhaul access in an unplanned network deployment of portable BSs. Case 5: moving cells in an 
unplanned network deployment. Case 6: missing BS coverage and proximity services.
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it can be hard or impossible to maintain a good 
connectivity with the macro core network (cases 
3, 4 and 5). 

Finally, it is likely that due to mobility, users 
would get out of the coverage service area pro-
vided by the BSs (cases 2, 3, and 4), or that 
in-time service provisioning to users would fail 
due to intense mobility (case 6). Therefore, due 
to their own inherent limitations (access to the 
core network, inter-node connectivity, BSs and 
UEs mobility), all previous topologies may not be 
able to provide the same services with a sufficient 
level of quality to users. For instance, the billing 
and monitoring services might not be available in 
some cases. Nevertheless, PS users must be able 
to use vital services like voice and data group 
communications in all situations regardless of 
the network topology dynamic. That is why PS 
wireless communications cannot rely solely on a 
planned network of fixed BSs.

Standards Development
The simmering interest of public authorities in 
LTE for PS use has encouraged 3GPP to tack-
le this subject and to evolve LTE specifications. 
Specifically, significant standardization activities 
have been conducted after the creation of the First 
Responder Network Authority (FirstNet) in the 
United States. As illustrated in Fig. 2, the first work 
dedicated to PS was launched in 3GPP Release 11 
with the introduction of high-power devices oper-
ating in band 14 (used in the United States and 
Canada for PS) to extend the possible coverage 
servicing area. Since then, several work items have 
been defined in Releases 12 and 13 to study and 
address the specific requirements of a broadband 
PS wireless network, not least of which are:
•	Guaranteed access: A PS network should be 

accessible at any time.
•	Quality of service (QoS): Guarantee and 

priority should be ensured for critical calls.
•	Reliability: PS networks should provide the 

services as defined with no interruption 
when online.

•	Resiliency: A PS network should be able to 
evolve with technology advancements and 
changes to operational requirements.

•	Roaming: UEs should be able to seamless-
ly use the deployed PS network as well as 
commercial networks in case of unavailabili-
ty of the first.

•	Spectrum efficiency, capacity, coverage: 
Spectrum has to be effectively shared to 
provide the required capacity and coverage.

•	Talk around/simplex: Users should be able 
to communicate even in the case of broad-
band network unavailability or disruption.
The gaining momentum of LTE networks 

around the globe has relied on its architecture to 
provide packet-based network services that are 
independent of the underlying transport-related 
technologies. A key characteristic of the LTE 
architecture is the strong dependence of every 
deployed eNB on the EPC for all types of ser-
vices that are provided to the covered UEs. How-
ever, this feature prevents UEs from seamless 
communication service when an eNB is discon-
nected from the EPC as eNB service to the UEs 
is interrupted even for local communications. To 
tackle the aforementioned shortcoming, 3GPP 
has launched two series of work items: the first 
one refers to device-to-device communications 
for enabling proximity-based services (ProSe), 
and the second one refers to the continuity of 
service for PS UEs by the radio access network 
(RAN) and eNBs in the case of backhaul failure 
for enabling operation on isolated E-UTRAN.

As defined in 3GPP technical specification 
(TS) 22.346, isolated E-UTRAN aims at the 
restoration of the service of an eNB or a set of 
interconnected eNBs without addressing their 
backhaul connectivity. The goal of isolated 
E-UTRAN operation for PS (IOPS) is to main-
tain the maximum level of communications for 
PS users when eNB connectivity to the EPC is 
either unavailable (no backhaul) or non-ideal. 
Isolated E-UTRAN can take place on top of 
nomadic eNBs (portable BSs, c.f. TS 23.797) 
deployments or on top of fixed eNBs suffering 
failures. It should support voice and data com-
munications, MCPTT, ProSe, and group com-
munications for PS UEs under coverage as well 
as their mobility between BSs of the isolated 
E-UTRAN, while maintaining appropriate secu-
rity.

Subsequent to TS 22.346, TS 23.797 provides 
a solution to the no backhaul IOPS case rely-
ing on the availability of a local EPC co-located 
with the eNB or on the accessibility of the set of 
eNBs. PS UE(s) should use a dedicated univer-
sal subscriber identity module (USIM) applica-
tion for authentication and use the classical Uu 
interface to connect to these IOPS networks. If 
an eNB cannot reach such a local EPC, it must 
reject UE connection attempts. However, the 
aforementioned solution does not address issues 
of scenarios with non-ideal backhaul connectiv-
ity. Moreover, requirements for the inter-eNB 
link connectivity are not specified, even though 
the operation for a group of interconnected 
eNBs is defined.

In this article, we advocate the need for novel 
inter-eNB wireless connectivity as a key for the 
efficiency of isolated E-UTRAN operation that 
would allow broadening the network and enhanc-
ing the level of cooperation between adjacent 
nodes, leading to better service provision to the 
users. We also consider moving cells and medi-
tate on eNB mobility, which is often encountered 
by (highly) mobile PS entities, in a potential split 
and merge network.

Figure 2. 3GPP PS oriented work items.
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future chAllenges In PublIc sAfety

Given the wide range of applications, PS com-
munications must be able to provide to a large 
extent flexibility and resiliency. Being able to 
adapt under various circumstances and mobili-
ty scenarios that are characterized by disrupted 
communication links (e.g., damaged S1 inter-
face and no EPC network access) and volatile 
infrastructure operation is of utmost importance. 
Although there is increasing interest in the 
development of public safety solutions for iso-
lated E-UTRAN scenarios both by industry and 
academia, there are still open challenges. Next, 
we discuss the main ones.

MovIng cells And network MobIlIty

In a crisis or tactical scenario, it is vital that fi eld 
communications can be highly mobile and rap-
idly deployable to provide network access and 
coverage on scene. Currently, E-UTRAN is con-
sidered fixed, and detection as well as discov-
ery of a network while moving cells are being 
deployed remains unspecifi ed. When high mobil-
ity occurs, the problem becomes network avail-
ability as link connections to the EPC servers are 
dropped. Moreover, due to the limited coverage 
of moving cells as compared to fixed eNBs [1], 
enabling inter-cell discovery features for prox-
imity awareness is required as a tool of network 
intelligence for self-healing. eNBs must be able 
to search for other eNBs in their proximity either 
directly or relying on the assistance of enhanced 
UEs (i.e., UEs with extended capabilities that 
can interconnect between two eNBs) and even-
tually synchronize to the most suitable one and 
re-establish access to the network.

devIce-to-devIce dIscovery And coMMunIcAtIons

In the absence of network coverage (off-network 
case), PS UEs need to discover and communi-
cate with each other by taking partial control of 
the functionality of the network [3]. UEs should 
be able to provide network assistance when infra-
structure nodes (i.e., eNBs) are missing due to 
network and/or terminal mobility, or unavailable 
due to outage and malfunctioning. In such sit-
uations, UEs are promoted to assist with time 
synchronization reference (e.g., based on side-
link power measurement or UEs’ own timing), 
authentication, detection, network discovery, and 
attachment functions, among others. In addi-
tion, UEs may need to request the identity of 
neighboring UEs (i.e., who is here) belonging 
to different PS authorities, which calls for over-
the-air sensing and self-reconfi guration function-
ality at the UE side. What is more challenging 
for PS-UEs is the support of (stored) data relay-
ing from (isolated) neighboring UEs to either 
other UEs (UE-to-UE relay) or the network 
(UE-to-network) when they are in coverage.

ProgrAMMAbIlIty And fleXIbIlIty

Programmability and flexibility in future PS sys-
tems shall allow the rapid establishment of com-
plex and mission-critical services with specific 
requirements in terms of service quality. A high 
degree of programmable network components 
will be able to offer scalable and resilient network 
deployment on the fl y without the need for previ-

ous network planning by using network function 
virtualization and software-defined networking 
(SDN). Thus, it will result in availability of open 
network interfaces, virtualization of networking 
infrastructure, and rapid creation and deployment 
of network services with a fl exible and intelligent 
control and coordination framework. Such a con-
trol and coordination framework is required to 
manage the entire life cycle of the PS network 
from configuration and deployment to runtime 
management and disposal. This is very challenging 
as it has to optimize the resource allocation across 
multiple eNBs, manage the topology (especially 
during the network split and merge), and deter-
mine the IP addressing space among the others.

trAffIc steerIng And schedulIng

The decisions about traffi c steering concern con-
trol plane actions enabled to form a wireless 
mesh network. Selecting one or a subset of eNBs 
to steer the data plane traffic allows users to be 
connected to the best suited network accord-
ing to their QoS requirements and the network 
resources availability. Aimed at overall network 
optimization, traffic steering techniques can be 
leveraged to balance the network load, and satisfy 
carrier and user demands by properly enabling 
data offloading, interference management, and 
energy saving policies. Furthermore, the control 
and data planes should be decoupled as the rout-
ing decision and eNB selection are performed at 
the higher layers while data transfer is operated 
at the lower layers. Therefore, a novel mechanism 
to support the BS meshing by giving access to the 
forwarding table at the lower layers is required. 
It can be implemented either locally or over the 
network. In the former case, the forwarding table 
can be built simply based on the routing table. In 
the latter case, an SDN approach can be applied 
to interface between the control and data planes.

oPtIMIZAtIon of PerforMAnce MetrIcs to 
suPPort suffIcIent Qos

A PS network requires provision of suffi cient ser-
vices when a serving eNB currently experienc-
es interruption on backhaul connectivity. Apart 
from the initiation of isolated E-UTRAN oper-
ation, such as exploitation of inter-eNB connec-
tivity links for recovery of system connectivity, a 
PS network also requires a mechanism to invoke 
the appropriate complementary resources (e.g., 
additional bandwidth, alternate communication 
links, complementary bearers) for self-healing 
operation and re-establishment of disrupted end-
to-end bearers. For more efficient operation of 
the network, it is important that the same mech-
anism makes decisions by considering not only 
the availability of the complementary resources, 
but also the indicators and the metrics that char-
acterize communication performance (latency, 
throughput, spectral effi ciency, etc.) on the links 
and priority-level assignment on the Evolved 
Packet System (EPS) bearers.

towArd MovIng PublIc sAfety networks

In current LTE architectures, eNBs are perceived 
as the active elements responsible for manage-
ment and control of the RAN. On the opposite 
side, UEs are passive clients from the eNB per-
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spective, obeying certain rules and complying 
with the eNB’s policies. Thus, the relationship 
between eNBs and UEs follows the master-slave 
communication model that is designed to meet 
the requirements of a fixed network topology. 
However, network mobility is increasingly gaining 
interest, and mobile scenarios where portable or 
moving cells are essentially required for rapid-
ly deployable networks render networking ele-
ments with enhanced capabilities more and more 
attractive. We advocate the need to address those 
future mobility objectives as a means to meet PS 
requirements in an isolated E-UTRAN operation. 
In this direction, the role of legacy eNBs and UEs 
should be reconsidered within the network.

Following this approach, we delineate two 
novel solutions that allow inter-eNB link connec-
tivity to be realized and the disrupted air inter-
face to be restored by utilizing:
•	Evolved UEs (denoted as eUEs)
•	Enhanced eNBs (denoted as e2NBs)
The first refers to a UE-centric network-assisted 
solution. UEs are assigned enhanced capabilities 
of associating with multiple eNBs using multiple 
UE stacks, and thus interconnecting adjacent 
eNBs. They act as 3GPP UE terminals, maintain-
ing their initial operation, and also as slaves from 
the eNB perspective. The second concerns a net-
work-centric solution. The eNB stack is extended 
with several UE stacks, in what we call an e2NB, 
allowing it to discover and connect to neighbor-
ing eNBs, forming a wireless mesh network. A 
potential but achievable topology is illustrated in 
Fig. 3, along with a concise depiction of the eUE 
and e2NB architectures.

Evolved UEs

Evolved UE, like legacy UE, interprets the 
scheduling information coming from the eNB on 
the downlink control and signaling channels so as 
to enable traffic routing and forwarding relying 
on the allocated physical resource blocks (RBs). 
Moreover, they report measurements of channel 
state information (CSI) and buffer status report 
(BSR) back to the eNB. Furthermore, eUEs 
have enhanced capabilities of associating with 
multiple eNBs and thus interconnecting adjacent 
eNBs [4]. As a consequence, eUEs can also be 
used to extend the cell servicing area and provide 
backhaul access to core-isolated eNBs and hence 
to isolated E-UTRAN scenarios. eUEs can act 
as intermediate nodes so as to forward the traf-
fic originating from or destined to eNBs. They 
belong to the control of the RAN of the bridged 
eNBs.

Enhanced eNB (e2NB)
The e2NB solution relies on the legacy 3GPP 
eNB and UE functions [2]. The e2NB solution 
consists of:
•	The ability to provide service to mobile UEs 

and maintain the legacy eNB operation as a 
standalone node

•	The ability to form a wireless mesh network 
when it is in close proximity to other e2NBs 
while maintaining service for the mobile 
entities

The former is achieved by extending the eNB 
functionality with that of the core network (i.e., 
mobility management entity, MME, and home 

Figure 3. eUE and e2NB architecture for public safety: meshing of isolated or moving eNBs is enabled either (i) by leveraging eUEs 
as intermediate packet forwarders (UE-centric), thus creating virtual links between eNBs; or (ii) by leveraging e2NBs’ function-
ality of encompassing multiple UEs (network-centric), thus restoring disrupted eNB-eNB communication.
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suscriber server, HSS), which allows it to manage 
UEs and provide PS services as is proposed by 
the 3GPP isolated E-UTRAN no-backhaul solu-
tion. The latter leverages the Uu and Un inter-
faces of the 3GPP UE and relay node. An e2NB 
encompasses multiple virtualized UEs (vUEs), 
integrating full LTE UE stacks, and one eNB. 
They share the radio resources and front-end. 
VUEs are used to discover other e2NBs and 
can be instantiated on demand to connect to the 
neighboring eNBs using Uu interface and UE 
connection procedures before switching to the 
Un interface. The discovery and on-the-fl y con-
nection features allow the e2NB to surpass the 
classical LTE relay [5] by enabling BS mobility 
and multiple connections to neighbors, re-estab-
lishing inter-eNB connectivity.

evAluAtIon of feAsIbIlIty And the IMPAct on lAtency

In order to evaluate the performance of the 
above isolated E-UTRAN solutions in a practical 
and real setting, an implementation prototype 
of the proposed solutions was tested using the 
OpenAirInterface platform [6]. Specifi cally, Ope-
nAirInterface is an open source software imple-
mentation of the 4G mobile cellular system that 
is fully compliant with the 3GPP LTE standards 
and can be used for real-time indoor/outdoor 
experimentation and demonstration. After thor-
ough experimentation, results demonstrated the 
feasibility of the proposed approaches, as these 
have been presented in [2, 4]. Indicatively, in Fig. 
4 we demonstrate two topologies for the isolated 
E-UTRAN problem where backhaul connectivity 
is not present. In Fig. 4a, four UEs are lever-
aged to restore the link connectivity between two 
eNBs. Performance evaluation results reveal (as 
shown in Fig. 4b) a signifi cant reduction in laten-
cy (up to 16.94 percent), which depends on the 
number of active cooperating eUEs (up to 4).

In Fig. 4c, two e2NBs enable inter-eNB con-
nectivity utilizing vUE operation. Two vUE-
e2NB links are created allowing use of a subset 

of uplink and downlink subframes (SFs) from 
one e2NB to the other (six scenarios in Fig. 
4d). An important fi nding that concerns latency 
performance is that whether using uplink (UL, 
UE to eNB) or downlink (DL, eNB to UE), the 
latency improves as the number of available SFs 
increases. More importantly, DL shows signifi-
cantly lower latency performance overall as this 
is not only related to the resource allocation pol-
icy but also to the scheduling choice of using the 
UL or DL path. Thus, fl ows with different QoS 
requirements should be mapped on the corre-
sponding link; for instance, low-latency services 
(e.g., voice calls) should go over DL paths.

dIscussIon
Some research articles provide insight into solu-
tions when no backhaul is available, providing 
inter-eNB connectivity relying on WiFi links 
and including D2D communications that are not 
yet defi ned by the ProSe specifi cations of 3GPP 
studies [7]. Other technologies are usually used 
to establish wireless backhaul supporting fixed 
LTE networks: point-to-point (PTP) RF or free 
space optics (FSO) links, and point-to-multi-
point (PTMP) RF links. In the case of portable 
BSs, satellite backhaul links are sometimes used. 
However, we can easily see that these wireless 
solutions are not adequate for the establishment 
of a network of BSs enabling voice and data 
communications in moving cell scenarios.

For instance, Table 1 shows the main differen-
tiating criteria. Despite great performance, PTP 
and PTMP solutions usually require line-of-sight 
wireless connectivity with careful network plan-
ning, which makes them not applicable to mov-
ing cell scenarios. Satellite backhauling, on the 
other hand, provides the best possible coverage, 
but may require dedicated tracking antennas and 
suffers from high cost and high latency (≥ 200 
ms) that limit voice and data services [8]. WiFi 
solutions are promising if the higher layers and 
protocols allow for effi cient and dynamic mesh-

Figure 4. Logical topology for the performance evaluation scenario in OAI: a) four eUEs are leveraged 
to interconnect two eNBs; b) performance results for latency in the eUEs scenario; c) two e2NBs 
establish link connectivity using vUEs; d) performance results for latency in e2NB-vUEs scenario.
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ing, similar to the proposed LTE-based solutions 
(eUE and e2NB). However, additional dedicated 
equipment and antennas are needed for WiFi 
backhauling, thus increasing the cost of BSs. In 
addition, commodity WiFi works on industrial, 
scientific, and medical (ISM) bands, and thus 
can experience more interference compared to 
LTE using licensed bands.2 Studies on commer-
cial networks have shown that WiFi latency is on 
average a bit higher and has more jitter than that 
of LTE, although results might differ for PS net-
works [9]. Moreover, carrier aggregation and full 
duplex communications are expected to greatly 
increase LTE global throughput in such mesh 
topologies, although similar techniques could be 
used for WiFi.

Some Reflections and Conclusion
Commoditization and virtualization of wireless 
networks are changing network design principles 
by bringing IT and cloud computing capabilities 
in close proximity of network and users. This will 
facilitate the deployment and management of PS 
networks by offering a service environment so 
that adequate (e.g., missing) network functions 
and applications can be dynamically instantiated 
for isolated network segments to maintain com-
munication, service, and application as desired 
[10]. Packet core network functions (e.g. MME, 
HSS), IP multimedia subsystem (IMS), routing, 
and topology management are network functions 
that can be enabled at the BS to restore commu-
nication links. Traffic steering, video analytics, 
content sharing, and localization are examples 
of network applications that can extend BS func-
tions in order to preserve user service and appli-
cations.

In this article, we elaborate on innovative 
solutions in the context of public safety networks 
to support efficient isolated E-UTRAN opera-
tion. We identify the shortcomings in the state-
of-the-art technology, which is currently unable 
to sufficiently deliver seamless and continuous 
backhaul connectivity in moving cell scenarios, 
thus depriving first responders and tactical forc-
es of critical communications. Specifically, we 
indicate that in the volatile and dynamic envi-
ronment for public safety communication, the 
following are needed:
•	Evolving UEs as active network elements 

to restore disrupted air interfaces between 
bridging eNBs

•	Enhancing the role of legacy eNBs to 
encompass dual protocol stack operation 
for enabling base station meshing, which is 
of utmost importance to preserve the integ-
rity of communication
Reviewing the open challenges that pose sig-

nificant requirements in the field of services pro-
vision, we outline the most important and discuss 
related open research directions. 

Acknowledgment

Research and development leading to these 
results have received funding from DCNS and 
from the European Framework Programme 
under H2020 grant agreement 671639 for the 
COHERENT project.

References

[1] Y. Sui et al., “Moving Cells: A Promising Solution to Boost Performance 
for Vehicular Users,” IEEE Commun. Mag., vol. 51, no. 6, June 2013, 
pp. 62–68.

[2] R. Favraud and N. Nikaein, “Wireless Mesh Backhauling for LTE/LTE-A 
Networks,” MILCOM 2015, Oct. 2015, pp. 695–700.

[3] R. Liebhart et al., LTE for Public Safety, Wiley, 2015.
[4] A. Apostolaras et al., “Evolved User Equipment for Collaborative Wireless 

Backhauling in Next Generation Cellular Networks,” 2015 12th Annual IEEE 
Int’l. Conf. Sensing, Commun., and Networking, June 2015, pp. 408–16.

[5] Y. Yuan, LTE-Advanced Relay Technology and Standardization, Spring-
er-Verlag, 2013.

[6] N. Nikaein et al., “Demo: Openairinterface: An Open LTE Network on 
a PC,” Proc. 20th ACM Annual Int’l. Conf. Mobile Computing and 
Networking, ser. MobiCom ‘14, 2014, pp. 305–08; http://doi.acm.
org/10.1145/2639108.2641745.

[7] K. Gomez et al., “Enabling Disaster-Resilient 4G Mobile Communication 
Networks,” IEEE Commun. Mag., vol. 52, no. 12, Dec. 2014, pp. 66–73.

[8] M. Casoni et al., “Integration of Satellite and LTE for Disaster Recovery,” 
IEEE Commun. Mag., vol. 53, no. 3, Mar. 2015, pp. 47–53.

[9] J. Huang et al., “A Close Examination of Performance and Power Char-
acteristics of 4G LTE Networks,” Proc. 10th ACM Int’l. Conf. Mobile 
Systems, Applications, and Services, ser. MobiSys ‘12, ACM, 2012, pp. 
225–38; http://doi.acm.org/10.1145/2307636.2307658.

[10] Y. C. Hu et al., “Mobile Edge Computing — A Key Technology Towards 
5G,” ETSI White Paper No. 11, tech. rep., Sept. 2015; http://www.etsi.
org/images/files/ETSIWhitePapers/etsi_wp11_mec_a_key_technolo-
gy_towards_5g.pdf.

Biographies
Romain Favraud (romain.favraud@eurecom.fr) received his M.S. degree in 
engineering from Grenoble Institute of Technology, France, in 2013 and his 
M.S. degree in electronic engineering from Polytechnic University of Turin, Italy, 
in 2013. He has been working since 2014 as a research engineer for DCNS, 
Toulon, France, and is a Ph.D. candidate at EURECOM, Sophia-Antipolis, France, 
under the supervision of Navid Nikaein. His current research interests are LTE 
mesh networks and new architectures for future mobile networks.

Apostolos Apostolaras received his Ph.D. (July 2014) from the Department 
of Electrical and Computer Engineering, University of Thessaly, Greece (under 
the supervision of Prof. Leandros Tassiulas) and is currently working as a 
research scientist. His research interests lie in but are not limited to the defi-
nition of methodologies derived from optimization theory and distilled into 
practical system implementation. He is also interested in experiment-based 
research in testbeds for the evaluation and improvement of networking 
system performance.

Navid Nikaein is an assistant professor in the Mobile Communication Depart-
ment at Eurecom. He received his Ph.D. degree (docteur és sciences) in 
communication systems from the Swiss Federal Institute of Technology, EPFL, 
in 2003. He leads a research group focusing on experimental system research 
related to wireless systems and networking. His contributions are in the areas 
of wireless access layer techniques and networking protocols, cloud-native 
and programmable radio networks, real-time prototypes, and scalable emu-
lation and simulation.

Thanasis Korakis received his B.S. and M.S. degrees from the Informatics 
and Telecommunication Department, University of Athens, in 1994 and 
1997, respectively, and his PhD degree in Computer and Communications 
Engineering from the University of Thessaly, Greece, in 2005, under the 
supervision of Prof. Leandros Tassiulas. Currently, he is an assistant professor 
in the Electrical and Computer Engineering Department, University of Thessa-
ly. His research interests are in the field of wireless networks with emphasis 
on access layer protocols, cooperative networks, directional antennas, quality 
of service provisioning, and network management.

Table 1. Main characteristics of base station backhauling solutions.

BS 
back- 

hauling
PTP/PTMP/FSO SAT WiFi eUEs e2NBs/vUE

Frequency 
band

ISM or licensed Licensed
ISM, possibly 

licensed
Licensed Licensed

Link 
latency

Very low High Low–medium Low–medium Low

BS mobility 
support

No
If tracking 
antenna 

If omni-antennas Yes Yes

Cost +++ ++++ ++ ++ +

Topology Star/mesh Star Star/mesh Mesh Mesh
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Abstract

Next-generation public safety communications 
(PSC) systems must sustain high-speed, ultra reli-
able wireless data transmissions. Moving toward 
this next generation of PSCs warrants a new per-
spective of increased heterogeneity in emerging 
wireless architectures and increased multiplexing 
of wireless spectrum. To realize this vision, mod-
els that incentivize users to opportunistically share 
their spectrum as substrates over possibly multi-
ple hops, and decentralized and open techniques 
that seamlessly exploit these substrates for public 
safety applications are much needed. The value 
of such multihop and multi-technology pervasive 
spectrum sharing (PSS) is more pronounced for 
application scenarios in which the need for spec-
trum access is vital, and infrastructure-less oper-
ation is necessary. This article introduces PSS as 
a new architecture where sharing is the norm, 
and outlines its vision, principles, and technical 
challenges.

Introduction
Public safety communications (PSC) carry crit-
ical importance to save lives and property in 
case of incidents such as fires, terrorist attacks, 
and natural disasters. The National Broadband 
Plan (NBP) [1] included the enhancement of 
the nation’s PSC capabilities as one key priority. 
Three major challenges face our nation’s public 
safety agencies in their use of radio communica-
tions [2, 3]:
1.	Lack of capacity (radio spectrum allocat-

ed for public safety use is highly congested,
especially in urban areas and during emer-
gencies)

2.	Lack of interoperability (multiple frequency
bands, incompatible radio equipment, and a
lack of standardization)

3.	Lack of functionality (e.g., support for high
definition video)

Remarkably, until recently, PSC has been han-
dled via narrowband technologies that fall short 
on addressing the stringent quality of service 
(QoS) requirements of critical public safety 
applications.

To move U.S. PSC capabilities toward 
the next generation, there is an urgent need 
for pervasive availability of the spectrum with 
more open boundaries (Fig. 1). This is particu-

larly critical for scenarios that require little or 
no infrastructure support and involve disaster 
response and recovery situations [1]. Emerging 
wireless standards such as fourth generation 
(4G) Long Term Evolution (LTE) and rela-
tively shorter-range technologies such as WiFi 
have the potential to transform the capabilities 
of next-generation PSC systems. In particular, 
LTE is emerging as a dominant technology to 
support PSC, as evidenced by its adoption in the 
United States, Australia, and other countries. 
These global decisions triggered the Third Gen-
eration Partnership Project (3GPP) standard-
ization group to specify advanced functionalities 
of 4G LTE technology and its evolution, such as 
device-to-device (D2D) communications, to sup-
port specific requirements of PSC [4].

Several advanced methods have been intro-
duced to increase the efficiency of spectrum 
sharing, such as auctions [5, 6]. Although these 
advanced approaches have been successful at 
increasing the efficiency of spectrum sharing in 
a confined local neighborhood (a.k.a. one-hop 
relationships), improving spectrum access and 
efficiency on a larger horizon, such as within PSC 
and D2D scenarios, requires a truly interdisci-
plinary effort solving the technical, economic, 
and policy problems that are involved.

As recently recognized in the Boston Mara-
thon bombings,1 in an emergency scenario with 
limited infrastructure and a large number of users 
overloading the spectrum, it is of paramount 
importance to utilize all available substrates such 
as cellular, WiFi, Bluetooth, and multihop com-
munication capabilities (e.g., via WiFi-Direct2 
and/or LTE-Direct3) for efficient usage of the 
spectrum by victims and first responders. 

One promising direction in this regard is the 
recent introduction of D2D communication over 
cellular and WiFi bands. Indeed, while resource 
sharing between wireless devices has been tra-
ditionally restricted to short-range technologies 
such as Bluetooth or Zigbee, enabling D2D over 
cellular and WiFi presents a high-reward oppor-
tunity for realizing a highly participatory and per-
vasive sharing of heterogeneous, multi-purpose 
wireless spectrum resources, to which we will 
refer hereinafter as pervasive spectrum sharing 
(PSS). Providing incentives for such pervasive 
sharing of a valuable resource involves many 
techno-economic challenges, such as:
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• Incentivization of providers and users to
cooperate and share their resources over
multiple hops

• Policy decisions and regulations to foster
more sharing at all levels from regulatory
bodies to the device users

• Seamless D2D negotiation and sharing of
wireless connectivity and the spectrum

• Formation and design of multiple, coexist-
ing, and interdependent spectrum sharing
groups over large and possibly infrastruc-
ture-less areas
The following PSC scenarios illustrate the

need for D2D-based PSS.
Scenario I: Scarce Capacity — Trying to 

Reach Infrastructure Nodes. PSC for threat 
prevention and emergency response involves 
swift usage of available resources. Hallmarks of 
such a PSC situation are high node density, par-
tial availability of heterogeneous network infra-
structure, and the urgency of surviving against 
attackers, further/cascading emergency events, and 
a heavily congested spectrum. As seen in Fig. 2a, 
each device seeks to reach a close infrastructure 
node (e.g., access point) to communicate with 
its destination, for example, to report a scene to 
an offi cial or contact a loved one. However, the 
problem of composing usable end-to-end paths 
is complex, and requires fast and seamless set-
tlement of which device is going to use which 

resource over a highly dynamic topology. It is 
further complicated as each device has differ-
ent capabilities and can only use a certain set of 
spectrum substrates. 

Scenario II: Scarce Power — Trying to Reach 
Public Safety Officials. In more devastating 
situations, communicating with a public safety 
offi cial can make the difference between life or 
death. Consider devices stranded in rubble after 
an earthquake. Hallmarks of such a situation 
include infrastructure-less operation, fast discov-
ery, and, most importantly, using device power 
wisely. The key metric for PSC in such cases is 
the outage probability or energy effi ciency. The 
number of devices will likely be sparse; thus, 
capacity will be less of a concern. But the avail-
ability of multiple substrates to contact a nearby 
public safety official is vital, as seen in Fig. 2b. 
The devices must resolve among each other how 
to schedule and use heterogeneous substrates for 
reliable and low-power communication.

Next, we outline the PSS vision and its archi-
tectural principles. Then we discuss challenges in 
realizing PSS’s principles in legacy PSC systems 
and offer various ideas to tackle them. Finally, 
we conclude the article.

Pss vIsIon And ArchItecturAl PrIncIPles
Given the recent saturation of the licensed radio 
bands, the adoption of new policies and princi-
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Figure 1. D2D pervasive spectrum sharing. Toward a smoother spectrum usage across licensed, unli-
censed, and public safety bands: a) scattered and bordered spectrum with no sharing; b) cross-provid-
er sharing of secondary spectrum when the primary user is idle and offl oading 3G and LTE data to 
WiFi, relieving the spectrum scarcity to some extent; c) cross-provider sharing of primary and second-
ary spectrum. Coping with critical needs of future services like PSC requires much more active and 
pervasive sharing at the primary level (e.g., even when the primary user is busy), and across licensed, 
unlicensed, and restricted bands such as the public safety band.
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ples is required to address the future needs of 
PSCs. We envision the following hallmarks of a 
PSS environment to serve the future PSC appli-
cations:

Providers Are Motivated to Share. Currently, 
spectrum sharing happens at secondary levels, 
that is, if the primary user is not occupying the 
channel, another user can use it. Effective utili-
zation of the spectrum is heavily dependent on 
cross-provider sharing, not just at the secondary 
level but at the primary one too.

Sharing Is the Norm. Protocol and market 
designs must be revamped into regimes where 
sharing is the norm rather than being opportu-
nistic. Wireless protocols and business models 
sharing spectral resources should retain larger 
value and generate more revenue.

Government Power Is Wisely Used to Incen-
tivize More Sharing, Particularly for the “Great-
er Good.” Performance-based governmental 
support and policies should be put in place to 
foster sharing of the spectrum so that end users 
can enjoy a better quality service. This is par-
ticularly important for PSC applications (e.g., 
911 calls and emergency response) that serve the 
good of the whole society.

These characteristics indicate a spectrum 
management vision where sharing is pervasive. 
Attaining such visionary goals requires the fol-
lowing architectural principles for future wireless 
and PSC systems.

Bottom-Up when Seeking Lower-Level Opti-
mizations. D2D is a great way to discover and 
exploit spectrum sharing across users and provid-
ers. Involving centralized solutions to optimize a 
local situation may easily become prohibitive due 
to overhead. Furthermore, PSC scenarios with 
no or little infrastructure availability force local 
designs like D2D systems.

Top-Down when Trying to Enforce a Sustain-
able “Larger Good” Policy. Stakeholders of a 
multi-owner system like the wireless service pro-
visioning ecosystem rightfully compete for more 
revenue. Although this competition ensures a 
healthy market, it can become too aggressive in 

optimizing the individual benefit at the risk of 
the larger good. Sharing of a precious resource 
like spectrum thus requires well designed top-
down approaches to policy and regulation. Gov-
ernments and regulatory agencies must maintain 
policies for incentivizing operators to share.

Game-Theoretic Designs when Crossing 
Trust and Administrative Boundaries at Scale. 
Success of a highly participatory sharing sys-
tem heavily depends on the incentive (or even 
urge) of individual device owners. Naturally, 
most device owners will want to be free riders, 
unwilling to share their devices’ resources. As 
observed in peer-to-peer systems (e.g., BitTor-
rent), game-theoretic designs are successful in 
enforcing sharing at scale. D2D protocols must 
incorporate simple and effective negotiations to 
seamlessly form coalitions on the fly so that two 
conflicting goals can be achieved:
•	Fast and efficient wireless downloads/trans-

fers for a device
•	Sharing of resources

Challenges Ahead

How to Converge on Best Policies and Regulations
In the current national PSC system, one of the 
greatest challenges relates to spectrum sharing 
policies. The U.S. government is seeking to make 
spectrum more available for mobile use and 
other services involving wireless broadband tech-
nologies [7]. Regulations should allow for growth 
of wireless and mobile broadband networks to 
modify and generate new spectrum sharing reg-
ulations while also exploring the impact on the 
effective and efficient utilization of wireless sys-
tems. Key assumptions for a model of spectrum 
sharing include:
•	Authority over and responsibility for the 

PSC system is given to local governments.
•	Responsible authorities are limited in the 

ability to connect and make use of commer-
cial networks for wireless services.

•	There are regulations, and spectrum and 
needed equipment must be dedicated 
entirely to PSC.

Figure 2. PSC scenarios where D2D PSS will be beneficial: a) scenario I: scarce capacity; b) scenario II: scarce power.

(b)
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• The principal application is narrowband 
real-time voice communications [3].
Current practices include authorization by the 

Federal Communications Commission (FCC) 
or the President in specifi c circumstances, and a 
return to a potential market-based distribution 
approach. Such a market-based approach was 
originally developed in the late 1950s with spec-
trum considered as property. This was effi ciently 
implemented by private users who were consid-
ered the best for management purposes since it 
was assumed that they internalized benefi ts and 
costs, and would sell valuable bands to assist the 
economy. Issues with this exclusive market-based 
approach soon surfaced regarding license alloca-
tion and costs. Although exclusive access elimi-
nated interference, license distribution removed 
the capability of sharing and limited access. 
However, tension surfaced between primary and 
secondary users regarding performance and pro-
tections.

According to the President’s Council of Advi-
sors on Science and Technology (PCAST), a 
more constructive management system utilizing 
allocations and incentives pertaining to spec-
trum in a market system can use a three-tier 
interference protection: incumbent, secondary, 
and general authorized access. The authors in 
[8] proposed a two-stage pricing combination. 
The first uses a sound static pricing policy that 
sets a specifi c level of commercial traffi c. This is 
followed by an optimal dynamic policy for admis-
sion control. The benefi ts of such a combination 
include effi cient spectrum sharing without requir-
ing additional availability, more stable revenue 
between commercial networks and users, and an 
ability to adapt quickly to network conditions [8]. 
The current management systems of spectrum 
sharing include the spectrum access system (SAS) 
and the emergency response interoperability cen-
ter (ERIC). A SAS allows spectrum allocation 
between commercial and federal entities, while 
an ERIC is a committee-based partnership to 
establish a common technical framework through 
issues of security, roaming, and priority access. 
The FCC is responsible for conducting an incen-
tive auction to reallocate spectrum for mobile 
broadband uses and funded FirstNet,4 which is 
the first high-speed nationwide broadband net-
work dedicated to public safety.

Regardless of policy, a pervasive notion of 
spectrum sharing is dependent on a shift in mind-
set from the traditional operators [7]. Operators 
must adapt and utilize cognitive technologies to 
navigate dynamic spectrum availability. Making 
decisions regarding spectrum sharing regulations 
affects a multitude of stakeholders due to band 
availability along with long-term and short-term 
needs as well as variations between licensed 
and unlicensed bands [7]. Acknowledging who 
is utilizing spectrum is an important aspect for 
government to be aware of when generating poli-
cies for effective spectrum sharing in response to 
unexpected public safety challenges.

More policy adaptations occurred during the 
establishment of the Department of Homeland 
Security (DHS) in 2003, and Title XVIII of the 
Homeland Security Act of 2002 leading to the 
establishment of the DHS Office of Emergen-
cy Communications. The evolution continued 

with the National Preparedness Goal promoting 
shared responsibility across all sectors as well as a 
Quadrennial Homeland Security Review identi-
fying threats with strong implications for nation-
al resilience and preparedness. The National 
Response Framework (NRF) provided a tem-
plate for agencies to determine appropriate lev-
els for federal involvement regarding domestic 
incidents. Moreover, this plan supported harmo-
nization and an inter-agency incident manage-
ment system to handle determined incidents of 
national signifi cance.

To fund this venture, responsibility was given 
to the FCC to conduct a two-sided auction for 
spectrum reallocation and to continue develop-
ment of their main emergency communications 
components:
• The 911 call processing and delivery system
• The emergency alert system
• The radio/broadcast or television system
In addition, the NBP [1] was developed to 
strategize a 10-year implementation plan for a 
PSC infrastructure. The NBP is a multi-faceted 
approach to wireless infrastructure through:
• Hardened radio access network infrastruc-

ture to enable a higher degree of coverage 
and resilience

• Priority roaming on commercial networks 
for additional capacity and increased net-
work resilience

• Mobile technology for coverage during fail-
ures or remoteness

The collection of these services influences the 
broadband ecosystem in four ways:
• Maximizes consumer welfare, investment, 

and innovation through policies designed 
for robust competition

• Encourages competitive entry and network 
upgrades through government influences 
or controls to ensure management and effi -
cient allocation

• Boosts adoption and utilization and ensures 
affordability through reform relating to cur-
rent deployment of universal service mecha-
nisms

• Maximizes benefits for various sectors 
through policy, standards, incentives, and 
law reform
Since events like 9/11, emergency and disaster 

management planning has focused on enhanc-
ing and managing collaborations between stake-
holders regarding access and operation [9]. In 
addition, the integration of policies and proce-
dures is challenging and requires a great deal 
of time. Once strategic plans are in place, pol-
icy makers must begin to predict future needs, 
such as changes due to population and terrain, as 
gaining access to spectrum and connecting infra-
structure will, at some point, compromise public 
safety objectives. Regardless of the challenges, 
the development and growth of a national pub-
lic safety system is not a hopeless cause, as seen 
through the coordination of response agencies 
during the Boston Marathon bombings [9].

how to IncentIvIze ProvIders

A major impediment for PSS is the providers’ 
tendency to protect the bands they earned with 
a lot of licensing and operating costs. Adopting 
new technologies to facilitate D2D spectrum 

4 FirstNet: First Responder Network 
Authority, http://www.fi rstnet.gov
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sharing has become a key policy consideration 
for spectrum management. Current spectrum 
usage [10] heavily follows competitive auctions, 
which can balance standardization trends, Cur-
rent policies [1] dictate that competitive auc-
tions must remain intact, while simultaneously 
incorporating new ways to share and manage 
spectrum usage (e.g., via D2D). In such policies, 
developing a governance structure for public safety 
broadband networks and making more spectrum 
available for PSC is critical [10] and necessary for 
enabling heterogeneous spectrum sharing.

To foster more sharing of the spectrum via 
large-scale D2D, regulatory power can be intro-
duced. In fact, the NBP [1] recommends the 
widespread development of the concept of “spec-
trum subsidy,” for example, licensing of the D 
block for commercial use if public safety partner-
ships are considered by the licensee. Here, we 
leverage this idea of subsidizing the spectrum to 
the providers with lower costs in return of “proof 
of sharing.” Thus, providers will be offered dis-
counted bands, potentially at different locations, 
but will be asked to cover users not subscribed to 
them to maintain their subsidy incentives from 
the government (i.e., to sustain spectrum sharing 
via D2D).

Recent studies suggest signifi cant market and 
user welfare gains under such subsidization (e.g., 
data subsidy for offering minimal data plans to 
users for free) [11]. To understand spectrum sub-
sidization, we introduce a game-theoretic market 
model with three types of players, as shown in 
Fig. 3: customers, providers, and the government. 
Customers are end-user devices spread out to 
regions who engage in localized spectrum sharing 
markets, as discussed in the next subsection. Cus-
tomers are subscribed to a “home” provider. In 
a quest for better experience, they are given the 

option to dynamically select another provider’s 
base station if the signal quality may be better.

Providers operate in all regions and receive 
monetary subsidies, which they use for improving 
their infrastructure in regions where their service 
quality is weaker. After a subsidy interval (e.g., 
a month), a provider j may have to return some 
or all of its subsidy, j, back to the government 
if its “sharing performance” was not good. As a 
proof of sharing to avoid the penalty, provider j 
keeps track of the number of foreign customers 
it served, j. The penalty, P(j, j) is a mono-
tonically increasing function of the proof of shar-
ing, j. In such markets, provider j solves the 
following optimization:

∑ ∑ξ ξ+ − −
= =
R P smax ( ( ,  ))

s f jk
k

K

j j j jk
k

K

{ }, 1 1jk j
FC

  
(1)

where the first term is the total revenue, the 
second is the leftover subsidy money after the 
penalty is deducted due to less than required 
sharing of spectrum, and the last term is the total 
amount of expenses the provider uses from its 
subsidy. The provider’s controls are the amount 
of investment it makes into a region k, {sjk}, and 
the subscription fee, fj, that it charges to its cus-
tomers.

Finally, the government’s decision variables 
are j and the penalty function P(.). An import-
ant feature of this model is that the government 
motivates the providers to give service to cus-
tomers who are far away from the base stations 
of their home providers. The government aims 
to motivate foreign providers by reducing each 
provider’s subsidy if the provider does not ser-
vice enough “foreign” customers. This penalty 
motivates the providers to serve foreign custom-
ers at the primary level, sometimes instead of 

Figure 3. Model for a performance-based spectrum subsidy market.
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their own customers. Hence, the penalty function 
P(.) makes this subsidization scheme a “perfor-
mance-based” one, so providers that attained 
more sharing of their licensed spectrum bands 
will have to return less of their subsidy to the 
government.

Our preliminary results show the impact of 
subsidy on provider revenue for a simple two-pro-
vider scenario. We considered two regions with 
two providers having 10 and 60 users, which cor-
responds to a weak and a dominant provider, 
respectively. The government’s total subsidy bud-
get is set to 1 + 2 = 500. We looked at two sce-
narios with β = 20 and β = 40, where β denotes 
the average number of calls made by a user via 
its home provider. Assuming users’ calls via pro-
viders are proportional to their monetary and 
hence infrastructural strength [12], we solved Eq. 
1 to find the optimal revenue. Figure 4 shows the 
dependence of the individual and total provid-
er revenue on the government subsidy. Results 
show that the subsidy monotonically improves 
the revenue, and the government can control (1, 
2) to facilitate spectrum sharing between provid-
ers, while guaranteeing their profit. Our recent 
work [12] further showed that subsidization will: 
•	Be more beneficial for smaller providers, 

allowing them to compete better against 
large providers

•	Motivate providers to invest in regions with 
weaker coverage

How to Incentivize Users

Beyond incentivizing providers, there is also a 
need to incentivize the users themselves to share 
spectrum resources. In particular, the widescale 
use of D2D communication is of paramount 
importance in public safety scenarios where it is 
likely that the infrastructure will be damaged. In 
such scenarios, the key challenges include:
•	Neighbor discovery
•	Enabling multiple levels of cooperation 

between devices ranging from sharing spec-
trum to performing standard cooperative 
transmission

•	Analyzing how the devices can interact with 
one another and form D2D groups
For neighbor discovery, traditional D2D typ-

ically relies on detecting uplink cellular trans-
missions. However, in PSC such detection may 
not be possible due to lack of infrastructure and 
thus the lack of any uplink transmissions. Here, 
one can develop new techniques built on some 
concepts that are routed in ad hoc networks. 
For example, rendezvous techniques that rely 
on temporary traffic ad hoc control channels can 
be used. Alternatively, devices can use histori-
cal data from D2D communication or histori-
cal encounters to attempt to discover their D2D 
neighbors.

Due to its promise in proximity services 
(ProSe) and PSC, D2D device discovery has 
also received significant interest from 3GPP. 
In 2012, a new study item was created to study 
LTE ProSe, and its initial focus was D2D user 
discovery. In particular, in a typical communi-
cation environment, users have to select discov-
ery resources and transmit discovery signals so 
that they can be identified by other nearby users. 
To this end, in [13], we compared the perfor-

mance of three different discovery techniques 
considering 3GPP-compliant simulations: ran-
dom, greedy, and centralized discovery resource 
selection. In the random approach, each user 
randomly selects a discovery resource to transmit 
its discovery signal, which may result in collisions 
if the same resources are used by multiple nearby 
users. The greedy approach, on the other hand, 
selects resources with minimal interference lev-
els. Finally, the centralized approach centrally 
assigns discovery resources to users, assuming 
that locations of all users are known at the cen-
tralized scheduler.

In Fig. 5, we show the performance of the 

Figure 4. Provider revenue vs. subsidy.
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D2D discovery algorithms in terms of average 
number of discovered user equipments (UEs) vs. 
the number of discovery opportunities, NT. We 
consider a macrocell consisting of three sectors 
with different ISDs for each simulation layout. 
A hotspot simulation layout that may happen 
occasionally in public safety scenarios is also con-
sidered. Here, based on the simulation assump-
tions agreed on in 3GPP [13], two-thirds of the 
UEs are dropped within a circle with radius of 
40 m, and the remaining UEs are uniformly dis-
tributed. The solid lines in Fig. 5 represent the 
half-duplex (HD) discovery case and dashed 
lines the full-duplex (FD) scenario. For each 
D2D discovery algorithm, it can be observed that 
the FD case always outperforms the HD case 
since devices transmitting in the same slot can 
also be discovered in FD. For small NT, the algo-
rithms show similar performance. For larger NT, 
the random discovery selection method shows 
the weakest performance due to collisions during 
random discovery resource selection of UEs. The 
coordinated discovery resource selection algo-
rithm, which is a centralized algorithm based on 
path loss estimation using known D2D distanc-
es, obtains slightly better performance than the 
greedy approach, which is a distributed approach 
based on known received powers.

Once D2D discovery is done, the next step 
is to effectively share resources and cooperate. 
Here, cooperation can be at different levels and 
network layers. For example, the devices can sim-
ply cooperate to form a local D2D LAN to share 
information (e.g., a local D2D LAN between 
first responders), or they can cooperate to form 
a spectrum market. Similarly, devices can coop-
erate to relay each other’s data over multiple 
hops to disseminate certain emergency messages. 
In some cases, only part of the infrastructure is 
damaged, so users can cooperate to use spec-
trum-sensing-like techniques to detect neighbors. 
However, since only a few neighbors will access 
the infrastructure, the devices will need to coop-
erate to improve their detection capabilities in 
the presence of limited infrastructure access. 
Clearly, device cooperation for PSC must satisfy 
key characteristics:

•	Lack of infrastructure
•	Presence of multiple coexisting and interde-

pendent cooperative groups
•	Heterogeneity in terms of resources and 

node types
•	Distributed decision making such that each 

device can, during an emergency, individu-
ally decide on which resource to share and 
with which neighbors
This, in turn, requires introducing new 

self-organizing approaches to incentivize users 
to form cooperative groups, or coalitions, to 
share resources, and cooperate at multiple lev-
els. Here, one suitable framework is that of 
coalitional game theory. Coalitional game theory 
enables multiple devices to individually weigh 
in the mutual benefits and costs of cooperation 
and then decide on whether to cooperate or not. 
Despite the surge of works on coalitional games 
for wireless networks, most existing approaches 
have one limitation: they assume that users can 
only belong to one coalition. In public safety sce-
narios, users can share resources with multiple 
coalitions simultaneously. To this end, one must 
expand existing models to account for overlap-
ping coalition formation cases in which a device 
can belong to multiple coalitions simultaneously. 
While the mathematical details of overlapping 
coalition games are outside the scope of this arti-
cle (the reader is referred to [14] for one possible 
approach), it is important to note that such game 
models can yield a suite of algorithms that can be 
used by devices to autonomously form coopera-
tive groups, which can include spectrum markets, 
multihop communication, cooperative sensing, 
or simply cooperative formation of overlapping 
D2D LANs.

Using an overlapping coalitional game, one 
can characterize how a PSC network can auton-
omously form local D2D communication pairs to 
share resources and incentivize users to forward 
each other’s packets. Several design questions 
must be addressed such as how to model mutual 
benefits and costs that pertain to QoS metrics 
such as energy, rate, and even neighbor discov-
ery performance; how to handle the interdepen-
dence between user-level resource sharing and 
providers’ participation; and how to ensure that 
cooperation is beneficial not only to individual 
users, but also to the public safety system as a 
whole. Moreover, within each formed coalition, 
devices may be engaged in other optimization or 
game-theoretic mechanisms. Therefore, one must 
build multi-level games that include an overlap-
ping coalitional game with underlaid uncooper-
ative or even auction games for resource sharing 
within each coalition. Last but not least, public 
safety scenarios may require the deployment of 
mobile base stations that are integrated in public 
safety personnel cars or even on unmanned aeri-
al vehicles. The interdependence between such 
mobile base stations and D2D formation is criti-
cal in PSC, as studied in our work in [15].

To illustrate the benefits of overlapping 
coalition formation, in [14], we adopted this 
framework to allow neighboring devices to col-
laboratively detect available spectral bands by 
sharing spectrum sensing results. These results 
are then collectively combined within a coali-
tion to get a final decision on whether a certain 

Figure 6. Benefits of overlapping coalition formation for spectrum detection.
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band is vacant or not. In this model, a device 
may share its sensing result with multiple coali-
tions simultaneously. This collaborative detection 
automatically yields better spectrum usage. Fig-
ure 6 shows that additional sharing of spectrum 
detection results via an overlapping coalitional 
game formulation can yield significant gains in 
terms of the percentage of bandwidth (i.e., spec-
trum) utilization, compared to traditional collab-
orative approaches with no overlapping coalition.

Clearly, large-scale cooperation between 
devices of a PSC system is a critical challenge 
that must be addressed in order to generate a 
new breed of systems with users who can autono-
mously form coalitions and cooperate effectively 
under infrastructure-less scenarios.

summAry
In this article, we have studied the potential of 
PSS for PSC applications. We have outlined 
three hallmarks for successful PSS: providers 
are motivated to share; sharing is the norm; and 
government power is wisely used to incentivize 
more sharing. We have shown how the realiza-
tion of PSS requires multiple architectural prin-
ciples to be adopted: bottom-up approach when 
seeking lower-level oa ptimizations, a top-down 
approach when trying to enforce sustainable 
and “larger good” policies, and game-theoretic 
designs when crossing trust and administrative 
boundaries at scale. In a nutshell, we have shown 
that moving toward a new breed of PSC systems 
requires overcoming key technical and regulatory 
challenges that include how to converge on best 
policies and regulations, how to incentivize pro-
viders, and how to incentivize users.
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Abstract

Wireless communications play a critical role 
in national security and disaster relief and are 
extensively utilized by first responder teams, such 
as police officers, firefighters, and ambulances. 
The first responders in emergency situations 
need to always be connected with one another 
and with the remote service centers for effec-
tive cooperation and coordination. However, the 
existing public safety (PS) services fail to satisfy 
the PS user requirements in many emergency 
scenarios, which usually leads to exceptionally 
high traffic loads. As a result, increasing the net-
work capacity is one of the primary concerns, 
and spectrum sharing has been deemed the key 
solution. With appropriate spectrum sharing 
partnerships among PS agencies and commercial 
networks, PS users can access licensed PS spec-
trum, shared spectrum, as well as commercial 
networks when the need arises. In this article we 
present different initiatives undertaken by Wire-
less @ Virginia Tech toward the next generation 
PS network. We also discuss our vision of a flex-
ible, rapidly deployable, and reconfigurable PS 
system to meet imminent and future demands on 
critical communications infrastructure and dis-
cuss the value of spectrum sharing for supporting 
this long-term vision.

Introduction
The next generation public safety (PS) network, 
with its mission-critical aspect and the ever 
increasing demand for rich-content-based appli-
cations, requires a paradigm shift not only in 
sharing and managing the spectrum, but also in 
designing the radio architecture. Whereas com-
mercial wireless networks are evolving at a high 
pace to sophisticated standards, such as Long 
Term Evolution-Advanced (LTE-A), the PS net-
work has not gone through such an evolution 
mainly due to lack of economic incentives. PS 
communications still primarily use land mobile 
radio (LMR) system standards, such as Project 
25 (P25) and terrestrial trunked radio (TETRA) 
[1]. These systems are mature, reliable, and cost 
effective in supporting mission-critical voice 
applications. However, they are not designed to 
support higher-bandwidth applications.

PS involves a very broad range of stakehold-
ers and contexts such as law enforcement, fire 
response, medical emergencies, natural/man-

made disasters, and a number of unexpected sit-
uations. An interesting but important aspect of 
a PS situation is that it begins in a local context, 
but more often than not ends up as a much more 
complex process [2]. This makes the problem of 
coordination more complex and affects the sys-
tem designs for interoperability across a broad 
spectrum of actors. There are approximately 
14,000 police departments, 3000 sheriff’s offices, 
more than 6000 911 centers, 65+ fusion centers, 
1.2 million employees in city, county, state, and 
Federal law enforcement, and 800,000 working 
in the private security sector in the United States 
[5]. Designing and developing an efficient and 
coordinated system for this diverse workforce is a 
challenging task, and the effectiveness of such a 
system is heavily dependent on the accuracy and 
detailed nature of the information shared within 
this complex topology.

The coordination among these different types 
of entities in a PS network requires more than 
voice communications. Public safety personnel, 
being used to leveraging commercial wireless 
technology, desire data, voice, and video com-
munication, and access to the Internet to aid in 
response to particular emergencies. Public safe-
ty networks have a mission-critical aspect that 
places special requirements on the underlying 
radio access technologies [3]. The foremost 
requirement in a PS network is based on priority 
access to network resources at times of emergen-
cy. PS communications also need the ability to 
communicate in a push-to-talk (PTT) or device-
to-device (D2D) direct communication mode. 
Group calling is another very important feature. 
All these requirements placed by the desired PS 
network and ever increasing demand for rich-
content-based applications need additional spec-
trum.

Spectrum allocated for the PS network plays 
a significant role to ensure proper functioning 
of the network. The current frequency alloca-
tions in the United States (Fig. 1) assign 763–768 
MHz and 793–798 MHz for base station and 
mobile unit use, respectively. The so-called D 
block would expand this allocation to include 
758–763 MHz and 788–793 MHz. In addition, 
the PS communication requirements are also 
served with allocations in the 769–775 MHz and 
799–805 MHz bands in 12.5 kHz narrowband 
increments. These latter allocations are primarily 
used for voice communications. The use of the 
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700 MHz spectrum for PS applications is attrac-
tive because of the beneficial propagation and 
penetration characteristics. However, there is 
practically no room available in the 700 MHz 
band to extend the spectrum further for future 
broadband PS applications.

The lack of dedicated wideband spectrum for 
PS networks significantly throttles the supply–
demand equilibrium of the PS ecosystem. There 
is a huge demand for broadband PS applications 
from every corner of the community. Spectrum 
sharing has recently emerged as a potential solu-
tion for this. The 3.5 GHz band in the United 
States is a complementary spectrum band that 
could be used to supplement efforts to meet the 
growing capacity demands of wireless communi-
cations services. The spectrum sharing approach 
brings an interesting dimension into the evolu-
tion of the PS networks. The First Responder 
Network Authority (FirstNet), which was cre-
ated under The Middle Class Tax Relief and 
Job Creation Act of 2012 [6] as an independent 
authority within the National Telecommunica-
tions and Information Administration (NTIA), 
aims to provide emergency responders with the 
fi rst nationwide, high-speed, broadband network 
dedicated to public safety. In partnership with 
interested commercial entities, FirstNet is to 
provide the PS community the first nationwide 
PS broadband network (NPSBN). These part-
ners will employ any underutilized PS spectrum 
on an as-needed basis and charge for its use, 
thereby becoming a true partner in this public/
private partnership. Thus, the spectrum sharing 
approach provides additional spectrum and at 
the same time economic incentives to implement 
the NPSBN. 

Responding to the PCAST recommendation 
of sharing up to 500 MHz of federal govern-
ment RF spectrum with non-government entities 
[7], the Federal Communications Commission 
(FCC) issued a Notice of Proposed Rule Making 
(NPRM) and Order to open up an initial 100 
MHz of spectrum (3550–3650 MHz) [4]. This 
new spectrum-sharing policy of the FCC requires 
both government and non-government radios to 
share the newly opened frequency band. There-
fore, the new policy requires a paradigm shift not 
only in sharing and managing the spectrum, but 
also in designing a suitable radio architecture. 
Any system design should take into account the 
possibility of devices operating in multiple fre-
quency bands. Gateway methods (e.g. RF, IP, 
or application layer conversions) that can bridge 
among frequencies may prove benefi cial [5]. This 

article examines enabling technologies that can 
leverage this vision of scalable next generation 
PS networks.

wIreless @ vIrGInIA tech solutIon: 
freQuency trAnslAtInG lte rePeAter

Choosing spectrum sharing as the solution to 
the spectrum scarcity problem of the PS network 
comes with various challenges. The spectrum 
bands identifi ed by the FCC as potential candi-
dates for spectrum sharing are lacking devices, 
networks, and services that are willing to oppor-
tunistically use the shared bands. The PS devices 
available are not suitable for these bands and 
hence pose a significant challenge to exploring 
the suitability of these bands for PS services. In 
other words, it is extremely expensive to demon-
strate the feasibility of spectrum sharing in the 
3.5 GHz band because equipment that directly 
supports the new 3.5 GHz band is not available. 

At Wireless@VT we developed a frequen-
cy-translating LTE repeater supporting dynamic 
spectrum access (DSA) techniques. The repeater 
translates the 700 MHz Long Term Evolution 
(LTE) band to the 3.5 GHz band and vice versa. 
Thus, commercial off-the-shelf (COTS) 700 MHz 
user equipment and femtocells in the market can 
be used for the feasibility study. This provides a 
low-cost alternative to demonstrate the feasibil-
ity of the new 3.5 GHz band for broadband PS 
applications.

exAmPle APPlIcAtIon scenArIo

Our proof-of-concept demonstration analyzes 
the feasibility of broadband PS applications in 
the 3.5 GHz band using a frequency translating 
repeater with DSA capability. The objective was 
to establish some sort of two-way communica-
tions in the 3.5 GHz band between the PSuser 
equipment (PS-UE) and the base station (eNB). 
We started with the goal of establishing voice 
communication or text message exchange. In 
later phases we extended the communications 
to support video streaming between PS-UE and 
eNB. This was motivated by the fact that other 
than coastal areas, the probability of the primary 
user being present in the 3.5 GHz band is very 
low. 

As can be seen from the presented scenario 
(Fig. 2), a search operation is ongoing in a locali-
ty. The PS personnel rushes to the location. Each 
of the PS personnel has a PS-UE that directly 
connects to the frequency translating repeater. 
The repeater communicates over the 3.5 GHz 
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Figure 1. FCC allocated bandwidth in the 700 MHz band [2].
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band to another repeater at the other end of the 
wireless link. The second repeater is collocated 
with a femtocell. The femtocell or ad hoc base 
station can be placed in a vehicle near the scene 
of an incident. Public safety personnel might 
want to transmit a live video of the scene to the 
command post. The camera is connected to the 
PS-UE and through it to the repeater. The DSA 
algorithm used for channel monitoring finds an 
empty channel in the 3.5 GHz band and tunes 
the repeater accordingly. The repeater then 
transmits the video to the femtocell-repeater. 
At the receiving end, the repeater receives the 
transmission, down converts it to the 700 MHz 
band, and forwards it to the femtocell.

The 100 MHz bandwidth of the 3.5 GHz band 
is partitioned into multiple narrowband chan-
nels. An external spectrum monitor is introduced 
in this setup that makes the DSA decisions and 
communicates them to both repeaters (Fig. 3). 
If the band is empty, the repeater translates the 
700 MHz signal to a 3.5 GHz signal. The sec-
ond repeater at the other end receives the trans-
mission and translates the signal back to the 700 
MHz band. Repeater 2 is connected to the fem-
tocell and completes the communications link 
between the UE and the eNB. In this way, we 
can establish a two-way communication in the 3.5 
GHz band. 

We can add an additional source that will 
serve as a primary user in the 3.5 GHz band. The 
intentionally deployed interferer, emulating a 
primary user, can transmit in one or multiples of 

these narrowband channels. The spectrum moni-
tor will be able to perform DSA over the entire 
range of the 3.5 GHz band and provide adecision 
based on the channel occupancy that tunes the 
repeater.

Description of the Demonstration Setup

The purpose of the demonstration was to ensure 
successful operation of the FD-LTE repeaters at 
both ends of the 3.5 GHz over-the-air link. We 
used Motorola’s LEX-700 [8] as the PS-UE and 
Rhode & Schwarz’s CMW-500 [9] as the LTE 
eNB. We also emulated pulsating interference 
and implemented a spectrum monitor to detect 
the presence and absence of the primary user. In 
phase 1 of the demonstration, the objective was 
to observe the impact of a hopping tone inter-
ferer on the FD-LTE system in the absence of 
the external spectrum monitor. The tone inter-
ference sweeps the entire bandwidth of the LTE 
signal in random hops. In phase 2, we introduced 
the external spectrum monitor and observed the 
performance improvement. For the interference 
signal hopping throughout the 3.5 GHz band, 
we divided the entire band into 10 sub-bands. 
The interference signal randomly appears in one 
of these sub-bands at random time intervals. 
Since this is an FD-LTE link, we assumed four 
UL-DL pairs: (Ch 0–6), (Ch 1–7), (Ch 2–8), and 
(Ch 3–9). We used channels 4 and 5 for UL/DL 
separation.

Figure 4 shows the system setup for the 
demonstration in an indoor environment. The 
system consists of four major blocks: 
•	The PS-UE with the UE-end repeater
•	The eNB with the eNB-end repeater
•	The primary user emulator
•	The spectrum monitor
The PS-UE and eNB have already been dis-
cussed. In the remainder of this section we 
describe the interference source, the UE-end 
and eNB-end FD-LTE repeaters, and the exter-
nal spectrum monitor.

The UE-side repeater has two separate RF 
paths. It attaches to the PS-UE through a band 
14 LTE duplexer onboard the repeater. Figure 
5 shows the power budget calculation for the 
UE-side FDD-LTE repeater. In this power bud-
get calculation, we considered the maximum UE 
transmission power as 24 dBm. Figure 5 also pro-
vides information about all components of the 
UE-side repeater. The eNB-side repeater also 
has two separate RF paths. Unlike the UE-side 
repeater, it has two ports to attach to the UL and 
DL ports of the CMW500. Using a similar cal-
culation, we could also determine the path loss 
budget of the eNB-side FD-LTE repeater. For 
this calculation, we considered the transmission 
power of the eNB to be –35 dBm. The distance 
between the UE-side repeater and the eNB-side 
repeater was 1 m.

Experimental Results and Recommendations

Figure 6 shows the impact of interference on the 
performance of the FD-LTE link. We present 
the block error rate (BLER) and the throughput 
over signal-to-interference-plus-ratio (SINR). 
As expected, the BLER of the FD-LTE link 
decreases as the power of the interference source 
decreases (increase in SINR). Also as expect-

Figure 2. Application scenario for the demonstration.
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ed, the throughput of the FD-LTE link increases 
with increasing SINR. It is interesting to observe 
that there are flat regions in both curves. The 
LTE system tries to compensate the interference 
with channel quality indicator (CQI) adjustment. 
The flat regions can be attributed to slow CQI 
adjustments.

We also analyzed the benefits of employing 
the spectrum monitor in terms of BLER and 
throughput of the FD-LTE link. As expected 
and shown by the BLER and throughput curves, 
employing DSA through the external spectrum 
monitor improves the FD-LTE link performance. 
The external spectrum monitor detects the pres-
ence or absence of the primary user. Based on 
this information, it then helps the LTE eNB and 
PS-UE to switch to an empty channel by retun-
ing the local oscillator (LO) of both repeaters. 
Another interesting improvement due to spec-
trum monitoring is the shorter recovery time 
after interference. The reason behind this is the 
reduced amount of time the LTE link is inter-
fered by the primary user.

We explored two different approaches for 
implementing the DSA algorithm: hard termi-
nation and soft termination. In the hard termi-
nation approach the LTE signal is terminated to 
sense the PU signal. Sensing without the use of 
quiet periods would be possible, for example, if 
the PU bandwidth is much wider than that of the 
LTE signal. We can then detect the PU opera-
tion even without terminating the LTE signal. 
This approach is termed soft termination. We 
run two applications with different quality of ser-
vice (QoS) requirements: YouTube and Skype. 
YouTube works fine with hard termination DSA. 
The periodic termination does not have a notice-
able impact because video streaming uses buff-
ering. However, the same is not true for Skype. 

Hard termination DSA reduces the quality of 
voice communication. When soft termination is 
used, however, even Skype can work seamless-
ly in shared spectrum (Fig. 7). This observation 
presents an interesting research problem. Based 
on the QoS requirement of the secondary user’s 
operation and the operational characteristics of 
the primary user, a matching problem can be for-
mulated with an objective to maximize the shar-
ing experience for both parties.

Next Generation Public Safety Network 
Based on our experience of successfully demon-
strating the benefits of spectrum sharing for PS 
networks, we envision the next generation PS 
networks to be flexible, easy to deploy, recon-
figurable, and cognitive. One of the important 
aspects of the desired PS network is that it has 
to be able to be deployed fast and adapt to unex-

Figure 3. Application scenario of frequency-translating repeater and femto-
cell.
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pected events. We propose a low-cost and sus-
tainable multi-functional mobile station concept 
to provide multiple wireless services in under-
served localities using the new 3.5 GHz band. 
The system will be set up in a van or truck to 
ensure the added advantage of mobility. By 
assigning appropriate priority, the system will be 
able to address the needs of disaster and non-di-
saster scenarios, including underserved rural 
areas. 

In order to provide flexibility in deployment 
and operation, the system architecture is envi-
sioned to support over-the-air (OTA) access to 
the deployed mobile nodes for reconfiguration 
and management purposes. It also needs to 
provide flexibility for data collection and other 
operating modes. Operational data for any PS 
situation can be locally stored at the nodes or 
collected at the control center. The flexibility in 
the operating mode comes with the system’s abil-
ity to support both standalone and group opera-
tion. The system architecture will be designed to 

facilitate system reconfiguration capability. The 
system will use a self-organizing network (SON) 
concept to achieve flexibility in operating modes.

The proposed system has a centralized archi-
tecture with a spectrum access system (SAS) [10] 
serving as the governing entity (Fig. 8, top). The 
deployable mobile nodes will serve as the second-
ary access point (S-AP) or secondary eNB. These 
S-AP nodes will have the additional capability of 
spectrum monitoring. The information gathered 
by these S-APs will be forwarded to the central 
SAS in the control center. This communication 
can be done using a commercial fourth gener-
ation (4G) data service or direct transmission 
to the control center. Based on the information 
received from the spectrum monitors and regula-
tory database, the SAS will manage the available 
spectrum opportunities and provide access to the 
S-APs. The resource scheduling within the sec-
ondary cell can be done locally by the S-APs or 
centrally by the control center.

Over-the-Air Data Collection Capability 
The system architecture provides flexibility 
for storing operational data. The data collec-
tion can be done in two ways: If the situation 
requires analysis of critical, real-time data, the 
secondary eNBs will use commercial data ser-
vices to report them back periodically to the 
control center server. For non-critical data, the 
system will assume a store and report approach. 
Each of the mobile nodes will be equipped 
with a memory device, a local log book that 
will serve as a temporary storage platform. 
The mobile nodes will record the experimental 
results in their memory devices. This will help 
reduce the reporting overhead. Once the situa-
tion is contained and the mobile nodes return to 
the control center, the log book entries will be 
automatically transferred into the central result 
log server of the control center (Fig. 8, bottom). 
Based on the analysis of the collected data, the 
PS personnel will be better prepared to address 
similar situations in future. 

Figure 5. Power budget analysis for the UE-side FDD-LTE repeater.
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Flexible Operating Mode 

In order to provide PS personnel freedom during 
the operation planning phase, the system will 
support both standalone and group modes of 
operation. In the standalone mode, the mobile 
nodes might be used as secondary eNBs interact-
ing with the SAS engine or as spectrum monitors 
to observe available spectrum opportunities. 

The deployable mobile nodes will also be 
able to work in a group. We plan to use SON 
concepts, such as self-configuration, coverage 
and capacity optimization, and mobility robust-
ness optimization, to process the interactions 
between the mobile nodes and the control cen-
ter and among the mobile nodes themselves. 
The SON will take advantage of the determin-
istic aspect of the deployment. The PS person-
nel will know the topography, infrastructure, 
and road/highway coordinates of the area, the 
number of mobile nodes deployed, the role of 
each node, and their operating parameters, 
such as allowed transmission power and com-
munication capabilities. Using this informa-
tion, the control center and the S-AP mobile 
node will be able to track and interact with 
other group members. Member mobile nodes 
of each group will also know their access point. 
This will allow the system to have automat-
ed and closed-loop optimization capability to 
adapt to different contexts.

Over-the-Air Reconfiguration Capability

The proposed system also aims to offer flexibility 
in terms of reconfiguration capability. As modifi-
cation in hardware is expensive to address differ-
ent PS situations, the proposed system will focus 
on providing a reconfigurable software platform. 
The desired reconfiguration capabilities include 
the following.

Operation Mode Selection: Depending on the 
requirement of the PS scenario, the operating 
mode of the mobile nodes will be set to stand-
alone or group mode.

Role of Individual Nodes: In either of the 
operating nodes, individual nodes might assume 
different roles, such as a secondary eNB, external 
spectrum monitor, or relay.

Technology Selection: The mobile nodes 
will be equipped with multiple communica-
tion technologies, such as cellular and Wi-Fi. 
Depending on the requirement of the scenario, 
the appropriate communication technology will 
be selected.

Repeater Reconfiguration: The target fre-
quency of the repeater can be reconfigured to 
accommodate the experiment design.

Power Management: The maximum allowable 
transmission power for individual nodes can be 
reconfigured before deployment.

Programmable Scheduling Model: The oper-
ational command will be able to select from a 
list of predefined scheduling algorithms. It will 
also be able to add its own scheduling module 
to validate different shared spectrum scheduling 
schemes.

Critical Data List: The control center will 
be able to modify the critical data list according 
to the need of the PS scenario in the planning 
phase of the operation.

Conclusion
Wireless communications play a critical role 
for national security and public safety, and are 
extensively utilized by first responders. Fortu-
nately, the prevalence of current cellular tech-
nologies could facilitate rescue and safety 
operations during crisis caused by natural events, 

Figure 7. Impact of hard termination and soft termination.
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such as hurricanes, earthquakes, and fi res. First 
responders always need to be connected with one 
another for cooperation as well as with remote 
service centers. However, the existing PS ser-
vices fail to satisfy the PS user requirements in 
emergency scenarios. As a result, increasing the 
network capacity is one of the primary concerns, 
and spectrum sharing was deemed a key solution. 
With appropriate spectrum sharing agreements, 
PS users can access licensed spectrum, shared, 
and, potentially, commercial networks. 

This article presents some of the initiatives 
undertaken at Wireless @ Virginia Tech to 
help designing the next generation PS networks. 
We also discuss our vision of a flexible, rapid-
ly deployable, and reconfigurable PS system to 
meet the service demands when and where need-
ed. The successful implementation of spectrum 
sharing will mark the performance of PS net-
works and provide the much-needed economic 
incentive to facilitate the evolution of current 
systems. This calls for a coordinated effort from 
government, industry, and academia to expedite 
advancements in spectrum sharing R&D that 
will enable designing and deploying scalable and 
robust next generation PS networks.
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Abstract

Broadband-technology-based critical commu-
nications networks are predicted and known to 
generate significant direct returns. Less attention 
is given to their potential to generate long term 
indirect returns in the form of various socioeco-
nomic benefits. This article focuses on identify-
ing such indirect returns, and suggests that they 
are included in financial and economic viability 
analyses for better accuracy in the cost-benefit 
analyses of broadband critical communications 
networks. Developing a net present value model 
that accounts for both direct and indirect bene-
fits, the article suggests that broadband critical 
communications networks can be highly bene-
ficial and desirable to implement, particularly 
from the public and social points of view. 

Introduction
As critical communications networks are at 
a crossroads with next generation perfor-
mance-hungry applications, the use of broadband 
communications technologies such as Long Term 
Evolution (LTE) stands out with its superior 
features. Many developed countries and large 
organizations have already declared their pref-
erence for broadband technology and interest in 
investing in strategies evolving into broadband as 
it addresses many of the shortcomings of today’s 
narrowband communications infrastructure for 
critical communications. It is widely believed 
that, once deployed, a broadband-technolo-
gy-based critical communications network will 
make a significant difference that deeply affects 
organizations as well as individuals. 

The high deployment cost of broadband crit-
ical communications networks, however, forces 
parties to evaluate its economic viability care-
fully. While economic viability covers wider 
grounds (including technical, marketing, opera-
tional, environmental, and other aspects that are 
beyond the scope of this study), financial viabil-
ity implies the commercial viability of a project 
showing its financial strengths. Economic viabili-
ty should therefore be considered as an extension 
of the financial analysis since the concern is for 
the society or economy as a whole.

In an attempt to quantify financial viability 
under different scenarios, Hallahan and Peha 
[4] consider a public-private partnership from a

for-profit point of view. Analyzed are the cost of 
building out and operating the necessary wire-
less infrastructure and the revenue that could 
be derived from serving commercial and pub-
lic safety subscribers (see also [3, 5]). The study 
computes the revenue of a public-private part-
nership scenario using the projections based on 
population covered by the network assuming the 
revenue is basically the fee collected from com-
mercial and public subscribers. Computed is a 
net present value (NPV) with a time horizon of 
10 years, parallel to the assumed initial licensing 
period. A discount rate of 8 percent is used, not-
ing its consistency with similar works. 

The returns used in the above study are direct 
returns obtained from subscribers in the form of 
subscription fees. Broadband-technology-based 
critical communications also produce significant 
indirect returns due to tremendous increase in 
capacity, response time, and multimedia capabili-
ties compared to current critical communications 
networks based on narrowband technologies such 
as Project 25 (P25), terrestrial trunked radio 
(TETRA), and digital mobile radio (DMR). We 
believe that, in addition to direct returns, identi-
fying indirect returns and including them in the 
viability analyses will produce more complete 
results, and enable researchers and decision 
makers to better understand the overall returns 
of critical communications networks. Including 
the indirect returns in economic viability studies 
will result in more accurate return computations 
and less bias toward total costs. 

The types of indirect returns discussed in this 
study are mostly socioeconomic returns creat-
ed by the advances in and superior performance 
of broadband technology used by upcoming 
mission-critical networks. They may last many 
years and create significant benefits to organiza-
tions and society. Therefore, this study focuses 
on indirect returns, and proposes possible ways 
of predicting their values and including them in 
financial and economic viability analyses. The 
study then discusses the popular methods that 
might be considered to evaluate the viability of 
broadband critical communications networks. 

Indirect Benefits
Indirect benefits are the returns other than sub-
scription fees obtained from moving into broad-
band-technology-based wide-area mission-critical 
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mobile networks. A 2013 study [2] labels them 
as socioeconomic benefits and evaluates them 
in the context of the European Union. In this 
comprehensive work, socioeconomic benefits 
are assessed in five distinct categories: safety, 
efficiency from enhanced safety, operational 
efficiency, use by traffic police, and reduction 
in mortality by ambulance services. The study 
reports that for an area covering approximately 
60 percent of the European Union, with a pop-
ulation of 300 million, the assessment process 
estimated an annual consolidated socioeconomic 
value of around €20.9 billion ($32 billion).

We classifi ed the indirect benefi ts in four sim-
ilar categories described as follows:

reductIon In lAbor used In bAck, mIddle,
And front offIce

It is widely believed that as a result of moving 
to a much more powerful technology, reductions 
will be realized in police budgets, in frontline 
police, in the number of back office officers as 
well as in police stations, front counters, and 
shared locations [2, p. 38]. Such reduction is also 
applicable to other first responders and should 
be considered as actual cash return to the orga-
nization or agency paying for the first respond-
ers. It is possible to quantify and integrate the 
amount of this indirect return by simply compar-
ing the numbers of similar size localities with and 
without broadband critical communications net-
works and using the relative populations as the 
correction parameter. This indirect return will 
not be included in fi nancial viability studies if the 
wide area networks are entirely private.

crIme reductIon through InterVentIons

The impact of crime on any society is signifi cant. 
It is well known that criminal activity facilitates 
the consumption of illegal goods and services, 
damages and destroys property, and brings costs 
to society in the form of higher insurance premi-
ums, extra spending on safety, pain and suffering, 
and loss of life [1]. Crime affects public and pri-
vate sectors alike. 

Broadband-technology-based critical commu-
nications networks will reduce crime by creating 
additional community policing, by allowing for 
more effective crime fi ghting such as the ability 
to perform visual identity checks, and closed-cir-
cuit television (CCTV) evidence capture to help 
secure convictions (See [2] for a more detailed 
analysis of benefi ts). 

Any project potentially reducing criminal 
activity, therefore, is an investment decision. 
Machin and Marie [6] report that in early 2000, 
a street crime reduction initiative in the United 
Kingdom, with incremental policing cost of €24.1 
million, was estimated to have delivered a net 
socio-economic benefi t of €107 million to €130 
million. In more detail, the average number of 
robberies recorded during the control period of 
1999/2000 and 2000/2001 translates into between 
12,751 and 10,846 fewer robberies resulting from 
the street crime reduction initiative introduction. 
To obtain the monetary benefits from robbery 
reduction, they multiply these figures with the 
average social cost of a recorded personal rob-
bery of £12,094 as estimated by the Home Offi ce. 
After deducting the £24.1 million average annual 

cost of the initiative, they fi nd a net social benefi t 
of the policy of between £107 and £130 million. 
The resulting return was approximately fi ve times 
the investment. Another study [1] reports that 
crime’s total cost accounts for 7.7 percent of the 
United Kingdom’s and 11.9 percent of the Unit-
ed States’ gross domestic product (GDP).

This indirect return obtained from crime 
reduction is realized by lowering expenditures 
for police, courts, prisons, and property damage 
and destruction. It also includes gains such as 
direct personal earnings and productivity loss 
due to crime, such as injury; and wider produc-
tivity loss in other parts of the economy. The 
benefi ts obtained from crime reduction will gen-
erate value to society in the form of lower annual 
spending to maintain higher standards and in the 
form of direct annual cash flows to any invest-
ment project. The benefits created in this cate-
gory will not modify the viability analysis if the 
networks are designed as entirely private, but 
it will still have certain effects, creating rigidi-
ties for subscription fees since residents now will 
have higher real income generated by broadband 
communications networks. Subscribers will be 
more willing to accept higher fees once they real-
ize the advantages of living in a low crime area. 
Residents’ real income increases due to crime 
reduction and makes them more willing to pay 
for the service causing the reduction.

mortAlIty reductIon through 
reduced resPonse tIme

Broadband-technology-based critical com-
munications networks are recognized as a fun-
damental component of emergency services 
[8]. Firefighting, ambulances, and police are 
considered as services that rely on mission-crit-
ical mobile applications (see [9]). The United 
States has more than 2 million fi rst responders, 
including about 630,000 police patrol officers, 
and 300,000 firefighters and other public safety 
workers, as well as 100,000 federal employees in 
protective service occupations [13]. Obviously, 
any effi ciency created in this fi eld will have a very 
signifi cant cost reducing effect.

According to a 2006 study, [11], concerning 
the U.K., €3.98 billion annual socioeconom-
ic benefits could result from the utilization of 
mobile broadband to assist ambulance crews. 
This will result from better informing the crews 
and saving an additional 1858 out-of-hospital 
cardiac arrest victims faster, especially within 
the 8 min target that is critical for Type A life 
threatening responses. The benefits created in 
this category will not modify the viability analysis 
if the networks are designed as entirely private, 
although one can claim that awareness of mor-
tality reduction created by wide-area networks 
will change subscribers’ price elasticity and make 
them more accepting of higher subscription fees.

IncreAse In reAl estAte VAlues And resultIng 
ProPerty tAXes

According to estimates for the United States, 10 
and 25 percent reduction in violent crime could 
increase housing prices in 8 major cities by 0.83 
and 2.1 percent, respectively, in the following 
year. This would equate to $16 and $41 billion, 
respectively [12]. 
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Quantifying this benefit is not difficult and can 
be estimated by using crime reduction related 
real estate value appreciation statistics of similar 
areas, or using the above statistics adjusted for 
population. This is a direct benefit to home own-
ers and to local governments. It raises property 
values causing increase in the wealth of owners. 
Rise in wealth, on the other hand, causes value 
increase in the locality that may cause increase in 
creditworthiness, higher propensity to consume, 
and higher sales tax collection for the local area. 

As a function of increase in real estate val-
ues, local governments will benefit from pro-
portional increases in real estate taxes resulting 
from increased real estate values. These are very 
safe cash flows that need to be discounted with 
the risk-free rate. It is important to include this 
indirect return, especially for organizational (or 
government) partnerships. Any municipality will 
have to take this indirect benefit into consider-
ation in viability studies. Quantification of this 
tax increase can easily be achieved by the munic-
ipalities since they have the actual tax data of the 
locality. This return would not affect viability if 
the networks are entirely private as tax collection 
would not change the cash flows of the private 
investor.

The Method
Economic projects are generally evaluated using 
four alternative popular methods: the net present 
value (NPV), internal rate of return (IRR), pay-
back period (PP), and modified internal rate of 
return (MIRR). There are many studies compar-
ing and contrasting those methods in a variety of 
project evaluation scenarios (e.g., [7, 10]). While 
we do not intend to provide a comprehensive 
review of those methods here, we would like to 
provide a brief description of each method, its 
basic formulation, and its most widely criticized 
aspects. 

Table 1 shows the basic formulation of each 
method, showing how they work and what they 
emphasize. Following the order in Table 1, the 
NPV method compares a project’s initial invest-
ment outlay with the present value of expect-
ed future cash flows generated by the project. It 
requires projecting future cash flows as well as 
a discount rate to compute the present value of 
those cash flows. If NPV is positive, the project is 
considered to be viable. 

The IRR method computes a discount rate 
that makes the present value of the above-men-
tioned cash flows equal to zero. In other words, 
the IRR calculates the discount rate that makes 
the NPV equal to zero. It is, in a sense, a break-
even rate, implying that if the percentage return 
(IRR) falls short of this deployment cost of cap-
ital (in percentage), the project is not viable and 
should not be accepted. A popular method in the 
industry, the IRR unrealistically assumes earned 
cash flows are reinvested at the project-specific 
rate and produces unreliable results, especially 
when the IRR is significantly different than the 
cost of capital. Wide area networks may have 
relatively low cost of capital if deployed by gov-
ernments or with a governmental partnership, 
causing greater bias due to a wrongly assumed 
reinvestment rate. In addition to the unrealistic 
reinvestment rate of the IRR method, it will, as a 
higher order polynomial, produce confusing mul-
tiple solutions, creating another issue that needs 
to be addressed carefully. 

Our third method, the PP, is a rather simple 
method of computing the number of years and 
months required to recover the initial investment 
outlay. It does not tell us to accept or reject the 
project using a natural benchmark like the ones 
used in NPV or IRR, but a preferred benchmark 
may be used for this sort of decision making. It 
may use the regular cash flows or discounted 
cash flows. The payback period is not a relevant 
method in assessing financial or economic viabil-
ity in this case, since we are not concerned about 
how long it takes to recover the initial invest-
ment. Moreover, since the PP entirely ignores 
the cash flows generated after the payback point, 
it is not quite relevant for projects with many 
years of future cash flows. Finally, as a hybrid 
method, the MIRR uses the best parts of NPV 
and IRR, and computes a value that can be used 
in viability analysis. MIRR computes a rate of 
return that equates the initial investment outlay 
to a terminal value that is computed using the 
cost of capital as the reinvestment rate of the 
cash flows.

Table 1 summarizes the formulations, and 
Table 2 summarizes some strengths and weak-
nesses of the four methods. Throughout the 
table, CF is the cash flow, t is the time subscript, 
N is the total number of years, and R is the dis-
count rate. A is the number of years until the 
positive cumulative cash flow is obtained, B is the 
amount left to recover the initial investment out-
lay at point A, and C is the amount of cash flows 
generated in year A + 1.

One of the most common and most widely 
accepted methods for project evaluation is the 
NPV method. As noted in the table, the NPV is 
the method of choice for many economic viability 
analyses due to its reliability in treating the rein-
vestment rates properly using the market rate of 
borrowing as the discount rate and eliminating 
multiple solutions that may confuse evaluators. If 
we combine the pros and cons of the most pop-
ular viability methods, NPV is the undisputed 
choice (see, e.g., [10]). NPV requires knowing 
the initial cost of a project, which may spread 
over a number of years, and the future cash flows 
generated by the project, which may be perpetu-
al, limited to a number of years due to a licens-

Table 1. Formulations of popular investment viability methods.

The method Formulation

Net present value (NPV) ∑ ( )
=

+
=NPV CF

R1
t
N t

t0

Internal rate of return (IRR) ∑=
+

==NPV CF
IRR(1 )

0t
N t

t0

Payback period (discounted) (PP) Payback = A + (B/C)

Modified internal rate of return (MIRR) MIRR = 1
CF0

⎛
⎝⎜

⎞
⎠⎟ t=1

N∑ CFt (1+ R)
N−t⎡

⎣
⎢

⎤

⎦
⎥
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ing arrangement, or limited to the natural life of 
the project. 

Computing the present cost of an assumed 
project involves more certainty since the compu-
tations are performed at the present time using 
the present cost figures, as opposed to trying to 
obtain reliable predicted values of the future 
benefits. The initial investment outlay of any 
project is the present time or close to present 
time phenomenon with no need for a risk-adjust-
ed discount rate to bring the future numbers into 
the present time (it may require a discount rate 
when initial investment extends beyond the pres-
ent year, but will not be difficult to obtain due 
to the close proximity of those years to present 
time). Project evaluations lose predictive power 
as the expected cash flows occur farther from the 
present time. The potential problems of comput-
ing the reliable present value of future cash flows 
may be summarized in two major categories; they 
are the difficulty of:
•	Projecting the future cash flows with accu-

racy since accuracy almost always declines 
with time

•	Obtaining the proper risk-adjusted rate 
needed to discount those cash flows to the 
present time

Projecting Future Cash Flows

Projecting future cash flows with accuracy is a 
complicated task. The process is far from being 
easily predictable due to the difficulty of itemiz-
ing the indirect benefits and the complexities sur-
rounding the proper risk-adjusted discount rates 
on long or even infinite horizons. Moreover, the 
benefits obtained from critical communications 
networks are cumulative in nature; especially the 
indirect ones are expected to evolve in a num-
ber of stages. In an attempt to integrate this into 
the viability studies, this article suggests using a 
discounted cash-flow model evaluating the cash 
flows generated by critical communications net-
works in three broadly defined stages generally 
used in structuring the interest rates. In a typical 
setting, debt instruments are classified as short-, 
medium-, and long-term securities. Short-term 
has up to a one-year life; intermediate-term 
traces from 1 to 5–7 years, and involves less cer-
tainty; and long-term covers the years after the 
intermediate stage. The latter is the one with 
least certainty.

The three-stage scenario is based on the 
assumption that once a new system is integrated 
in place of the previous one, it will produce cash 
flows with changing certainty levels similar to the 
debt securities of different lives. Furthermore, 
using the treasury yield curve driven forward 
rates in discounting produces more realistic dis-
count rates, especially for the periods covered in 
the intermediate and long-term stages. 

Stage I may be called the short-term benefits 
stage, which starts once the broadband critical 
communications networks are properly deployed 
and become functional. Following financial 
terminology, we can define this stage using an 
assumed life limited to one full year from the 
start date. This is the stage that utilizes the 
immediate safety related benefits of broadband 
critical communications networks; it is also the 
stage where residents will benefit from superior 

quality ambulatory and police related interven-
tions and innovations. In this stage, no re-engi-
neering of infrastructure is assumed. The cash 
flows are based on the collected subscription fees 
and are very safe. The proposed base discount 
rate here is the one-year zero rate with further 
adjustments for other risks, if any.

Stage II (the intermediate term) will be 
assumed when stage I is completed and may be 
set for cash flows generated during the four to 
five years following from the endpoint of stage I. 
This is the stage that implements efficiency relat-
ed innovations generating increases in cash flows 
obtained in stage I. Interventional efficiency and 
operational productivity will result in re-engi-
neering (based on the new broadband technol-
ogy) health organizations and the police force, 
among other things. Subsequent results involve 
crime reduction and efficient traffic flows with 
fewer accidents and reduced mortality across the 
board. Stage II can be viewed as the one where 
society starts to enjoy the cumulative benefits of 
broadband-based critical communications net-
works. Future cash flow estimations generated by 
this stage may be obtained comparing the cash 
flows of stage I for a reference period with the 
cash flows of stage II, as this percentage may be 
used to simulate future years’ values. In other 
words, an annual growth obtained comparing last 
year’s benefits with this year’s will help us predict 
future years’ expected cash flows. Discounting 
of those cash flows will be performed using the 
corresponding discount rates obtained from the 
treasury yield curve’s related range similar to 
common applications in medium-term debt secu-
rities; it may be adjusted further, if necessary. 
These cash flows are also very safe cash flows 
since they are based on safe subscription fees 
and indirect returns obtained from crime and 
mortality reduction rates. However, the section 
based on crime and mortality reduction may be 
considered less certain, requiring a higher dis-
count rate that can be explained by the rate dif-
ference of the longer-term debt instrument from 
the one-year zero rate. 

Stage III involves the cash flows generated 
after the completion of stage II. This is the stage 
that reflects the benefits of broadband-based crit-
ical communications networks at the macro level. 
Such benefits are increases in real estate values 
that in turn may generate significant income for 
owners and consequently increase in revenue col-

Table 2. Pros and cons of the methods.

The method Pros and cons

Internal rate of return (IRR)
IRR assumes project specific IRR as the reinvestment rate creating 
overestimation. IRR may produce multiple solutions, confusing the user.

Net present value (NPV)
NPV’s reinvestment rate is correct, and there is no multiple solution 
possibility. Well understood by industry and is the choice of academics.

Payback period (PP)
Ignores time value of money and cash flows generated beyond the 
recovery period, causing gross underestimation of the future cash 
flows. It has arbitrarily set thresholds.

Modified internal rate of 
return (MIRR)

Generally reliable and may be used in any viability analysis without 
issues. It is much more complex than the other procedures. Not well 
understood by the industry and creates interpretation issues.
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lected from property tax. Cash fl ows generated in 
this stage, similar to the previous ones, are very 
stable and safe. While we do not anticipate addi-
tional risks in stage III that are not included in 
stage II, for the sake of longer-term unforesee-
able elements of risk, we suggest using a discount 
rate corresponding to the forward rate assumed 
for longer-term debt securities. 

A tyPIcAl nPV model 
A typical NPV model, as explained above, com-
pares the discounted present values of future 
cash fl ows of the process with its initial deploy-
ment cost. However, a typical NPV model uses 
only one discount rate applied to all future cash 
fl ows and will not have sections with distinct dis-
count rates as suggested in the modifi ed version 
below. 

Our suggested critical communications net-
work viability equation is as follows: 
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where N1 < N2 < N and the first component is 
the cost component that enters the equation as 
a negative fi gure. More specifi cally, – CF0 is the 
total deployment cost of the project, comput-
ed by the cost evaluators and simplifi ed here as 
a present year figure; however, it may easily be 
aggregated using multiple years e. 

CF1t, CF2t, and CF3t are the cash fl ows gener-
ated during stages I, II, and III, and R1, R2, and 
R3 are the discount rates used for stages I, II, 
and III, respectively. Note that for simplicity, we 
do not include an additional subscript to R val-
ues; however, unless the yield curve is fl at, each 
year may require a different discount rate, in line 
with the forward rates of the years in question. 

the dIscount rAtes And how to InterPret nPV
As briefly explained above, the discount rates 
used in the NPV equation are connected to the 
riskiness of the corresponding cash fl ows of the 
process as well as the capital cost of the firm 
undertaking the project. 

It is crucially important to understand the 
function of the discount rate in NPV computa-
tions. Since the discount rate used in the NPV 
method is a firm specific figure, and its value is 
affected by both the riskiness of the cash flows 
and the capital cost of the firm, a project with 
negative NPV only means that the project is not 
viable for the firm in question. In other words, 
a project with given cash flows may produce a 
positive NPV for one firm but a negative NPV 
for another if the capital structures of the fi rms 
are different. This would create different cost 
of capital values to be used as the discount rate. 
Positive or negative NPV would not imply uni-
versal viability to a project, but would show if the 
project is profi table for a particular fi rm with its 
given capital cost. Therefore, firms with higher 
efficiencies will have lower discount rates, and 
the projects undertaken by those fi rms will pro-
duce higher NPV values. Certain partnerships 

may create effi ciencies driving the discount rates 
lower and making the projects more attractive 
for all partners, while this may not be viable for 
each of the partners if they work alone.

Due attention should also be paid to the cash 
flows generated by a project. In general, if the 
cash flows are traditional steady cash flows for 
all participants, we can fairly evaluate the alter-
native viabilities for different firms. However, 
just like the wide area networks evaluated here, 
in the case of government involvement, if certain 
cash flows can only be collected by the govern-
ment, our approach to an NPV-based viability 
study will be different. Most indirect returns, 
such as increases in real estate taxes or reduced 
expenses due to crime reduction, can only be col-
lected by the government. This creates advantag-
es for the government and therefore incentive to 
get involved in the project, at least as a partner. 
Still, this will require a careful analysis of how 
the direct and indirect returns should be distrib-
uted among partners.

The cash flows used here are direct sub-
scription fees and other indirect fees mentioned 
throughout the article. It is assumed here that 
if the critical communications networks are 
deployed by the government, those cash flows 
are not riskier than similar maturity government 
debt instruments with no default risk. Therefore, 
under the assumption of government owned crit-
ical communications networks, we are using the 
discount rates obtained from the treasury yield 
curve. 

If the critical communications network is 
assumed to be entirely private, company-specifi c 
discount rates may be appropriate since a pri-
vately owned company’s capital cost should be 
taken into account in assuming the proper dis-
count rate. As an alternative, the treasury zero 
rates may be adjusted for the added risk com-
ing from private parties using their bond ratings, 
which is an indication of the credit risk they bear. 
However, it is also well known that using compa-
ny-specifi c rates may create biases against certain 
types of projects. For example, if a company uses 
the weighted average capital cost for discount-
ing, this will create unfair rejection of lower-risk 
projects and acceptance of higher-risk projects, 
eventually increasing the overall risk level of a 
firm. Similarly, if a project is undertaken by a 
partnership composed of many fi rms with differ-
ent cost structures, it will be diffi cult to assume 
a discount rate that will be used to discount the 
generated cash fl ows and one which refl ects the 
characteristics of all partners. 

Finally, some firms may use project-specific 
discount rates, but this is also known to be uneasy 
to obtain as it requires knowing the project’s risk 
or identifying the competing fi rms operating only 
in the industry in question, and to use this infor-
mation for the risk assessment. In an attempt to 
overcome these difficulties, we suggest the use 
of the treasury zero rates to predict the forward 
rates. Under the assumption of entirely private 
networks, those values may be adjusted using a 
fi rm’s bond rating and existing cost of equity and 
debt relationship. With regard to public projects, 
they are not necessarily designed in light of prof-
itability as socially desirable projects need not 
always be financially profitable. This, however, 

Since the discount rate 

used in the NPV meth-

od is a fi rm specifi c 

fi gure, and its value is 

affected by both the 

riskiness of the cash 

fl ows and the cost of 

capital of the fi rm, a 

project with negative 

NPV only means that 

the project is not viable 

for the fi rm in question.
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would not change the fact that public projects 
should still be evaluated as if they are private 
projects, and the feasibility results must reflect 
the standard parameters used in regular feasibili-
ty analyses. While the accept/reject decisions may 
not entirely depend on the results of financial 
viability, the results should reflect the true cost 
of the project. 

Conclusion
A project is considered economically viable when 
the present value of the project’s generated 
future cash flows exceeds the present cost of the 
project. Within this context, there are some stud-
ies performing NPV analysis to assess the viabil-
ity of new broadband-technology-based critical 
communications networks. 

This article contributes to the viability stud-
ies by highlighting two issues. First, it identifies 
the generally ignored indirect returns that will 
create significant cash flows, making the project 
much more desirable. Second, it suggests that 
those returns may only be collected by the soci-
ety or community as a whole, thus making public 
agencies very good candidates to participate in 
the deployment of broadband-technology-based 
critical communications networks. 

Overall, the indirect returns create cash flows to 
publicly owned projects, or public and private part-
nerships, and much lower cash flows for an entirely 
private network. This alone is an important conclu-
sion suggesting public agency involvement in the 
form of subsidies (a fair price for the benefits). The 
economic implications of such involvement should 
be evaluated in detail in future studies since a sig-
nificant part of the indirect benefits are enjoyed by 
the public regardless of the government’s involve-
ment. In case of entirely privately deployed net-
works, the public will be free riders since they 
still collect the indirect returns. The private sector 
should take this into account in viability studies and 
negotiate for fairness.

The article also highlights the fact that the 
NPV is not a method showing universal viability 
of a project, but one that shows if the project is 
viable for the firm in question with its specific cost 
of capital. This also suggests forming an efficient 
partnership to enjoy the lowest possible discount 
rate that will encourage the deployment of broad-
band-based critical communications networks.

Our work underlines certain issues in discount 
rate determinations and highlights the common 
issues around the discount rate selections as 
applied to the NPV analysis. It is suggested that 

if the project is publicly owned, the treasury zero 
rates should be used to determine the forward 
discount rates; and in the case of less, partial, or 
no government involvement, those rates should 
be adjusted using the involved private parties’ 
bond ratings and other leverage parameters.
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Series Editorial

In this issue we focus on air interfaces for next generation 
digital wireless communications technologies. A new genera-
tion of wireless technology has been deployed approximately 

every 10 years for three straight decades. Each generation has 
produced significant gains in performance, but also an order of 
magnitude increase in complexity. With 5G almost upon us, we 
will need yet another advance in our air interfaces.

A brief recap of the history of digital air interfaces will 
underline this point. Second generation (2G) digital wire-
less technologies of the 1990s were simple time-division or 
code-division multiple access (TDMA or CDMA); easily 
understood and managed. 3G technologies increased data 
rate by 10  using wider channels and higher-order modu-
lation formats. 4G (LTE) increased data rates by another 
order of magnitude via still more complex approaches such as 
orthogonal frequency-division multiple access (OFDMA) and 
multiple-input multiple-output (MIMO). The goals for 5G are 
not yet agreed upon, but it is commonly expected that anoth-
er 10 capacity improvement will be achieved. This may be 
driven by extremely wide millimeter-wave channels, massive 
MIMO, and modulation formats bonding together very large 
RF channels.

It is worth remembering that the original 3GPP GSM 
standard offered under 300 kb/s for the whole of an occu-
pied channel! The fact that we are today able to routinely 
stream high-definition movies in real time to our wireless 
devices, courtesy of 300 Mb/s LTE-Advanced radios, is a 
testament to the endless ingenuity of air interface research-
ers and engineers. To make 5G architectures possible, wire-
less engineers will need to push the limits in multiple areas. 
For a start, they have to squeeze more capacity out of the 
available spectrum, which may entail using RF spectrum in 
innovative ways (e.g., carrier aggregation). The utilization 
of the propagation environment must be improved, possibly 
through massive MIMO. The efficiency of the radio system 
must be improved by matching user and application needs 
to air interface characteristics. And we need to do all this 
without increasing size and power consumption; we have 
grown used to our thin and light smartphones that run for 
days without recharging.

This issue of our Series has three articles dealing with 
timely and relevant air interface topics for 5G. The first, 
“Load Modulated Arrays: A Low-Complexity Antenna Tech-
nology for Massive, Distributed, and Small Cell Wireless 
Networks,” introduces recent work in massive MIMO, which 

needs to support dozens of RF chains without driving cost 
and complexity to unsustainable levels. The article com-
pares various approaches to the problem, such as straightfor-
ward multi-RF arrays, parasitic arrays, and load-modulated 
arrays, and then discusses some key implementation aspects 
of load-modulated arrays as a possible solution. Challenges 
and issues are discussed to introduce the various engineering 
trade-offs that must be performed when realizing a massive 
MIMO front-end.

The second article, “A Flexible 5G Frame Structure Design 
for Frequency-Division Duplex Cases,” looks at a new frame 
structure for the air interface of 5G networks. Modern wireless 
RANs must accommodate a diverse set of human and machine 
user types with an extremely diverse set of service require-
ments. If these characteristics are not taken into account, most 
of the air interface technology gains can be lost due to inef-
ficiency of utilization. A key to maintaining utilization is an 
efficient and flexible PHY/MAC frame structure, which can 
simplify a lot of the service requirements. The article therefore 
introduces the usage cases and requirements of proposed 5G 
advances as they pertain to MAC-level framing.

Our third article deals with reducing spurious emissions 
in modern digital transmitters. This is a particular issue with 
advanced radio front-ends: it is difficult to meet stringent 
requirements on emissions and occupied bandwidth, which 
conflict with the need for higher-order modulation formats 
and more efficient power amplifiers. Carrier aggregation mere-
ly aggravates the problem, and new approaches are urgently 
required for 5G. The article “Digital Predistortion for Miti-
gating Spurious Emissions in Spectrally Agile Radios” surveys 
techniques for cleaning RF PA emissions without losing effi-
ciency. Sub-band digital predistortion has been proposed as a 
promising technique, and the authors investigate the complexi-
ty and efficiency of sub-band digital predistortion in the context 
of carrier aggregation and LTE-Advanced.

We will continue to place similar thematic topics before you 
in future issues, and encourage our readership to submit timely 
surveys, tutorials, and presentations of ongoing work discussing 
emerging trends in wireless communications. Of immediate 
interest are articles in 5G communications and networking, for 
which we have recently issued a Call for Papers. We particular-
ly thank our reviewers; all are volunteers who have taken time 
out from their busy professional lives to help filter and improve 
the papers submitted to us. Without their unstinting efforts, we 
would be unable to maintain the quality of the Series.

Radio Communications: Components, Systems, and Networks

Amitabh Mishra Tom Alexander
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Abstract

This article describes promising recent prog-
ress in the area of massive antenna array archi-
tectures with low front-end hardware complexity. 
The presented technology enables the design and 
implementation of antenna arrays with large 
numbers of elements, while obtaining significant 
front-end hardware savings as compared to the 
conventional solutions. This newly appearing 
design approach could be used in order to design 
either massive arrays with complexity that would 
be prohibitive with the current technology, or 
smaller arrays that offer high spatial degrees of 
freedom and are suitable for future small yet 
powerful cell nodes. RF hardware architectures 
with a single RF chain are reviewed, compared, 
and found superior to conventional MIMO 
implementations in terms of cost, dissipated 
heat, and physical size. The proposed improve-
ments on the RF side allow the merging of the 
two dominant cellular technologies of virtual 
(distributed) and massive (centralized) MIMO 
into a hybrid approach of antenna arrays that is 
suitable for both large base stations and small 
(possibly cooperative) units such as remote radio 
heads.

Introduction
To satisfy the continuously increasing demand 
for higher data rates and mobility, and to meet 
the upcoming users’ expectations, industrial part-
ners and operators should be prepared for major 
changes ahead. The existing cellular network 
architectures seem to gradually be reaching their 
performance limits, indicating that the advent of 
new technologies and the advantageous exploita-
tion of additional resources (e.g., more spectrum 
or antennas) are necessary.

Recent technological advances propose the 
concept of distributed base stations that are expect-
ed to eventually replace the existing bulkier base 
station (BS) units and play a crucial role in the 
near future. A key enabler in this new approach is 
the so-called remote radio head (RRH) [1], which 
is a compact and lightweight radio module that 
implements advanced wireless standards such as 
Long Term Evolution (LTE) and LTE-Advanced 
(LTE-A). Besides the radio interface, RRHs also 
carry an appropriate optical interface to allow 

connections to the fixed backbone network via 
optical fiber fronthauling. Under this new network 
perspective, intelligence is pushed away from the 
bulky BSs and aggregated toward the network 
backhaul where central processing units han-
dle fast coordination/cooperation across a large 
number of cells. Moreover, today’s large BSs are 
replaced by smaller and lightweight radio nodes 
that are distributed in space and allow for widely 
geographically distributed access via radio-over-
fiber connections to the central node or BS.

In contrast to this vision, an alternative 
approach called massive multiple-input multi-
ple-output (massive MIMO) is based on a spars-
er but centralized network infrastructure where 
a large amount of radio elements and process-
ing are conferred to fewer but larger BSs. The 
more powerful BSs are able to eliminate inter-
cell interference by focusing the signal power 
closely around the intended receiver in both the 
angular and radial domains, thus eliminating the 
need for additional cell-to-cell coordination and 
interference balancing/mitigation techniques that 
would significantly increase the network’s bur-
den. Massive MIMO can substantially increase 
the capacity as a result of the very high multi-
plexing gain that is potentially available (more 
details can be found in [2]). Furthermore, a sig-
nificant improvement of the radiation efficiency 
can be achieved, mainly resulting from the high 
beamforming gain and the ability of targeting the 
transmitted power to a small region in space (i.e., 
the intended receiver).

On the other hand, the wide adoption of 
this approach is hampered by several limiting 
factors. Due to the large number of antenna 
elements, channel estimation becomes a non-
trivial task. It seems to be feasible only if the 
system is operated in time-division duplex 
(TDD) mode relying on the sensitive property 
of channel reciprocity [2]. Pilot contamination, 
that is, the lack of enough signal dimensions 
to fit orthogonal pilot sequences for channel 
estimation [2], still requires further research. 
Recent promising progress can be found, for 
example, in [3–5]. From the hardware point 
of view, the current state of the art of mas-
sive MIMO faces two issues: cost and size 
restrictions. The RF-related costs grow lin-
early with the number of antennas. Each RF 
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chain in the current state of the art of massive 
MIMO transmitters includes a linear power 
amplifier, a mixer, and a digital-to-analog 
converter (DAC). Furthermore, to avoid the 
destructive effect of mutual coupling, anten-
nas are spaced at least half a wavelength apart 
from each other, which leads to a size problem. 
Single-RF MIMO transmitters have been pro-
posed recently to alleviate the aforementioned 
issues. It is shown in this article that single-RF 
MIMO systems enable large antenna arrays 
with significantly reduced RF cost. Moreover, 
single-RF MIMO systems allow for compact 
arrays without requiring any complicated RF 
circuitry. Note that single-RF MIMO systems 
can be utilized in centralized massive MIMO 
systems as well as distributed MIMO.

In this article, we envision the balanced 
hybrid combination illustrated in Fig. 1, that is, 
a highly distributed BS architecture in which 
the intelligence and all necessary processing are 
centralized in a main node that is connected to 
multiple powerful RRHs, each carrying a mas-
sive array. Bearing in mind the strict require-
ments of RRHs, the circuit front-end hardware 
complexity of the massive array structures emerges 
as the key enabler technology that will bring this 
hybrid approach into reality. As shown in Fig. 1, 
each RRH could serve its dedicated area (e.g., a 
femtocell) and could be equipped with a massive 
array with low hardware front-end complexity, 
which could be driven by the central unit through 
optical links.

The RRHs can be deployed, for example, 
on a rooftop or tower, or could be mounted on 
a wall. Assuming this unified architecture, our 
main focus in the following is reviewing the novel 
front-end circuit architectures that allow signifi-
cant hardware savings and are required in order 
to make massive antenna arrays applicable to 
such architectures. In particular, the next sec-
tion presents a general antenna architecture in 
a unified way, as well as two special cases that 
lead to low hardware complexity front-ends. As 
a clear step forward, we then focus on a novel 
front-end architecture that requires only a sin-
gle carrier feeding and is best suited for massive 
array implementations.

A Unified Treatment of 
Antenna Arrays and Front-End 

Hardware Complexity Architectures

Multi-RF Arrays

This section provides a unified and qualitative 
description of the front-end feeding architec-
tures for antenna arrays, with a special focus 
on those that offer significant hardware savings. 
The main concept is illustrated in Fig. 2, where 
the arrays are considered in the transmitting 
mode. The conventional MIMO implementa-
tion (for simplicity hereinafter called “multi-RF 
array”) is shown in Figs. 2a and 2b, where each 
antenna is connected to its dedicated RF chain. 
If the antennas are closely spaced (as would 
typically happen in compact MIMO arrays), 
mutual coupling should be taken into account. 
In the presence of mutual coupling, a multi-port 
matching network could be used in order to 

decouple the antennas. However, implement-
ing such a multiport matching network for a 
large array is very complicated. Therefore, in 
order to avoid the harmful effects of mutual 
coupling, the antennas are usually spaced about 
half a wavelength apart. This reduces the mutu-
al coupling effect significantly. In this case, 
the impedance matrix of the antenna array is 
approximately diagonal, as shown in Fig. 2b. 
Note that in massive antenna arrays, antenna 
decoupling is very complicated; therefore, so far 
almost all of the proposals for massive MIMO 
assume that antennas are spaced well apart in 
order to minimize mutual coupling. The main 
drawback of the approaches in Figs. 2a and 2b 
is the cost of the RF chains. For N antennas, 
N power amplifiers, N mixers, and N DACs are 
required. On the other hand, we have single-RF 
MIMO arrays that provide more efficient imple-
mentation, as shown in Figs. 2c and 2d. In the 
following subsections, the single-RF MIMO 
concept is explained in greater detail.

Parasitic Array Architectures

An attempt to achieve hardware savings is shown 
in Fig. 2c, which describes the principle of a spe-
cial antenna structure called single-RF parasit-
ic array, in which only a single active element is 
fed by an external RF chain, while the remaining 
antennas are terminated through tunable analog 
loads and are known as parasitics. Such arrays 
were initially proposed for low-cost analog beam-
forming applications [6]. In contrast to the con-
ventional arrays, functionality of parasitic arrays 
is essentially based on the requirement for strong 
mutual coupling among all antenna elements. 
This guarantees that the sole feeding at the 
active element can induce adequate currents on 
all of the parasitics, and hence all elements par-
ticipate in the shaping of the radiation pattern. 
Multiple-active multiple-passive antenna systems 
have also been proposed using parasitic antennas 
(see [7, Ch. 8] for more details). The input cur-
rents can be further controlled by changing the 

Figure 1. Proposed hybrid architecture. Each RRH can serve a femtocell, and all 
RRHs are aggregated to a common central unit that holds the intelligence.
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effective couplings, which in turn are attained 
by tuning the analog loads. The analog loads 
can be implemented using controllable elements 
such as varactor diodes, or transistors. Appar-
ently, this approach offers significant hardware 
savings, since the number of active RF chains is 
reduced to one, and the remaining RF chains are 
replaced by easy-to-implement tunable analog 
loads.

Thanks to the tunable analog loads and the 
consequent beam-shaping capability, parasitic 
arrays were recently proposed for single-RF 
MIMO transmission. The pioneering work in 
[8] proposes a smart analog switching tech-
nique in order to multiplex two symbols over 
the air, starting from the simple case of on-off 
keying (OOK) and continuing to low-order 
phase shift keying (PSK) modulation formats. 
This introductory work laid the foundation for 
further research on single-RF MIMO trans-
mission with parasitic arrays (a detailed over-
view can be found in [7]). A proof-of-concept 
experiment for PSK modulation was reported 
in [9], which validates the functionality of sin-
gle-RF MIMO transmitters. To support con-
stellations beyond PSK, the authors in [10] 
propose an active circuit design with fi eld effect 
transistors (FETs), which implements a tun-
able complex loading for parasitic elements 
with the real (i.e., resistive) part ranging from 
negative to positive values. As a clear step for-
ward, the design guidelines and specifi cations 
have been described that should be met in 
order to achieve an arbitrary space-time pre-
coding scheme [11]. The common baseline in 
all these works is to design appropriate antenna 
arrays and loading circuits in order to emulate 

the MIMO effect in the air by switching to dif-
ferent transmit radiation patterns in consecutive 
signaling periods. Since this technology strongly 
requires mutual coupling among adjacent ele-
ments, it is not appropriate for base stations 
with large inter-element distances.

tHe loAd-modulAted ArrAy ArcHItecture

Inspired by load tuning as a means to con-
trol the array beam pattern, Fig. 2d illustrates 
a newly introduced approach, the main com-
petitive advantage of which is that it com-
pletely eliminates the need for any RF chain. 
As observed, all elements are connected to a 
common carrier signal source through passive 
and lossless two-port loading networks, each 
implemented with tunable reactance elements. 
There is a central power amplifi er that amplifi es 
the carrier signal, and there is no need for any 
mixer and DAC. The purpose of the tunable 
loads is to adjust the input currents to all radi-
ating elements, thereby implementing a desired 
signal constellation in the analog domain. This 
alternative solution is known as load-modu-
lated arrays (LMAs) [12, 13], reflecting their 
principle of operation. In LMAs, in contrast 
to the parasitic array architecture, all antenna 
elements are connected directly to a common 
amplifier, and couplings among the elements 
are not necessary. However, the case of com-
pact and to some extent coupled arrays should 
not be excluded. In load-modulated arrays, all 
the processing, such as precoding, coding, map-
ping, and multi-carrier processing, can be done 
in the baseband. In fact, the required anten-
nas’ currents are calculated in the baseband, 
and then the states of the tunable elements are 

Figure 2. Unifi ed illustration of different front-end circuit feeding architectures for antenna arrays.
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changed accordingly. Note that the structure of 
the transmitter does not change when type of 
precoding or modulation changes.

In load-modulated single-RF MIMO, a spec-
tral shaping filter is implemented in the analog 
domain; thus, the sample rate can be reduced 
to the symbol rate. This simplifies the baseband 
block a little and adds the complexity of the 
RF part. Furthermore, since there is no need 
for the DAC and mixer in load-modulated sin-
gle-RF MIMO transmitters, the RF part is much 
cheaper than in the classical MIMO transmitters 
(multi-RF MIMO).

Table 1 presents a summary of the pros and 
cons of the above mentioned technologies.

Massive Array Architectures with Low 
Front-End Hardware Complexity
Front-End Architecture and Challenges

The requirement for power amplifiers with highly 
linear characteristics and low power dissipation is 
a crucial problem in wireless networks. Indeed, 
Conventional MIMO systems often require a 
high amplifier backoff to serve signals with high 
peak-to-average-power ratio (PAPR) that might 
reach the level of 8 to 12 dB [12], for example, 
in orthogonal frequency-division multiplexing 
(OFDM) and/or linear precoding. Therefore, 
it turns out that the use of highly linear power 
amplifiers is mandatory in order to avoid pos-
sible distortion of the output signal. However, 
the transistor in this case should be biased in 
order to conduct during the entire cycle of the 
input signal, which causes power efficiency deg-
radation. From the circuit design point of view, 
switching power amplifiers, comprising a sym-
metric topology of complementary blocks (e.g., 
push-pull) and multiple active elements, can be 
used to increase the power efficiency. Although 
the switching mode improves the total power 
efficiency, this comes at the cost of linearity 
caused due to, for example, crossover distortion 
effects produced when the transistors switch over 
from one to the other. Crossover distortion hap-
pens during the time interval in which one of the 
transistors shuts off and the other turns on (e.g., 
in class A/B power amplifiers) [14].

Proposed Massive Array Architecture and 
Indicative Performance Results

The novel architecture in Fig. 2d provides a 
low-cost massive array implementation with sig-
nificant hardware saving since there is no need 
for any DAC and mixer in it; this would in turn 
bring the envisioned hybrid network topology 
in Fig. 1 closer to reality. As shown in Fig. 3, in 
load-modulated MIMO transmitters, all antenna 
elements are connected to the sole power ampli-
fier through passive two-port lossless loading net-
works of “T” or “P” topology [13]. The purpose 
of such loading networks is to adjust the input 
currents of the radiating elements based on the 
desired signaling format. Note that the central 
power amplifier in LMAs amplifies a sinusoid 
signal with a PAPR of 0 dB. Unlike the parasitic 
arrays, the advantageous point here is that all 
antenna elements are connected to a common 
source, which is a fixed sinusoid carrier signal. 
This allows us to use a highly efficient nonlinear 
power amplifier. A circulator protects the power 
amplifier against the reflected power, which (if 
there is any) will be consumed onto the resis-
tance [12, 13].

The proposed front-end architecture becomes 
more favorable in the massive MIMO regime with 
large numbers of antennas since hardware draw-
backs tend to vanish in this regime, as explained in 
the following parts.

The PAPR Tends Asymptotically to One: In the 
LMAs shown in Fig. 3, the PAPR of the signal 
at the output of a circulator is merged to one as 
the number of antenna elements becomes larger. 
This is explained by the law of large numbers. In 
fact, it results from the averaging effect, which 
kicks in when many antenna elements coexist.

Assuming complex Gaussian input data sig-
nals and N antenna elements, the authors in [13] 
explain that the output power is chi-squared 
distributed with 2N degrees of freedom. The 
reduction of the PAPR value due to the aver-
aging is drawn in Fig. 4a for different values of 
clipping probability. As observed, for N = 100 
elements and 0.1 percent clipping probability, 
the PAPR is found to be around 1.2 dB. Refer-

Table 1. A short list of pros and cons of multi-RF, parasitic, and load-modulated arrays architectures.

Advantages Drawbacks

Multi-RF arrays
• Simple design and implementation.  
• Digital spectral shaping. 
• Low distortion.

• The number of RF chains is equal to the number of antennas.  
• Require amplifiers with very high backoff, leading to low power efficiency.  
• Require DACs and mixers.  
• Require a very complicated matching network in the presence of mutual
  coupling.

Parasitic arrays

• Mutual coupling is permitted (in fact it is required).  
• Allow for compact designs.  
• A sole full RF chain is required (consisting of amplifier, DAC, and mixer).  
• High power efficiency.  
• Suitable for compact devices with low or moderate 
  number of antennas.

• Not suitable for large arrays.  
• Analog spectral shaping.  
• Requiring active loads in the case of arbitrary modulation.  
• Crossover distortion effects in switching time (which could be eliminated by
  appropriate filtering).

Load-modulated 
arrays

• One RF-chain.  
• One amplifier without any backoff.  
• No need for DAC and mixer.  
• Arbitrary modulation with passive loads only.

• Suitable for large arrays.  
• Analog spectral shaping.  
• Crossover distortion effects in switching time (which could be eliminated by
  appropriate filtering).
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ring to the discussion above, this definitely indi-
cates that there is no need for high linearity and 
the use of low-efficient class A/B power amplifi-
ers. Instead, a single and highly efficient class F 
power amplifier for constant envelop signals can 
be used that offers significantly higher efficiency 
of around 80 percent due to its switching mode 
of operation [14]. Note that the loss in the resis-
tance connected to the circulator should be 
taken into account in the total power efficiency 
calculation [12].

Good Matching Conditions Are Achieved: As 
opposed to conventional MIMO transmitters 
that are equipped with fixed RF front-end mod-
ules and externally varying voltages, Fig. 3 shows 
that load-modulated arrays are driven by a fixed 
carrier signal source. Furthermore, the signals on 
antennas are controlled by tuning the impedance 
characteristics of the loading networks. Thus, the 
input impedance, as seen from the analog source’s 
side, varies with time as a function of the desired 
currents in consecutive signaling periods. Thank-
fully, as the number of elements grows and the 
massive regime is reached, the load modulation 
tends to be insensitive to mismatch effects. This 
is illustrated in Fig. 4b, which shows the probabil-
ity density function (pdf) of the voltage standing 
wave ratio (VSWR) vs. the number of antenna 
elements. It is observed that 

VSWRlim 1
N

=
→∞

with probability 1, which implies that as the num-
ber of elements grows, the VSWR converges to 
1, and the power amplifier is well matched to the 
antennas.

Low Signal Distortion: In conventional MIMO 
systems (multi-RF arrays), the input signals 
are clipped independently, since every antenna 
is connected to an individual power amplifier. 
On the contrary, in load-modulated arrays the 
input signals are clipped only if the sum power 
becomes higher than the maximum power of 
the sole amplifier. The authors in [12] analyze 
two clipping strategies: clipping with respect to 

the minimum mean squared error (MMSE) and 
equal clipping of all signals. The first approach 
minimizes the total current distortion, and the 
second approach clips all signals equally in order 
to satisfy the power constraint of the sole power 
amplifier. Clearly, the clipping effect introduc-
es a signal distortion that thankfully weakens as 
the number of antennas grows. In fact, clipping 
in single-RF MIMO transmitters is less harmful 
than in conventional MIMO transmitters. Indic-
atively, Fig. 4c draws the distortion vs. the num-
ber of antennas for fixed values of total power 
efficiency. It is observed that the two clipping 
strategies exhibit almost the same behavior, and 
the distortion becomes negligible as the number 
of antenna elements becomes large.

Implementation Aspects of the Load Modulators

Tunable loads can be implemented in two ways:
•	Soft tuning of some tunable capacitors 

implemented by varactors or transistors
•	Discrete tuning using some RF switch-

es implemented by PIN diodes, Schotkky 
diodes, or micro-electro-mechanical systems 
(MEMS)
The first scheme suffers from the nonlinear-

ity of the tunable devices. On the other hand, 
the second scheme omits the nonlinearity by 
using hard switching. Discrete tuning is much 
easier to handle since there is no nonlinear 
component in the circuit and, except in the 
short switching time interval, the circuit is lin-
ear. Switching on the order of nanoseconds can 
be done using fast PIN or Schottky diodes [15]. 
Switching in the discrete tuning case is done by 
changing the bias voltage of diodes. This can be 
done by a simple level shifter circuit, and there 
is no need for a DAC.

The load modulators can be implemented by 
a combination of “T” or “” two-port network 
topologies [12]. As an extension to this approach, 
a six-port analog modulator has been demon-
strated in [15] that uses Schottky diodes and 
achieves high switching speed, enhancing the 
achievable data rate, for example, up to 1.2 Gb/s 
as reported in [15]. 

Although the exact computation of the load 
values that result in a desired signaling format is 
known (e.g., [11, 12]), a possible deviation from 
those desired values cannot be excluded in the 
real world. Reasons for that could be some addi-
tional parasitic effects due to the high frequen-
cy of operation, or any practical non-idealities 
caused by the analog elements (e.g., varactor 
diodes). Inevitably, any loading deviation would 
affect the output signals and in turn would 
degrade the performance to some extent. How-
ever, the robustness of the proposed architec-
tures has been evaluated and drawn, showing 
that the proposed architecture performs satisfac-
torily [10–12].

Challenges and Issues

Utilizing load modulators in MIMO transmit-
ters leads to some challenges and issues. The 
first challenge is about the trade-off between 
the number of switches and the loss in each 
load modulator. The higher the number of 
switches, the lower the output signal distor-
tion. On the other hand, every switch adds an 

Figure 3. Load-modulated arrays for low-cost massive MIMO design with low 
hardware complexity and high efficiency. 
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insertion loss to the circuit. One needs to opti-
mize the number of switches by designing the 
circuit carefully. Furthermore, designing very 
low-loss switches is extremely important here 
since it allows for high resolution signaling. 
The second challenge is implementation of the 
analog filters. The analog filters at the output 
of load modulators add some losses and should 
be designed carefully in order to mitigate 
out-of-band radiations created by the switch-
ing. Cross-talk between antennas is another 
challenge here. By changing the state of each 
switch in one load modulator, the current on 
the other antennas will also be affected. This 
effect can be compensated in the baseband by 
modeling the cross-talk between the branches. 

Conclusions and Outlook
Hardware savings in MIMO transceivers have 
been a crucial and challenging problem. Massive 
arrays are gaining increasing attention and are 
expected to be one of the leading technologies 
in the emerging fifth generation heterogeneous/
small cell network architectures. Furthermore, 
the expressed interest in unlicensed bands in 
higher microwave and even millimeter-wave 
regimes will make massive arrays necessary in 
order to overcome the path loss at such fre-
quencies. Finally, the smaller wavelengths will 
aid their inclusion into size-restricted access 
points. This article promotes a newly appearing 
front-end RF architecture that offers significant 
hardware savings and is best suited for massive 
array deployments. The proposed low-complexi-
ty RF architecture will be the key enabling tech-
nology to pave the way forward toward novel 
and emerging cellular architectures. The pro-
posed massive array architecture needs only a 
single-carrier feeding signal, thus eliminating 
completely the need for a complete RF chain. 
With discrete load modulators, it even elimi-
nates the need for a DAC. Under this perspec-
tive, the input currents to the diverse antenna 
elements are adjusted by tuning the front-end 
feeding circuit itself, which in turn is attained 
by switching some diodes in some load modula-
tors that are attached to the antenna elements. 
Letting the number of elements increase, it has 
been shown that a switching power amplifier 
suffices and allows for significant power savings. 
Moreover, the mismatch effects as well as the 
signal distortion tend to attenuate and become 
negligible by increasing the number of antenna 
elements.

Overall, this article provides a roadmap for 
further exploration and aims to trigger more 
intensive research for future lightweight power-
ful massive MIMO transceivers that will bring 
flexible cellular networks with powerful nodes 
closer to reality. As further research, analyzing 
the cross-talk effect between the branches in 
load-modulated arrays is an important next step. 
Furthermore, finding appropriate filtering meth-
ods, such as analog spectral shaping filtering, as 
well as investigation of load modulation design 
in the case of closely spaced antennas will be the 
subject of future work. Finally, building LMAs 
and tuning them to the demands of emerging 
RRH, massive, and mmWave systems is of high 
priority.

Figure 4. a) PAPR vs. number of antennas for different clipping probabilities; 
b) VSWR distribution for different numbers of antenna elements; c) sig-
nal distortion vs. number of antennas for different clipping methods and 
total efficiencies.
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Abstract

A 5G frame structure designed for efficient 
support of users with highly diverse service 
requirements is proposed. It includes support for 
mobile broadband data, mission-critical commu-
nication, and massive machine communication. 
The solution encompasses flexible multiplex-
ing of users on a shared channel with dynamic 
adjustment of the transmission time interval in 
coherence with the service requirements per link. 
This allows optimizing the fundamental trade-
offs between spectral efficiency, latency, and reli-
ability for each link and service flow. The frame 
structure is based on in-resource physical layer 
control signaling that follows the corresponding 
data transmission for each individual user. Com-
parison against the corresponding LTE design 
choices shows attractive benefits. 

Introduction
Research toward a new fifth generation (5G) 

air interface is currently ongoing in both aca-
demia and industry. This includes defining 5G 
requirements and identifying candidate tech-
niques to be included in a future system design. 
Despite the relatively short time of 5G research, 
the open literature includes an impressive num-
ber of 5G related studies; hence, we only pro-
vide pointers to some of those in the following. 
Among others, the METIS project has outlined 
its 5G vision in [1], the 5GNOW project pre-
sented their proposal for asynchronous access 
and related waveform designs in [2], while the 
use of more advanced centralized network 
architectures for 5G was suggested in [3]. Fur-
thermore, small cell optimized design has been 
identified as being of particular importance to 
be able to meet the future mobile broadband 
traffic requirements [4, 5]. There is consensus 
on the fact that 5G should push the perfor-
mance limits significantly further toward hav-
ing virtually zero latency and multi-gigabit-rate 
end-user experience, and efficient machine-type 
communication (MTC), depending on the appli-
cation requirements [6, 7]. For fulfilling such 
diverse (and sometimes conflicting) require-
ments, our hypothesis is that a highly flexible 
and configurable air interface is needed. In that 
context, the radio frame structure, and especial-

ly the methods for multiplexing (mux) of users, 
are some of the key design choices.

Our focus is therefore on presenting a flex-
ible frame structure capable of fulfilling the 
challenging 5G requirements for efficient sup-
port of a mixture of diverse services. We start 
by identifying the main requirements and spec-
trum availability. Although we strive toward 
having an agnostic solution that is carrier-fre-
quency-independent, we primarily focus on use 
cases for below 6 GHz for early 5G deployments 
around 2020. This is motivated by the fact that 
spectrum regulators will discuss band alloca-
tions for mobile communications above 6 GHz 
no sooner than 2019. The derived flexible frame 
structure is presented for the frequency-division 
duplex (FDD) use case applicable for macro-
cell deployments. However, several merits of 
the suggested solution are equally applicable for 
time-division duplex (TDD) bands. An air inter-
face with orthogonal frequency-division multiple 
access (OFDMA) is assumed, where users are 
scheduled on a time-frequency grid of resources 
[8]. However, the proposed frame structure is 
also applicable for other candidate waveforms 
that offer a time-frequency symbol space for a 
commonly shared channel per cell. The corre-
sponding relationship between physical (PHY) 
layer control and data channels is outlined, and 
numerical results are presented. Throughout the 
article, the Long Term Evolution (LTE) 4G stan-
dard [9, 10] is used as our reference for motivat-
ing and quantifying the benefits of the new 5G 
frame structure.

Requirements and Spectrum
Air Interface Requirements

The International Telecommunication Union 
(ITU) has recently defined challenging require-
ments for international mobile telecommuni-
cations (IMT) in 2020 and beyond [6]. Among 
others, peak data rates of even up to 20 Gb/s and 
uniform availability of end-user-experienced data 
rates of 100 Mb/s to 1 Gb/s are listed. Support 
for mobile broadband (MBB) requires relatively 
large bandwidth and frequent transmissions. In 
addition to offering connectivity for humans, 5G 
should also be designed for efficient MTC. MTC 
use cases include massive machine communica-
tion (MMC) with a large number of connected 
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low-cost devices (e.g., sensors). MMC is charac-
terized by infrequent access, typically transmit-
ting only moderate size payloads with relaxed 
latency requirements. Devices for MMC are typ-
ically associated with requirements for extremely 
low energy consumption and low cost, meaning 
that it is desirable to have such devices operate 
with relatively low radio bandwidth transmis-
sion and reception leading to lower transceiv-
er complexity. The second class of MTC use 
cases is mission-critical communication (MCC). 
MCC requires lower end-to-end latency and a 
high degree of reliability to, for example, sup-
port vehicular use cases and factory automation 
processes. In this context, ITU has set a target 
to achieve a 1 ms over-the-air communication 
round-trip time (RTT) for a single transmission. 
This includes transmission of the payload until 
the corresponding acknowledgment (Ack) is 
received. Depending on the application, reliabil-
ity constraints of up to six-sigma (99.99964 per-
cent) are mentioned [1]. For more information 
on 5G requirements, also see [7].

Designing a system that supports all of the 
MBB, MMC, and MCC targets is rather chal-
lenging, especially since there are fundamental 
trade-offs in wireless systems between offering 
high spectral efficiency, low latency, and high 
reliability [11]. As an example, the performance 
of MBB can approach the Shannon capacity 
limit, while there is a cost of reduced spectral 
efficiency if operating under strict latency and 
reliability constraints. Our hypothesis is therefore 
that this calls for a flexible air interface design 
that allows optimizing each link according to 
its service requirements. This suggests having a 
dynamic frame structure that offers the possibil-
ity to perform trade-offs between spectral effi-
ciency, energy effi ciency, latency, and reliability 
in coherence with the requirements per link.

spectrum AvAIlAbIlIty

Nowadays, the allocated spectrum for mobile 
communication is all below 6 GHz, and the 2015 
World Radiocommunication Conference (WRC) 
will focus on further sub-6-GHz band alloca-
tions. WRC 2019 is expected to also consider 
band allocations above 6 GHz (e.g., for future 
5G deployments). This essentially means that the 
first commercial 5G deployments around 2020 
will need to focus on frequencies below 6 GHz 
due to regulatory band constraints for mobile 
communications. As illustrated in Fig. 1, the 
spectrum below 6 GHz is rather fragmented and 
composed of a mixture of bands for operating 
with FDD and TDD, also referred to as paired 
and unpaired bands, respectively. Depending on 
the region, potentially up to 2 GHz of spectrum 
is available below 6 GHz for future mobile radio 
communication, with nearly equal availability 
of bands for FDD and TDD deployments. It is 
especially worth noting that less than half of the 
potentially available spectrum for mobile com-
munications below 6 GHz is used today. Bands 
for FDD are primarily available below 3 GHz, 
although some FDD bands are also available at 
higher frequencies. The efficient utilization of 
the spectrum below 6 GHz calls for supporting 
different carrier bandwidths and flexible spec-
trum aggregation techniques. In LTE, spectrum 

aggregation is supported in the form of carri-
er aggregation (i.e., cell aggregation) [12], while 
one enhancement under study for 5G is support 
for aggregating fragmented spectrum to form 
one logical cell. High contiguous carrier band-
widths of 100–200 MHz are especially relevant 
for the 3–6 GHz spectrum range, while carrier 
bandwidths of up to 40–100 MHz for the sub-3-
GHz FDD deployments are likely adequate in 
combination with effi cient spectrum aggregation 
techniques.

In this study, our focus is on the design of a 
flexible spectrum-agnostic frame structure for 
the spectrum below 6 GHz, with emphasis on 
solutions for licensed FDD (paired) deploy-
ments. The lower FDD bands are especially 
attractive for providing wide area coverage and 
outdoor-to-indoor coverage due to the more 
favorable radio propagation conditions com-
pared to using higher frequency bands. Specif-
ics related to frame design for unlicensed small 
cell TDD operating below 6 GHz are outside the 
scope of this study.

fleXIble frAme structure
tIme-frequency multIpleXIng of users

The ability to effi ciently adapt and optimize the 
radio resources for each user in coherence with 
its service requirements is desirable. Among 
other things, this requires a highly fl exible frame 
structure. The basic concept is illustrated with the 
time-frequency grid depicted in Fig. 2a, where a 
number of users are fl exibly multiplexed over the 
available resources with different transmission 
time interval (TTI) durations. Each tile refers 
to the smallest allocation unit of time duration 
t and frequency size f. In practice, t would 
equal an integer number of orthogonal frequen-
cy-division multiplexing (OFDM) symbols, while 
f corresponds to an integer number of subcarri-
ers. Those values could equal just a few symbols 
and/or subcarriers. The value of t determines 
the minimum TTI size for scheduling a user, 
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as well as the resolution for other TTI sched-
uling options. Given the most stringent latency 
requirement of 1 ms for MCC, there is consensus 
in the research community that a minimum TTI 
size of no more than 0.2–0.25 ms is needed. The 
reduced TTI size, combined with stricter net-
work and device processing requirements, allows 
a suffi cient delay budget for sending the payload, 
receiving and processing it, followed by sending 
the corresponding Ack. As an example, the 5G 
small cell concept presented in [4] proposes t 
= 0.25 ms.

The frame structure allows the TTI size 
for each scheduling instant of the users to be 
dynamically adjusted. Thus, some users can be 
scheduled with a short TTI size of t to ful-
fill the RTT requirement for MCC. However, 
scheduling all users with this short TTI is not 
optimal. Using long TTIs allows us to benefit 
from larger coding gains to approach the Shan-
non capacity limit, and it also imposes lower 
control overhead. This comes, however, at the 
expense of latency increase; in that respect, 
the usage of longer TTIs is more benefi cial for 
MBB users for which the required data rate 
may be high, and the latency requirements are 
less stringent. Setting the TTI size per sched-
uling grant furthermore offers the possibility to 
optimize the MBB services using TCP. During 
the initial data transmission session, the end-us-
er-experienced performance is primarily deter-
mined by the RTT due to the slow start TCP 
procedure (i.e., TCP fl ow control). Therefore, it 
would be advantageous to fi rst perform schedul-
ing of the MBB TCP users with short TTIs, fol-
lowed by longer TTI sizes when reaching steady 
state operation. In addition to the time-domain 
scheduling flexibility, the frame structure also 
allows dynamic frequency-domain scheduling, 
where users are served on different parts of 
the carrier bandwidth. This includes schedul-
ing users on non-consecutive frequency blocks 
to benefit from frequency domain scheduling 
diversity, as known from LTE. Moreover, sched-
uling of low-cost MTC devices with reduced 
bandwidth capabilities on a small portion of 
the carrier bandwidth is supported as well. The 
MTC devices served within a narrow bandwidth 
can be scheduled with a longer TTI size to gain 

from time diversity, that is, to compensate for 
the lack of frequency diversity.

In the uplink direction, the fl exibility to sched-
ule users with different TTI sizes offers further 
advantages. While users with moderate path loss 
toward their serving base station are schedula-
ble on a larger bandwidth with short TTI sizes, 
coverage-challenged UEs need to be scheduled 
with longer TTIs on a narrow bandwidth to have 
a sufficiently high received energy (and power 
spectral density) at the base station. The latter is, 
for example, the case for deep indoor users that 
experience high indoor-to-outdoor penetration 
loss. Restricting the uplink scheduling to always 
have short TTI size would therefore have a cost 
in terms of reduced uplink data coverage.

In-resource control sIgnAlIng

In-resource physical layer control signaling for 
sending the scheduling grant pointing to the 
users’ data transmission allocation is proposed. 
The main idea is to use embedded on-the-fly 
information to the users on its allocated time-fre-
quency resources, as well as the additional 
information needed to decode the data. This is 
referred to as the users scheduling grant sent on 
a dedicated PHY control channel (CCH). The 
scheduling grant also contains information such 
as the allocated time-frequency resources for the 
users (number of consecutive time symbols per 
TTI, subcarrier allocation), the modulation and 
coding scheme (MCS), hybrid automatic repeat 
request (HARQ) information, and multi-antenna 
transmission information (e.g., number of spatial 
streams). The in-resource CCH is mapped at the 
start of the resource allocation for the user in the 
fi rst time symbol(s) and over a limited part of the 
frequency resources, as shown in Fig. 2b. Note 
that the flexible allocation of in-resource CCH 
differs signifi cantly from the solutions adopted in 
the current LTE standard. LTE features a strict 
periodic time-division separation of the physical 
layer control and data, by sending the control 
information in the first set of OFDM symbols 
[7, 13]. For example, the physical downlink CCH 
(PDCCH) is transmitted over the full system 
bandwidth in the fi rst OFDM symbols of the TTI 
having a fi xed duration of 1 ms.

Each uplink data transmission needs an 

Figure 2. Dynamic time-frequency multiplexing of users and related scheduling grants: a) time-frequency 
multiplexing of users; b) in-resource control signaling.
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uplink scheduling grant that is sent in the down-
link. In that respect, we opt for an uplink grant 
solution as illustrated in Fig. 3. In Fig. 3a, joint 
downlink and uplink grants are multiplexed on 
the same control resources dedicated to a spe-
cific user (illustrated by the purple scheduling 
grant), with the fundamental difference that the 
downlink part provides information for decoding 
the associated data block, while the uplink part 
points to a successive uplink data transmission 
allocation. If downlink data transmission does 
not occur for the user, the uplink grant can be 
transmitted independently, as shown in Fig. 3b 
(green scheduling), where multiple uplink sched-
uling grants are stacked in one downlink resource 
unit; that is, scheduling users #3 and #4 in the 
uplink, while scheduling users #1 and #2 in the 
downlink (dark blue scheduling grants).

In the interest of UE complexity and power 
consumption, it should be possible for the net-
work to configure each UE with a tile pattern 
for monitoring the downlink CCH scheduling 
grants. This allows configuring low-cost MTC 
UEs with low data rate requirements to only 
monitor the downlink CCH transmissions on 
a narrow bandwidth of f and at a sparse time 
resolution. On a similar note, UEs with MCC 
can be configured to monitor for CCH trans-
missions on a larger bandwidth every t to ful-
fi ll stricter latency and reliability requirements. 
Finally, MBB users could be configured to for 
example, monitor only every nth and mth tile 
in the time and frequency domain, respectively. 
The confi guration of each UE with a tile pattern 
for monitoring downlink CCH scheduling grants 
corresponds to a fl exible time-frequency domain 
discontinuous reception (DRX) mechanism. 
The time-frequency domain DRX mechanism 
offers the possibility to control the trade-off 
between scheduling flexibility and UE power 
consumption for each link. The DRX confi gura-
tion of the users is assumed to happen via high-
er-layer signaling, asynchronously among users, 
and primarily configured at connection setup. 
Note that LTE only supports the confi guration 
of time-domain DRX patterns as the CCH car-
rying the scheduling grants is transmitted on the 
full carrier bandwidth. 

hybrId AutomAtIc repeAt request

HARQ is assumed to be an essential technique 
for 5G. In order to allow a high degree of sched-
uling flexibility, asynchronous and adaptive 
HARQ is assumed for both the downlink and 
uplink. This is in contradiction with LTE, where 
a synchronous HARQ solution is selected for 
the uplink, reducing signaling overhead, but also 
reducing the time-wise scheduling fl exibility and 
implying rigid timing requirements at the same 
time. It is therefore proposed to have the timing 
for sending Acks and negative Ack (Nacks) con-
fi gurable per link, as well as the number of paral-
lel stop-and-wait (SAW) channels. The latter not 
only offers increased scheduling flexibility, but 
also more degrees of freedom for network imple-
mentations. The latter is of particular relevance 
for cases where the PHY and medium access 
control (MAC) hosting the HARQ functionality 
are separated on different hardware units with 
inter-communication delays. This is important, 

for instance, for supporting centralized radio net-
work implementations with different fronthaul 
latencies.

beAmformIng And Interference coordInAtIon

Beamforming and massive multi-antenna tech-
niques are important techniques for improving 
the performance of 5G. In this context, it is nat-
urally desirable to gain from using beamform-
ing for both PHY CCH and data channels. This 
is possible due to the in-resource position of 
the CCH, which allows using beamforming for 
both the CCH and the corresponding downlink 
data transmission in case of single-stream trans-
mission. The former is a consequence of being 
able to use the same set of dedicated reference 
symbols for channel estimation (and coherent 
demodulation) for those PHY channels. This is 
a clear advantage over LTE, where the PDCCH 
is transmitted with open loop transmit diver-
sity mode, due to the time-wise disjoint posi-
tion of the CCH (PDCCH) and data (physical 
downlink shared channel — PDSCH). Com-
mon reference symbols (CRS) are used for 
both PDCCH and PDSCH transmissions [9]. 
In LTE-Advanced (LTE-A) there is support for 
dedicated reference symbols for the PDSCH 
demodulation when using Transmission Mode 
9, while the PDCCH is still relying on common 
reference symbols. Additionally, with LTE-A, 
there is partial support for beamforming on the 
CCH through the enhanced PDCCH (E-PD-
CCH), but the initial access confi guration would 
still need to be addressed through the PDCCH. 
Moreover, resource confi guration for the E-PD-
CCH happens via radio resource management 
(RRC) signaling to the UE.

Furthermore, inter-cell interference is also 
expected to be a challenge for the 5G era, call-
ing for both the possibility to use efficient net-
work-based inter-cell interference coordination 
(ICIC) techniques, as well as receiver-based 
interference cancellation/suppression schemes. 
Since the in-resource CCH signaling for the pro-
posed frame structure follows the data alloca-
tions, it allows efficient time-frequency domain 
ICIC for both the CCH and data transmission 
in the case of synchronized base stations. As 

Figure 3. In-resource control channel design for a) 
joint uplink and downlink scheduling; b) sepa-
rate uplink and downlink scheduling.
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an example, if a cell mutes a certain set of its 
time-frequency domain resources, users sched-
uled on that set of time-frequency resources in 
neighboring cells will experience improved sig-
nal-to-interference-plus-noise ratio (SINR) for 
both the CCH and data reception. The same 
flexibility for ICIC is not possible for LTE due 
to the strict time division of PDCCH and data 
in each TTI, where the PDCCH transmission is 
distributed over the full cell bandwidth [10, 14].

Performance Analysis
Physical Layer Numerology

The PHY design shall naturally be constructed to 
support the proposed frame structure, offering the 
necessary symbol space that fits with the require-
ments for the minimum time-frequency allocation. 
The current LTE PHY design, with OFDMA 
waveform and 14 OFDMA symbols per 1 ms TTI 
[10], does not fit the desire to be able to schedule 
users with a minimum TTI size of 0.2–0.25 ms. 
Table 1 summarizes the assumed 5G numerolo-
gy for further assessment of the proposed frame 
structure, assuming the traditional cyclic prefix 
(CP) OFDMA [8], although other waveforms are 
naturally also considered for a future 5G design. 
We consider options for CP duration on the order 
of ~2 and ~4 ms, respectively. The shorter CP of 
~2 ms could be sufficient for dense urban mac-
rocell deployments, given the typical values of 
excess delay spread in such environments (e.g., 1.9 
ms for the ITU Urban Macrocell channel model 
[15]). The longer CP of ~4 ms is closer to the LTE 
setting, allowing more diverse deployments. The 
assumed 5G subcarrier spacing corresponds to the 
LTE subcarrier spacing multiplied by a factor of 
16/15 and 32/15, respectively. Hence, the corre-
sponding sample rate can then be synthesized with 
the same common clock for both LTE and 5G, 
which is advantageous from an implementation 
point of view. The larger 5G subcarrier spacing 
(compared to LTE) offers increased robustness to 
phase noise. Notice from Table 1 that the symbol 
capacity in terms of available resource elements 
(i.e., subcarrier symbols) per 1 ms and 20 MHz 
carrier bandwidth are identical for 5G and LTE, 
and hence offers a fair comparison. This is a result 

of also assuming 90 percent bandwidth efficiency 
for 5G (as is the case for LTE), meaning that the 
effective transmission bandwidth is 18 MHz for a 
20 MHz carrier configuration. Note that the 5G 
case with ~2 ms CP results in a lower fast Fou-
rier transform (FFT) size, which is of particular 
importance for higher carrier bandwidths of, for 
example, 40 or 100 MHz. As the research on 
waveform selection and PHY numerology is ongo-
ing, the settings in Table 1 should only be consid-
ered as an example used in this study for further 
assessment of the proposed frame structure.

Control Channel Overhead

As the scheduling grant control channel 
(CCH) for the proposed 5G frame structure 
will essentially carry the same information as 
the LTE scheduling grants on the PDCCH, we 

Figure 4. Control channel overhead for different time-frequency scheduling allocations and terminal 
experienced SINR conditions; a) CCH overhead for bad channel conditions; b) CCH overhead for 
good channel conditions.
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Table 1. 5G PHY numerology (examples only) and corresponding assump-
tions for LTE (20 MHz carrier).

5G assumptions LTE specifications

Subcarrier spacing 32 kHz 16 kHz 15 kHz

Number of subcarriers for 20 MHz bandwidth 560 1120 1200

FFT size for 20 MHz bandwidth 1024 2048 2048

Cyclic prefix 2.0833 ms 4.1667 ms 5.21 ms1 
4.69 ms

Cyclic prefix overhead 6.25% 6.25% 6.67%

Symbol time (including cyclic prefix) 33.33 ms 66.66 ms 71.87 ms2 
71.35 ms

TTI size 0.2 ms 0.2 ms 1 ms

OFDM symbols per TTI 6 3 14

Resource elements per 1 ms 16,800 16,800 16,800

1 The CP equals 5.21 ms for the 1st and 8th symbols, while it equals 4.69 ms for other symbols. 
2 The symbol time equals 71.87 ms for the 1st and 8th symbols, and 71.35 ms for other symbols.



IEEE Communications Magazine • March 201658

assume the same basic structure and air inter-
face decoding performance. The PDCCH for 
a user in good SINR conditions can be sent 
with quadrature phase shift keying (QPSK) and 
coding rate 7/10 on a total of 36 resource ele-
ments (REs). Such a configuration results in an 
average reception block error rate (BLER) of 
less than 1 percent if the post-detection SINR 
is at or above 2 dB. On the other extreme, the 
PDCCH could also be sent with QPSK rate 
1/11, which in turn would be able to provide 
the needed 1 percent BLER for users in chal-
lenging SINR conditions of down to –6 dB. This 
requires a total of 288 REs. Notice that for the 
3GPP defined macro scenarios, less than 1 per-
cent of the users have a post-detection SINR 
of –6 dB (assuming standard 2  2 single-user 
open loop transmission diversity). More details 
on the LTE PDCCH performance can be found 
in [10, 14]. In addition to the CCH overhead, it 
is assumed that 10 percent of the REs are used 
for reference symbols to facilitate channel esti-
mation and coherent demodulation.

Given these assumptions for the required 
number of REs for the CCH, the relative con-
trol overhead for the proposed 5G frame struc-
ture is calculated. The relative control overhead 
is defined as the ratio of used REs for the CCH 
overhead vs. the total number of used REs for 
data, control, and reference symbols. The results 
in Fig. 4 show how the CCH varies depending 
on the relative scheduling bandwidth and TTI 
duration. The example in Fig. 4 assumes a 20 
MHz carrier bandwidth. It is observed that the 

CCH overhead scales linearly with the sched-
uling of users due to the in-resource CCH sig-
naling. For instance, if a low-bandwidth user 
in poor channel conditions is scheduled with 
very low latency (short TTI size), the associated 
overhead of the scheduling equals 61 percent, 
while scheduling a user in good channel con-
ditions with larger bandwidth and longer TTI 
size will result in a much lower overhead of less 
than 1 percent. It should be noted that the CCH 
overhead values experienced with the proposed 
5G frame structure will be between these two 
extreme values, and will be a result of the traffic 
in the network and the applied scheduling poli-
cy. Thus, trade-offs between CCH overhead and 
TTI size, or equivalently RTT, are allowed. The 
fact that the CCH overhead is not hard limited 
to values of 7, 14, and 21 percent, as in LTE, 
presents a more flexible solution, where CCH 
blocking is further reduced; see results on LTE 
PDCCH blocking in [14] with realistic QoS-
aware scheduling.

Key Characteristics vs. LTE
The key characteristics of the proposed 5G 
frame structure are summarized in Table 2, 
including comparison against the correspond-
ing design choices for LTE Release 12 (Rel-12). 
Table 2 shows attractive benefits of the proposed 
5G solution, which essentially map to increased 
flexibility for efficient multiplexing of users with 
extremely diverse service requirements on the 
same air interface. Among other character-
istics, the proposed design offers shorter RTT 

Table 2. Summary of proposed 5G characteristics vs. assumptions for LTE.

5G proposal LTE

TTI size Variable TTI size. Adjustable per user and per scheduling instant in steps of 
0.20–0.25 ms. Fixed 1 ms TTI size.

RTT Below 1 ms when scheduling with a short TTI size of 0.20–0.25 ms. 8 ms.

PHY CCH and 
data channel mux

In-resource control signaling, where CCH and data channel transmissions are 
aligned, using the same bandwidth. 

Strict time mux between PHY control and data. PHY control (PDCCH) is 
sent as wideband. Control channel blocking can occur.

DRX Flexible time-frequency configuration of pattern for UE monitoring of down-
link CCH scheduling grants. 

Flexible time-domain-only configuration of pattern for UE monitoring of 
downlink control scheduling grants.

HARQ Asynchronous HARQ for uplink and downlink with configurable number of 
parallel stop-and-wait channels supporting incremental redundancy. 

Synchronous HARQ for uplink and asynchronous HARQ for downlink. 
Fixed number of parallel stop-and-wait channels supporting incremental 
redundancy.

UE bandwidth 
operation

UE can operate on a fraction of the carrier bandwidth — especially attractive 
for low-cost MTC devices.

UE needs to monitor the full carrier bandwidth up until Rel-12 as the 
PDCCH is transmitted on the full carrier bandwidth (MTC enhancements 
coming in Rel-13).

ICIC Full support for dynamic time-frequency domain ICIC, offering protection for 
CCH and data channels due to the in-resource control signaling design.

Only time-domain ICIC for PHY control, and time-frequency domain ICIC 
for PDSCH.

Beamforming Support for (rank-1) beamforming for both the PHY CCH and data channel 
due to the in-resource control design.

Open loop transmit diversity for PHY control and beamforming support 
for PDSCH. E-PDCCH supports beamforming,

Carrier bandwidth 5 MHz, 10 MHz, 20 MHz, 40 MHz, 100 MHz. (potentially with additional 
options within this range) 1.4 MHz, 3 MHz, 5 MHz, 10 MHz, 15 MHz, 20 MHz.

Spectrum 
aggregation

Support for aggregation of fragmented spectrum to form one cell, as well as 
aggregation of cells. Carrier aggregation, that is, aggregation of individual cells.
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when needed, the fl exibility to optimize for high 
throughput at the expense of latency, as well as 
effi cient MTC support for each link.

conclusIon
A fl exible 5G FDD frame structure is presented 
for multiplexing users with highly diverse service 
requirements and radio conditions. This allows 
us to optimize the resource allocation on a per 
link basis. The concept is based on in-resource 
physical layer control signaling that follows the 
corresponding data transmission for each indi-
vidual user. The proposed design offers a short 
air interface round-trip time when needed, the 
fl exibility to optimize for high throughput at the 
expense of latency, as well as effi cient machine-
type communication support. Given these merits, 
it is suggested to continue the work on such a 
frame structure. As an example, it remains to be 
studied how to arrange downlink common chan-
nels like system broadcast information, as well 
as how to most effi ciently facilitate multiplexing 
of uplink control information including HARQ 
feedback, channel state information, and so on. 
Similarly, adaptation of the frame structure to 
TDD cases is another topic of interest.
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Abstract

Spectrally non-contiguous transmissions pose 
serious transceiver design challenges due to the 
nonlinear PA. When two or more non-contigu-
ous carriers with close proximity are amplified by 
the same PA, spurious emissions inside or in the 
vicinity of the transmitter RF band are created. 
These spurious emissions may violate emission 
limits or otherwise compromise network cover-
age and reliability. Lowering the transmit power 
is a straightforward remedy, but it will reduce 
throughput, coverage, and power efficiency of 
the device. To improve linearity without sac-
rificing performance, several DPD techniques 
have recently been proposed to target the spu-
rious emissions explicitly. These techniques are 
designed to minimize the computational and 
hardware complexity of DPD, thus making them 
better suited for mobile terminals and other low-
cost devices. In this article, these recent advances 
in DPD for non-contiguous transmission scenar-
ios are discussed, with a focus on mitigating the 
spurious emissions in the concrete example case 
of non-contiguous dual-carrier transmission. The 
techniques are compared to more traditional 
DPD approaches in terms of their computational 
and hardware complexities, as well as lineariza-
tion performance.

Introduction 
Third Generation Partnership Project (3GPP) 
Long Term Evolution-Advanced (LTE-A) and 
cognitive radio (CR) type developments are 
recent examples of wireless communication sys-
tems that seek to utilize spectrally non-contigu-
ous carriers in order to increase data rates and 
spectral flexibility. In LTE-A, carrier aggregation 
(CA) enables bandwidth expansion up to 100 
MHz by aggregating five 20 MHz LTE carriers 
[1]. In the TV white space (TVWS) standard, 
IEEE 802.22, known as the first CR standard, 
the aggregation of several carriers is called chan-
nel bonding [2]. In this article, we refer to all 
such transmission schemes simply as CA, and use 
the attributes contiguous and non-contiguous to 
separate spectrally contiguous and non-contigu-
ous allocations.

One of the most challenging engineering 
concerns in the RF part of a transmitter is the 
power amplifier (PA), particularly due to its non-

linearity. Multicarrier transmissions exhibit very 
large peak-to-average power ratios (PAPRs), 
and when they are combined with the nonlinear 
behavior of the PA, can generate severe unwant-
ed spectral emissions in the adjacent channels 
or in more distant portions of the spectrum. 
The levels of these emissions are mandated and 
enforced by federal regulators, such as the U.S. 
Federal Communications Commission (FCC; 
see, e.g., [3]). Recently, it has been demonstrated 
in LTE-A mobile transmitters with non-contig-
uous CA or multicluster type transmissions that 
PA nonlinearities lead to spurious emissions that 
can violate the given spectrum emission limits  
[1, 4], or lead to receiver desensitization in fre-
quency-division duplexing (FDD) systems [4]. 
Within the CR context, the spurious emissions 
can also interfere with primary user (PU) trans-
missions or other secondary users (SUs).

One obvious solution to decrease nonlinear 
distortion is to back off the transmit power. In 
3GPP terminology, this is known as maximum 
power reduction (MPR), and MPR values up 
to 16 dB are allowed in some CA use cases for 
mobile terminals [1]. However, this approach 
yields a significantly lower PA efficiency as well 
as a substantial reduction in the uplink coverage 
and throughput. For example, if we assume the 
well-known COST Hata propagation model for 
urban areas,1 along with a base station antenna 
height of 50 m, a 10 dB reduction in transmit 
power will result in halving the coverage.2 Thus, 
there is a clear need for alternative linearization 
solutions that do not possess such drastic adverse 
effects. This article focuses on one lineariza-
tion solution in particular: digital predistortion 
(DPD).

Most of the current DPD literature is focused 
on base stations and other infrastructure nodes 
where DPD is the de facto solution for linear-
ization. However, only a few published works 
consider DPD for mobile terminals and other 
low-cost devices. One of the main reasons is that 
usually the cost of implementing a DPD solution, 
in terms of hardware and needed computations, 
is relatively high. Furthermore, with traditional 
contiguous transmit spectrum, linearization of 
mobile transmitters is usually not needed since 
transmit power levels are generally smaller and 
emission limits looser relative to base stations 
or infrastructure nodes. However, this is about 
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to change as non-contiguous CA waveforms are 
being deployed across a variety of systems.

This article addresses the nonlinearities of 
terminals that transmit non-contiguous CA wave-
forms, the resulting spurious emissions, as well as 
their suppression with DPD. The primary focus 
is on LTE-A mobile terminals, while we also 
acknowledge that another potential application 
area is in TVWS devices. The objectives of this 
article are generally three-fold: 
• To highlight the problem of PA-induced

spurious emissions with non-contiguous
transmissions, and the potential problems it
may create in different systems.

• To demonstrate that back-off is not the only
feasible solution to decreasing unwanted
emissions, but DPD is a potential solution
that does not sacrifi ce the power effi ciency,
coverage, or throughput of the mobile user.

• To increase the awareness of the reader-
ship of this magazine with respect to recent
advances in DPD for non-contiguous trans-
mission schemes. We consider this to be
one key element in enhancing the fl exibility
of radio spectrum usage in emerging radio
communication systems.
The rest of this article is organized as follows.

The following section gives an overview of the 
linearity challenges with spectrally non-contig-
uous transmissions, and presents the relevant 
emission regulations of 3GPP LTE-A. Recent 
advances in DPD techniques for spurious emis-
sion suppression are then discussed. We then 
discuss the implementation complexity of the 
DPD methods. Simulation and RF measurement 
results are then provided. Finally, several con-
cluding remarks are made.

lIneArIty cHAllenGes In employInG 
non-contIGuous trAnsmIssIons

3Gpp lte-AdvAnced And unwAnted emIssIons
In order to meet the requirements of the Inter-
national Mobile Telecommunications-Advanced 
(IMT-A) specifications, 3GPP began introduc-
ing CA from Release 10 onwards. Release 10 
is also the first release where the technology is 
called LTE-A. For the uplink, Release 10 intro-
duced contiguous CA, allowing only contiguous 
user equipment (UE) resource allocation per 
individual carrier. Uplink specifications were 
again updated with Release 11, which introduced 
so-called multicluster transmission, which means 
that non-contiguous resource allocation can be 
performed within a single uplink (UL) carrier. 
Release 12 yielded two additional major updates, 
as non-contiguous intraband CA and interband 
CA were introduced, where the LTE-A UE can 
be allocated UL resources across aggregated spec-
trum consisting of two or more component carri-
ers (CCs). The CCs may possess a bandwidth of 
any single-carrier bandwidth defined within the 
LTE specifications, and a maximum of five CCs 
can be aggregated, with a theoretical maximum 
aggregated bandwidth equal to 100 MHz.

In general, transmitter unwanted emissions 
can be divided into three parts:
• Emissions within the carrier bandwidth
• Out-of-band (OOB) emissions
• Spurious emissions.

Out-of-band emissions are unwanted emissions 
immediately outside the assigned channel band-
width resulting from the modulated waveform 
characteristics and nonlinearity of the transmit-
ter, but excluding spurious emissions, and are 
specifi ed in terms of the spectrum emission mask 
and adjacent channel leakage ratio (ACLR). 
Spurious emissions, in turn, are unwanted emis-
sions that are caused by the transmitter nonlin-
ear effects such as harmonic and intermodulation 
products, parasitic emissions, and frequency con-
version products, with OOB emissions excluded. 
The exact requirements for spectral emissions 
are specifi ed in [1]. In this article, we are mainly 
interested in the spurious emission limits. For 
carrier frequencies above 1 GHz, where most 
LTE-A bands are located, the spurious emission 
limit is –30 dBm over a 1 MHz measurement 
bandwidth. This is a general guideline defined 
by International Telecommunication Union — 
Radiocommunication Standardization Sector 
(ITU-R) [3], which means that it applies to all 
land mobile services, not just LTE-A.

lIneArIty cHAllenGes wItH

non-contIGuous duAl-cArrIer trAnsmIssIons

When a non-contiguous dual-carrier signal is 
applied to the PA input, the PA nonlinearity 
leads to intermodulation and cross-modulation 
products affecting many different frequencies, as 
shown in Fig. 1. Assuming a CC separation of f, 
in addition to the spectral regrowth around the 
main carriers, intermodulation distortion appears 
at integer multiples of f away from the main 
CCs. The third-order intermodulation (IM3) 
sub-bands are centered at f from the main CCs, 
the fi fth-order intermodulation (IM5) sub-bands 
are located at 2f from the main CCs, and so on. 
These intermodulation distortion (IMD) com-
ponents may affect the system in two different 
ways, depending on the CC locations and their 
separation, as well as on the bandwidth of the 
transmit fi lter.

First, the intermodulation spurs created by 
the nonlinear PA will likely be in the spurious 
domain, and therefore should obey the more 
strict spurious emission limits, as opposed to 
the spectral emission limits that are defined in 
the vicinity of the carriers [1, 3]. In the context 
of interband CA, where the CCs are located at 
different RF bands, the spurs will likely be fil-
tered out by the transmitter RF fi lter. However, 
in the case of intraband CA, where the CCs are 
inside the same RF band, some of the spurious 
IM sub-bands may be located in-band, and there-
fore will not be mitigated by the transmit RF fi l-
ter. Narrower bandwidth allocations per CC are 
more problematic, since the energy of the spurs 
is more concentrated, therefore more easily vio-
lating the spur limit [4]. To avoid spur limit vio-
lations, the mobile device should therefore back 
off its output power to operate within the linear 
range of the PA. However, this backoff will lead 
to a reduction in the UL coverage range, as well 
as inefficient operation of the PA. In the next 
section, DPD processing is introduced as a solu-
tion to allow a mobile device to meet the spuri-
ous emission limit while considerably reducing 
the amount of required backoff.

Second, in FDD terminals employing 
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non-contiguous intraband transmissions, the spu-
rious components may potentially overlap with 
the receive band of the device, causing desen-
sitization of its own receiver [4]. Carrier aggre-
gation reduces the duplexing distance between 
TXs and RXs, thereby reaching suffi cient isola-
tion between TX and RX using RF duplexers is 
increasingly difficult.3 Receiver desensitization 
can also be alleviated with digital predistortion, 
as described in the following.

low-complexIty sub-bAnd 
dIGItAl predIstortIon For 

non-contIGuous trAnsmIssIon scHemes
In order to meet linearity requirements with-
out sacrifi cing performance, digital pre-distor-
tion has been proposed and recognized as a 
promising PA linearization technique due to 
its accuracy and cost effectiveness, particularly 
for high-power high-end base station devices. 
There have been substantial research efforts 
over the past 20 years with respect to devel-
oping efficient and elaborate DPD techniques 
for various single-band transmission schemes 
where linearization for the whole transmit band 
is essentially pursued. These conventional DPD 
approaches take as their inputs the full com-
posite transmit band, and we thus refer to these 
DPD approaches as full-band DPD. The tutorial 
paper in [5] provides an overview of these tech-
niques, while this article only addresses these 
techniques from the DPD complexity perspec-
tive. There have also been a handful of recent 
works on efficient linearization techniques for 
multi-band transmitters that employ only a sin-
gle PA, where it has been assumed that the CCs 
are separated by enough distance such that the 
spurious emissions are fi ltered out by the trans-
mit fi lter. This approach, referred to as concur-
rent linearization, is treated in a recent overview 
paper [6]. Such techniques are also out of the 
scope of this article.

The scope of this article is to introduce 
efficient low complexity DPD techniques for 
mitigating the spurious emissions of non-con-
tiguous transmissions, while not concentrat-

ing specifically on the linearization of the 
CCs. This approach is motivated by two main 
factors. First, the emission limits in the spu-
rious region are stricter than in the spectral 
regrowth region around the CCs, and are 
therefore more easily violated in the context 
of intraband non-contiguous CA. Second, by 
concentrating linearization efforts on certain 
spurious emissions only, the processing and 
hardware complexity of a device can be sig-
nifi cantly reduced, thus facilitating the imple-
mentation of DPD linearization in lower-cost 
devices and potentially even mobile terminals. 
The main target application for these tech-
niques is thus the mobile terminal transmitter, 
where computational and hardware complexity 
are critical, although there are no technical 
limitations to applying these techniques in base 
stations or infrastructure nodes as well.

There have been some recent studies in the 
literature that consider the mitigation of the 
spurious emissions explicitly. In [7, 8], such pro-
cessing was added to complement a concurrent 
linearization system, while assuming frequen-
cy-flat PA responses within the processed spu-
rious sub-bands. In [7], the DPD parameter 
estimation was done offline, based on extract-
ing the quasi-memoryless PA parameters using 
a large-signal network analyzer (LSNA). In 
[8], a memoryless least-squares fit between the 
observed IMD at the considered sub-band and 
certain basis functions was performed. The esti-
mated and regenerated IMD was then injected 
to the PA input, oppositely phased, such that it 
cancels the IMD at the PA output. In [9], on the 
other hand, the IM3 spurious sub-bands were 
specifically targeted, and CC linearization was 
not pursued. Furthermore, the DPD parame-
ter identifi cation was based on closed-loop feed-
back with a decorrelation-based learning rule. 
A block-adaptive version of this DPD solution 
was developed and tested in a real-time field 
programmable gate array (FPGA) implemen-
tation in [10], demonstrating a stable response 
with good linearization performance. All of the 
above works assume a special DPD structure for 
the spurious emissions, which we here refer to as 

Figure 1. Example transmit spectrum with non-contiguous carrier aggregation under a nonlinear PA. In 
this illustration, nonlinear distortion products up to order fi ve are shown, including nonlinear distor-
tion around the main carriers as well as at the IM3 and IM5 sub-bands.
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sub-band DPD. In such processing, the spurious 
components that we wish to remove from the 
PA output are modeled explicitly at the digital 
baseband, and injected into the PA input with 
proper amplitude and phase such that at the PA 
output the spurs are suppressed. Such spur-in-
jection-based sub-band DPD is depicted in Fig. 
2, which illustrates in more detail the mitigation 
of the positive IM3 sub-band. The overall lin-
earization architecture with multiple sub-band 
DPD blocks is illustrated in the same figure. This 
architecture is also called frequency-selective 
DPD in [7]. For more technical details, refer to 
[7–10].

In addition to the sub-band DPD concept, 
several full-band DPD solutions toward mobile 
terminals are worth mentioning. These solutions 
have the capability to tune their linearization 
efforts to certain sub-bands/frequencies based 
on the current spectrum allocations and emission 
limits, to reduce the complexity of the DPD, or 
both [11–13]. These solutions, however, entail 
a similar complexity disadvantage compared to 

sub-band DPD as does any full-band DPD tech-
nique. The complexity perspectives are reviewed 
in more detail in the next section.

Computational and Hardware 
Complexity Perspectives

General Aspects

The relative computational requirements of the 
sub-band DPD approach when compared to tra-
ditional full-band DPD processing are generally 
reduced, especially when the LTE-A CCs are sig-
nificantly separated. In this section, we provide 
a more thorough analysis of the computing and 
hardware complexity in these two DPD archi-
tectures. As an illustrative example, a full-band 
DPD with fifth order nonlinearity needs to run 
at a sample rate that is five times the compos-
ite dual-carrier signal bandwidth, which quickly 
becomes impossible when the carrier separation 
increases. With the sub-band technique, on the 
other hand, the minimum sample rate is less than 
or equal to five times the bandwidth of the wider 

Figure 2. Top: a detailed block diagram showing the spur-injection-based sub-band DPD operating principle for the positive IM3 
sub-band; bottom: complete linearization architecture with multiple sub-band DPD stages, which can be flexibly activated based 
on the prevailing emission limits and spectrum access scenario. The architecture can also be complemented with the concurrent 
DPD block, shown in gray, if main carrier linearization is pursued.
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CC. To give a numerical example, let us assume 
a CA scenario with two 1 MHz carriers separated 
by 30 MHz. The minimum sample rate with a 
traditional fifth-order full-band DPD would be 
155 MHz, whereas with the sub-band DPD, it 
is only 5 MHz. In addition, the required filter 
lengths in the full-band DPD are likely to be sub-
stantially longer than with sub-band DPD, since 
the former is predistorting a signal band which is 
an order of magnitude larger. The overall com-
plexity difference therefore grows when the CC 
spacing is increased and/or higher order DPDs 
are considered. 

Full-Band and Sub-Band DPD Running Complexities

We shall focus here on the running complexi-
ty of the DPD [14], which is most critical for 
mobile-type devices. It involves the number of 
computations performed per second when the 
DPD is operating and the device is transmitting. 
To quantify the computational complexity differ-
ences between the full-band and sub-band DPD 
architectures, we shall use the number of floating 
point operations (FLOPs) per sample and the 
required sample rate in the predistortion path. 
The running complexity is further divided into 
two parts: basis function generation, and predis-
tortion using the basis functions [14].

The full-band DPD architecture that we use 
as a reference is based on the parallel Hammer-
stein (PH) nonlinear model. The overall running 
complexity for a seventh order PH model with 
memory order six, used as the reference solution 
below, is 201 FLOPs per output sample [14].

In the sub-band architecture, on the other 
hand, the third and fifth order basis functions 
read x2*(n)x1

2(n) and 2|x1(n)|2 x2*(n)x1
2(n) + 

3|x2(n)|2 x2*(n) x1
2(n), respectively, when the pos-

itive IM3 sub-band is considered.4 Consequently, 
the number of FLOPs required for basis function 
generation in the sub-band DPD is 22 FLOPs 
per sample per sub-band. In the sub-band archi-
tecture, we can assume a smaller filter length due 
to the significantly smaller bandwidth of the pre-
distorted signal. Additionally, the main carriers 
are not predistorted. Altogether, in the filter-
ing stage, assuming filter length of 3, 48 FLOPs 
per sample are required per sub-band. Thus, the 
total number of FLOPs required by the sub-band 
DPD in our example is 70 FLOPs per sample per 
processed sub-band.

The required sample rates in the example sce-
nario of two 1 MHz CCs with 30 MHz carrier 
spacing are 217 MHz and 5 MHz for the full-

band and sub-band DPDs, respectively. Based on 
these numbers and the above FLOP analysis, the 
number of FLOPs per second (FLOPS) becomes 
43.617 GFLOPS for the full-band DPD, and 0.35 
GFLOPS per sub-band for the sub-band DPD. 
These numbers are also summarized in Table 1.

System Power Efficiency Perspectives

When a DPD is adopted, a less linear but more 
efficient PA, which can operate near its satu-
ration region, can generally be used. However, 
the overall power efficiency of the device is only 
improved if the extra power consumed by the 
DPD stage is less than the power savings due to 
increased PA efficiency. Here, we address this 
aspect from a mobile device perspective.

We consider a practical scenario where the 
transmit power at the output of a mobile PA is 
+26 dBm (i.e., 400 mW), stemming from 3GPP 
LTE-A requirements [1], and assume that the 
TX duplexer filter and connector insertion losses 
are 3 dB. Then practical example figures of PA 
power efficiency, when operating in non-linear 
or linear modes, are around 30 and 20 percent 
(or even less), respectively. This means that the 
power consumed by a nonlinear PA is rough-
ly 1300 mW, while the corresponding linear PA 
consumes roughly 2000 mW. In other words, 
adopting a more power-efficient nonlinear PA 
saves 700 mW of power in this particular exam-
ple.

On the other hand, in the CA scenario 
assumed in the previous subsection, the sub-band 
DPD requires 350 MFLOPS per sub-band. If 
we focus our linearization on the two IM3 sub-
bands, 700 MFLOPS are required for the sub-
band DPD processing. As a practical example, 
the state-of-the-art 28 nm DSP implementation 
in [15] has a processing power consumption of 
23.4 mW at 230 MHz. Assuming 4 FLOPs per 
clock cycle, this DSP can support 920 MFLOPS, 
which is clearly sufficient in this example case. 
Thus, since the DPD already saves 700 mW of 
power in the PA interface, while consuming only 
23.4 mW in the processing, the power budget is 
clearly in favor of using the sub-band DPD in 
this example. If the DPD processing is imple-
mented using hardware, an even more power-ef-
ficient solution can be realized.

Flexibility and Feedback Receiver Perspectives

Another clear advantage of the sub-band archi-
tecture is that each sub-band DPD block can 
be switched on or off according to the induced 
emission levels at these sub-bands, as well as 
possible band- or area-specific emission limita-
tions. The overall DPD architecture in Fig. 2 has 
a configuration unit that can activate/deactivate 
the sub-band DPD blocks according to the input 
coming from two different sources. The first is 
the anticipated/measured spurious emissions rel-
ative to the emission limits. The second source is 
the operating system parameters (power, band-
width, carrier frequencies, etc.) that are used to 
decide whether DPD is needed in the current 
system configuration. In TVWS applications, 
additional information from spectrum sensing 
and/or a TVWS database can also be employed. 
In general, this kind of flexibility in the sub-band 
DPD architecture can lead to substantial power 

4 This is based on an extension of 
the analysis done in [9], with higher 
order nonlinearities considered 
instead of only third order nonlin-
earity. Here, x1(n) and x2(n) denote 
the digital baseband waveforms of 
the two CCs.

Table 1. Quantitative running complexity and linearization performance com-
parison of full-band vs. sub-band DPD. Two 1 MHz component carriers 
separated by 30 MHz. SC-FDMA component carrier waveforms with 
QPSK data modulation.

Running complexity Performance

Coeffs Fs [MSPS] GFLOPS EVM [%] Positive IM3R [dBc]

No DPD N/A N/A N/A 2.23 30.94

Full-band DPD 24 217 43.6 0.25 46.65

Sub-band DPD 6 5 0.35 2.29 59.30
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savings, as the linearization can be tailored and 
directed only to those frequencies where inter-
modulation suppression is really needed. Such 
fl exibility is not available in the traditional full-
band DPD solutions since, by design, the pre-
distorter tries to linearize the full composite 
transmit band.

In addition to the complexity reduction and 
fl exibility of the DPD main path, the feedback 
path complexity used for DPD parameter esti-
mation is also greatly reduced. In order to esti-
mate the parameters of the positive IM3 DPD, 
as an example, we only need to observe the pos-
itive IM3 sub-band at the PA output instead 
of observing the whole signal band (including 
the IM sub-bands), which is the case with full-
band DPD. This reduction in the observation 
bandwidth reduces the cost, complexity, and 
power consumption in the feedback path, thus 
allowing the use of simpler instrumentation and 
making the approach suitable for mobile-type 
devices.

sImulAtIon And 
rF meAsurement exAmples

In order to demonstrate and quantify the perfor-
mance/complexity trade-offs between full-band 
and sub-band DPD architectures, both Matlab 
simulation and RF measurement results are 
presented in this section. We quantify the lin-
earization performance primarily through the 
obtained suppression of the spurious energy at 
the considered sub-band, while passband error 
vector magnitude (EVM) values are also report-
ed. Measurement examples with a commercial 
LTE-A mobile PA and a small-cell base station 
PA are also provided as a strong proof of con-
cept of the sub-band DPD architecture.

sImulAtIon scenArIos And results

Now we illustrate two possible applications of 
the proposed sub-band DPD solution. The first 
example shows the suppression of spurious IMD 
components in order to meet the transmitter 
spurious emission limits without applying a large 
backoff. In the second example, the sub-band 
DPD approach is used to suppress spurious IMD 
components falling onto the RX band in an FDD 
transceiver, thus preventing RX desensitization.

Meeting Spurious Emission Limits: In this 
example, a carrier aggregated LTE-A uplink sig-
nal with quadrature phase shift keying (QPSK) 
subcarrier modulation is applied to a wide-band 
parallel Hammerstein PA model of nonlinearity 
order 5, which is based on measurements of a 
real mobile PA. The carrier separation between 
the two CCs is 30 MHz. A transmit fi lter model 
based on a real measured mobile duplexer is 
also used in the simulations. The response of 
the transmit fi lter is shown in Fig. 3a. The occu-
pied bandwidth within each CC is 1 MHz, and 
the carriers are allocated such that the posi-
tive IM3 sub-band lies inside the transmit fi lter 
passband.

The sub-band DPD is tuned to predistort only 
the positive IM3 sub-band, since the negative 
one is already filtered by the transmit filter, as 
shown in Fig. 3a. The employed fi fth-order sub-

band DPD utilizes two basis functions based on 
an extended architecture of the one presented in 
[9], and each basis function is fi ltered by a three-
tap fi lter.

In the full-band DPD case, implemented for 
reference, a seventh order parallel Hammerstein 
DPD based on the indirect learning architecture 
(ILA) in [5] is used. Altogether four filters, all 
with six taps, are used in the full-band DPD. 
Three ILA iterations are used. In the full-band 
DPD, an inherent 1.5 dB backoff needs to be 
applied to the transmit path in order to account 
for the slight increase in PAPR due to the pre-
distortion, something that is not needed in the 
sub-band DPD. Therefore, for a fair comparison, 
the transmitter power levels are adjusted such 
that the output power after the PA is the same 
for both DPDs.

In Fig. 3a, the Tx power level is +18 dBm, 
and it can be seen that without applying any 
DPD processing, the transmitter clearly violates 
the spurious emission limit of –30 dBm/MHz. 
After adopting DPD processing, the spur levels 
are below the limit with both DPD architectures.

Table 1 shows a quantitative comparison of 
the complexity and performance of the full-band 
and sub-band DPDs. The complexity is clearly in 
favor of the sub-band DPD, where the required 
number of FLOPs per second (FLOPS) is sub-
stantially lower than in the full-band DPD, as 
discussed already. As for the actual linearization 
performance, both DPDs give good suppression 
for the IM3 distortion. We quantify the suppres-
sion of intermodulation power at the IM3 sub-
bands through the power ratios relative to the 
CC wanted signal power, as shown in Fig. 1 and 
defined as IM3RdB = 10 log10(Pwanted,cc/PIM3). 
The IM3R at the positive IM3 sub-band is shown 
in Table 1 for the CC allocations in Fig. 3a. The 
sub-band DPD provides better performance in 
terms of positive IM3R compared to the full-
band DPD in this particular scenario. The inband 
distortion (i.e., EVM) is also measured, where 
the full-band DPD outperforms the sub-band 
DPD. This is expected, since the full-band DPD 
linearizes the whole transmit band, including the 
main CCs. However, the EVM with the sub-band 
DPD is only around 2.3 percent, which is clearly 
enough for modulations at least up to 64-quadra-
ture amplitude modulation (QAM). Additionally, 
the EVM degradation due to the sub-band DPD, 
as compared to that without DPD, is only around 
0.06 percent.

Figure 3b shows the required MPR for differ-
ent transmission scenarios relative to maximum 
transmit power of +23 dBm, assuming duplexer 
and other connector losses of 3 dB. Both full-
band and sub-band DPDs are compared to no 
DPD, and with the allocation bandwidth per 
CC varied. A reduction of almost 8 dB in the 
required MPR can be achieved when the sub-
band DPD is used. This directly impacts the 
uplink coverage of the mobile network, as shown 
in Fig. 3c, where the percentage of the UL cov-
erage relative to the maximum coverage at +23 
dBm is shown with and without DPD, assuming 
the COST Hata propagation model. As can be 
seen, coverage extensions on the order of several 
tens of percentages can be achieved by adopting 
the sub-band DPD processing.

When a DPD is adopt-

ed, a less linear but 

more effi cient PA, which 

can operate near its 

saturation region, can 

generally be used. 

However, the overall 

power effi ciency of the 

device is only improved 

if the extra power 

consumed by the DPD 

stage is less than the 

power savings due to 

increased PA effi ciency.
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Suppressing Spurious Components at RX Band: 
In FDD transceivers, the TX spurious compo-
nents may also overlap with the RX band and 
thus desensitize the RX [4]. The proposed 
IM3 sub-band DPD solution can be effectively 
applied to relax this problem. In this example, 
the transmit signal is again a carrier aggregated 
LTE-A uplink signal with QPSK subcarrier mod-
ulation. Each CC is allocated 50 LTE resource 
blocks (RBs, 10 MHz CC bandwidth), and the 
CCs are separated in frequency by 50 MHz. The 
PA is modeled with a fifth-order Wiener nonlin-
earity, that is, a linear time-invariant (LTI) filter 
followed by static nonlinearity.

Following typical commercial duplexer stop-
band responses, the duplexer filter is modeled to 

have frequency-selective stopband attenuation of 
around 50 dB at the RX band. The desired RX 
signal is an LTE-A downlink orthogonal frequen-
cy-division multplexing (OFDM)(A) signal with 
50 RBs and QPSK subcarrier modulation. The 
spurious IMD at the positive IM3 sub-band due 
to PA nonlinearity now overlaps the RX band, 
thus interfering the desired RX signal. The ref-
erence thermal noise power level at RX input is 
–104 dBm/10 MHz, RX noise figure is 9 dB, and 
the reference sensitivity level is –93.5 dBm [1, 4].

Figure 4a shows the spectra of different signal 
components at the RX band at +20 dBm TX 
power, with and without using the proposed IM3 
sub-band DPD. The spectra are normalized rela-
tive to the thermal noise level. It can be observed 

Figure 3. Dual-carrier mobile transmitter baseband equivalent power spectra, required MPRs and UL coverage. The full-band and 
sub-band DPDs are compared to not using DPD. Full-band DPD is seventh order Parallel Hammerstein, while the sub-band 
DPD builds on third and fifth order basis functions: a) two 1 MHz CCs are transmitted with Tx power of +18 dBm; b) the 
required MPRs to meet the TX spurious emission limits are shown, without and with DPD, and with different allocated band-
widths per CC; c) UL network coverage after applying the needed backoff (MPR) to meet the emission limits are shown, in 
percentage of the full coverage at +23 dBm TX power and linear PA. The COST Hata propagation model is assumed for radio 
propagation between the mobile and the base station, assuming base station antenna height of 50 m.
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that strong spurious IMD interference leaks 
through the duplexer filter and appears at the 
RX band, hence corrupting the reception. The 
proposed sub-band DPD is able to reduce the 
unwanted emissions and push the interference 
below the noise floor.

To further quantify the performance, the 
receiver signal-to-interference-plus-noise ratio 
(SINR) is evaluated against different TX power 
levels. The obtained SINR curves with different 
TX power levels are shown in Fig. 4b. The impact 
of spurious IMD interference on the receiver 
performance can now be seen more clearly, indi-
cating that when TX power level increases above 
+14 dBm, the spurious IM3 starts to deteriorate 
the RX SINR. The sub-band DPD solution can 
enhance the SINR at the RX band by up to 15 
dB, and thus substantially extend the usable TX 
power range.

RF Measurement Examples

The sub-band DPD solution is next tested 
through actual RF measurements using a com-
mercial LTE-A mobile terminal power amplifier 
designed for LTE UL band 25 (1850–1915 MHz). 
The RF transceiver used is a National Instru-
ments (NI) PXIe-5645R vector signal transceiver 
(VST). The digital baseband waveform is first 
generated locally on the computer, then trans-
ferred to the VST to perform I/Q modulation 
at 1880 MHz. The VST output signal, with –10 
dBm power, is then fed to the mobile PA with 
output power of +20 dBm. The PA output at 
the considered IM sub-band is observed with the 
VST through a 40 dB attenuator. The observed 
and filtered baseband I/Q samples, together with 
the transmitted samples, are then used by the 
computer for DPD learning. The DPD learn-
ing is performed with a sequence of 50k samples 

after which the resulting obtained parameters are 
applied for measuring and quantifying the PA 
output. The DPD learning algorithm is based on 
an extension of [9], where now also fifth, seventh, 
and ninth order nonlinearities are considered at 
IM3 sub-band in addition to third order non-
linearities. Figure 5a shows the power spectral 
density at the PA output with and without using 
sub-band DPD. The signal used is a multiclus-
ter LTE-A signal with 1 MHz per cluster and 10 
MHz cluster separation. The intermodulation 
distortion at the considered IM3 sub-band is sup-
pressed by 20 dB with the higher-order sub-band 
DPD, and giving an additional 10 dB gain com-
pared to the basic third order sub-band DPD.

For further demonstration, another measure-
ment example using an off-the-shelf small cell 
base station PA5 is presented in Fig. 5b. In this 
example, the LTE-A cluster bandwidths are 2 
MHz each, with 8 MHz cluster separation. Here, 
both IM3 and IM5 spurs are separately predis-
torted using ninth order sub-band DPDs. The 
distortion at the IM3 and IM5 sub-bands is suc-
cessfully suppressed by 20 dB and 12 dB, respec-
tively. The power spectrum with simultaneous 
deployment of IM3 and IM5 sub-band DPDs is 
also shown in Fig. 5b, demonstrating sufficient 
spur suppression in this case as well.

Conclusions
In this article, we consider the problem of trans-
mitter power amplifier induced spurious emis-
sions with non-contiguous carrier aggregation, 
and discuss low-complexity digital predistortion 
for their mitigation in the mobile terminal trans-
mitter. For non-contiguous CA transmissions, a 
recently proposed sub-band DPD structure was 
shown to yield linearization results beyond the 
conventional full-band DPD solution, while also 

Figure 4. Using DPD to relieve RX desensitization, in the case that the TX IM3 sub-band overlaps with the RX band in an FDD 
transceiver. A fifth order Wiener PA model is used, with PA gain, IIP3, and 1-dB compression point equal to 20 dB, +17 dBm, 
and +27 dBm, respectively. The transmit signal is a CA LTE-A uplink signal with QPSK subcarrier modulation, 10 MHz alloca-
tion per CC, and 50 MHz CC spacing. A duplexer filter model with frequency selective stop band attenuation of 50 dB at the RX 
band is assumed. The desired RX signal is a 10 MHz LTE-A downlink OFDM(A) signal with QPSK subcarrier modulation: a) 
spectra of different signal components at RX band at +20 dBm TX power; b) illustration of RX signal-to-interference-plus-noise 
ratio (SINR) for different TX powers, with and without sub-band DPD.
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reducing the computational complexity substan-
tially. The example results indicate and demon-
strate that with sub-band DPD, the spurious 
emission limits can be met with much smaller 
power back-offs. Thus, by employing sub-band 
DPD, uplink coverage, throughput, and PA effi-
ciency need not be sacrificed in order to meet 
the emission limits. Sub-band DPD techniques 
can also be employed to protect the FDD ter-
minal receiver from desensitization, as well as 
to protect the primary users in cognitive radio 
networks. This article seeks to spark discussion, 
raise awareness, and catalyze further research 
in the field of reduced-complexity DPD for 
non-contiguous transmissions, in particular for 
mobile devices.
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Series Editorial

Going forward, in the updated Call for Papers for future 
issues, we have expanded the Network Testing Series 
to Network Testing and Analytics. Network analytics 

complements testing and modeling activities during not only 
the design phase of a network or system, but also the imple-
mentation and subsequent production and operation phases. 
To ensure that network and system solutions deliver their 
required service quality, a range of testing and analytics capa-
bilities and practices are required to model, measure, and eval-
uate the effectiveness of the solutions over their life cycles. 
Our newly added topics of interest include network analytics 
infrastructure, custom analytics solutions for planning, traffic 
management and overall improvement of network infrastruc-
ture and operations, network performance monitoring and 
diagnostics, predictive network analytics to help detect network 
and application issues, and analytic tools for troubleshooting 
and identifying root causes.

We thank the former Editor-in-Chief of IEEE Communica-
tions Magazine, Dr. Sean Moore, for his support in making the 
Network Testing and Analytics Series a reality. Also, we are 
grateful to the current Editor-in-Chief, Dr. Osman Gebizlioglu, 
for his support and guidance in extending and preparing this 
Series. As a new Series Editor, Dr. Irena Atov brings new per-
spectives from communications service providers. 

For this issue, still under the title of Network Testing Series, 
we accepted three articles from 12 submissions. These feature 
the latest developments in various areas of technology related 
to network testing, from test equipment for lab testing, mea-
surement and analysis platforms for field operational networks, 
to smartphone test frameworks for multi-path TCP under het-
erogeneous cellular and Wi-Fi networks.

Large-scale and distributed Internet measurement platforms 
are explored in the next article by Pedro Casas et al.,  “Unveil-
ing Network and Service Performance Degradation in the Wild 
with mPlane.” The authors develop applications and use cases 
for their network measurement and analysis platform, mPlane, 
and focus on highlighting and troubleshooting end-customer 
Internet issues. By deploying mPlane in both fixed-line and 
cellular operational Internet service provider networks, the 
authors illustrate how to use this measurement system to auto-
matically detect and diagnose network and service performance 
issues with very different root causes in different scenarios.

The advantages and use of field programmable gate array 
(FGPA) network platforms combined with high-level synthesis 
(HLS) tools for achieving reliable and affordable measurement 
systems for high-speed networks (10 GB/s and beyond) is investi-
gated by Mario Ruiz et al. in their article “Accurate and Afford-
able Packet-Train Testing Systems for Multi-Gigabit-per-Second 

Networks.” In this first article the authors focus on developing 
hardware-based packet-train testing solutions and explore the 
benefits of these compared to software counterparts with respect 
to accuracy and cost. Two FPGA-based testing solutions are 
developed for 1 GB/s and 10 GB/s, respectively, and their appli-
cability is illustrated in an operators’ production network. The 
results obtained with hardware development closely match the 
theoretical values, and overall, the proposed solutions provide 
consistent capacity and delay measurements, whereas the accura-
cy of the software solutions is shown to be more limited, particu-
larly at higher (multi-gigabit-per-second) data rates. 

The issue concludes with an article related to Multipath 
Transmission Control Protocol (TCP), a recently standardized 
TCP extension by the Internet Engineering Task Force, to 
allow TCP connection to use multiple paths in order to max-
imize resource usage within the network and increase redun-
dancy. The article is by Quetin De Coninck et al., with the title 
“Observing Real Smartphone Applications over Multipath 
TCP.” The authors analyze a use case, useful in the context of 
wireless networks, where smartphones can use both Wi-Fi and 
a cellular network to provide higher bandwidth. They develop 
an open source framework for automating test measurements 
in this environment, and use this framework to conduct a com-
prehensive analysis on how eight popular smartphone applica-
tions (e.g., Facebook, Messenger, Firefox, YouTube) interact 
with Multipath TCP under different network conditions.

We hope readers will find these articles useful in highlight-
ing recent developments, and as well in motivating their own 
work. We thank all authors and reviewers for contributing to 
this Series.
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Abstract

Unveiling network and service performance 
issues in complex and highly decentralized sys-
tems such as the Internet is a major challenge. 
Indeed, the Internet is based on decentralization 
and diversity. However, its distributed nature 
leads to operational brittleness and difficulty in 
identifying the root causes of performance deg-
radation. In such a context, network measure-
ments are a fundamental pillar to shed light on 
and unveil design and implementation defects. 
To tackle this fragmentation and visibility prob-
lem, we recently conceived mPlane, a distrib-
uted measurement platform that runs, collects, 
and analyzes traffic measurements to study the 
operation and functioning of the Internet. In this 
article, we show the potentiality of the mPlane 
approach to unveil network and service degrada-
tion issues in live operational networks, involving 
both fixed-line and cellular networks. In particu-
lar, we combine active and passive measurements 
to troubleshoot problems in end-customer Inter-
net access connections, or to automatically detect 
and diagnose anomalies in Internet-scale services 
(e.g., YouTube) that impact a large number of 
end users.

Introduction
Since the early days of the Internet, network 
measurements have always constituted a pil-
lar in understanding the behavior of the net-
work, especially when something goes wrong. 
To address this issue we recently conceived 
mPlane, a large-scale network measurement 
and analysis framework. mPlane is a distributed 
measurement architecture to coordinate traffic 
measurements, with built-in support for iterative 
measurement and, most of all, automated and 
advanced analysis. Probes, which perform mea-
surements; Repositories, which store, aggregate, 
correlate, and analyze them; and a Supervisor, 
which orchestrates components are the basics 
of mPlane. Reasoners are intelligent building 
blocks that extract knowledge, and offer support 
to network administrators.

The complete mPlane architecture was previ-
ously presented in [1], where only some simple 
examples of applications were discussed. In this 

article, we briefly recall the mPlane architecture. 
Then we fully develop use cases that focus on 
highlighting and troubleshooting on end-custom-
er Internet issues. In particular, we show how 
to use mPlane to detect and diagnose network 
and service performance degradation events in 
operational Internet service provider (ISP) net-
works, exploiting the richness of the measure-
ments mPlane probes perform, and the analysis 
capabilities in terms of anomaly detection. We 
focus on three different case studies:
•	Diagnosis of performance degradation in 

end-customer Internet access connections 
using hybrid measurements

•	Detection and diagnosis of service availabili-
ty issues in cellular networks

•	Detection and diagnosis of quality of experi-
ence (QoE)-relevant issues in YouTube
We additionally present a fourth analysis sce-

nario in which we implement a proximity loca-
tion service to analyze inter-AS paths between 
selected servers (e.g., YouTube servers, Face-
book servers, etc.), based on distributed active 
measurements through RIPE Atlas.

After briefly summarizing related platforms 
in the second section, we give an overview of the 
mPlane architecture. We then provide details 
on the operational ISPs considered in the case 
studies and detailed traffic datasets. The results 
obtained in the application of the deployed 
mPlane framework are then presented. Finally, 
we conclude the article.

Related Platforms
Many measurement platforms have been pro-
posed in the past, such as iPlane [2], PerfSONAR 
[3], and RIPE Atlas.1 Each of them targets spe-
cific needs, and focuses mostly on the monitor-
ing of the network layer, relying exclusively on 
active measurements. For instance, iPlane focus-
es on network topology discovery via traceroute 
measurements to build a predictive model of 
path latency; PerfSONAR and RIPE Atlas offer 
active measurements from a distributed platform 
(throughput, ping, traceroute, etc.), to again 
monitor network paths. They offer limited pro-
cessing capabilities or algorithms for advanced 
diagnosis, even if it is possible to run (custom) 
algorithms on top of collected measurements. 

Unveiling Network and Service Performance 
Degradation in the Wild with mPlane

Pedro Casas, Pierdomenico Fiadino, Sarah Wassermann, Stefano Traverso, Alessandro D’Alconzo, Edion Tego, Francesco Matera,  
and Marco Mellia
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For instance, Calyam proposed an anomaly 
detection system specifi cally designed to be inte-
grated on top of PerfSONAR measurements [4].

The mPlane platform is instead specifically 
designed to integrate existing and new measure-
ment probes. Indeed, mPlane already integrates 
RIPE Atlas, so it is possible to instrument RIPE 
measurements from an mPlane reasoner. In 
addition, mPlane offers support for passive and 
hybrid measurements. For instance, in this article 
we leverage passive measurements collected by 
Tstat [5] to compare with active test and to feed 
the anomaly detection algorithms with rich infor-
mation about the status of complex platforms, 
such as the YouTube infrastructure. Note that 
capturing and processing passive measurements 
in operational networks such as those analyzed in 
this article pose a much more complex problem 
in terms of volume and analysis techniques than 
relying on pure active measurements.

Besides coordinating probes, mPlane offers 
storage capabilities, where data can be collected 
and processed by analytic components, which, 
for instance, integrate methodologies to iden-
tify anomalies. Furthermore, mPlane does not 
target the monitoring of the network layer only. 
For instance, we show its ability to monitor con-
tent delivery networks, and their direct impact on 
end-user QoE. In summary, mPlane is the first 
fl exible, open, and intelligent platform to aim at 
providing monitoring and analysis capabilities for 
Internet services at large, and not only of pure 
network layer problems.

Considering anomaly detection algorithms, 
many proposals are present in the literature — 
see, for instance, the survey of Chandola [6]. 
Most of them could easily be integrated into 
mPlane. The most innovative part offered by 
mPlane is the ability to design complete work-
flows, where actions can be triggered as a con-
sequence of alarms, and domain knowledge 
can easily be integrated. This goes in the same 
directions as the proposal by Kanuparthy in [7, 
8], where the Pythia system is introduced; still, 

different from mPlane, Pythia focuses mainly on 
network path troubleshooting, relying exclusively 
on active measurements.

system descrIPtIon,
comPonents And APProAch

The proposed distributed platform is an instance 
of the more generic mPlane architecture. The 
mPlane monitoring system is composed of four 
different entities: probes, repositories, supervisor, 
and reasoners. They interoperate thanks to a 
standard protocol, and are logically organized 
into three layers in Fig. 1.

The Measurement Layer: Consists of probes 
located at vantage points within the monitored 
networks, which typically generate large amounts 
of measurement data. The system supports active 
measurements (e.g., ping or traceroute, pas-
sive measurements (e.g., the analysis of traffic 
fl owing on a link), and hybrid measurements (e.g., 
the passive observation of active probing traf-
fic). Measurement campaigns may be triggered 
on demand, with results returned as soon as the 
measurement is completed, or be run contin-
uously, with results periodically exported into 
an mPlane repository to limit the storage utili-
zation at the probe. For this specific instantia-
tion of mPlane, the measurement layer includes 
the RIPE Atlas active platform using so-called 
mPlane proxies [1].

The Analysis Layer: Consists of repositories, 
which collect and aggregate data generated by 
the probes. Apart from the storage capacity, the 
analysis layer is provided with a set of analysis 
modules that process the data imported from the 
probes. Such processing may involve filtering, 
grouping, aggregation of the raw data import-
ed from the probes, or more complex analytics 
such as anomaly detection. The results are a 
higher level of aggregation and visibility on the 
monitored network, and can be directly accessed 
through a standard queryable SQL-like interface.

The Coordination Layer: Consists of the 

The proposed distrib-

uted platform is an 
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generic mPlane archi-
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monitoring system is 

composed of four dif-
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a standard protocol, and 

are logically organized 

into three layers.
Figure 1. The distributed measurement platform following the mPlane architecture for ISP network 

troubleshooting and its workfl ow. Green arrows correspond to both active and passive measure-
ments. Black arrows correspond to measurement data that are exported from probes to repositories. 
Red arrows correspond to anomaly notifi cation reports. Blue arrows depict the requests made by 
the Supervisor to trigger deeper data analysis, using, for example, external distributed measurement 
frameworks such as RIPE Atlas.
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supervisor and the reasoner. The fi rst orchestrates 
probes and repositories. The latter receives out-
put of analysis modules, and may trigger alarms 
or initiate additional operations in a reactive 
fashion (e.g., perform additional on-demand 
measurements to investigate the anomaly).

As indicated in Fig. 1, the measurement layer 
is decomposed into three different measure-
ment approaches: hybrid measurements com-
bine active and passive measurements, and are 
used in the analysis of end-customer Internet 
access connections; passive measurements are 
instrumented by deploying sniffers at points of 
presence (PoPs) aggregating a large number of 
customers; fi nally, active measurements are per-
formed through both the RIPE Atlas and the 
IQM platforms.

meAsurement comPonents

In more detail, the passive probe used in all 
fi xed-line scenarios is Tstat [5]. Tstat is an open 
source packet analyzer capable of monitoring 
links up to several gigabits per second speed 
using commodity hardware. It extracts informa-
tion about both TCP and UDP traffic flows at 
all the layers of the protocol stack, from simple 
fl ow size, or RTT average and standard deviation 
[9], up to layer 7 data (i.e., application-related). 
When considering cellular networks, we rely on 
the METAWIN passive monitoring probe [10], 
which is capable of handling the complete 3GPP 
protocol stack.

We use two different active platforms: RIPE 
Atlas probes and Internet QoS Measurement (IQM) 
probes.2 Both probes are capable of RTT and path 
measurements using ping and traceroute tools; in 
addition, the IQM offers more complex measurements, 
for example, speed-tests and HTTP/HTTPS perfor-
mance metrics. RIPE Atlas probes are maneuvered 
through a custom interface3 that launches measure-
ments and retrieve results automatically.

As a repository, we use DBStream [11]. 
DBStream is a data stream warehouse tailored 
for large-scale traffic monitoring applications. 
It continuously analyzes the measurements 
obtained by the probes. In particular, multiple 
instances of an anomaly detection analysis mod-
ule (ADAM) run in parallel on top of DBStream, 
fl agging anomalous behaviors in different traffi c 
features. We briefl y describe ADAM next.

Finally, the mPlane Supervisor is the standard 
one, provided by the mPlane Reference Imple-
mentation (RI). 4 The reasoner is a custom set of 
python code that, interacting with the supervisor, 
collects the output of the analysis module, and 
eventually starts measurement for further inves-
tigations.

AnomAly detectIon And dIAgnosIs

ADAM [12] is an mPlane analysis module that 
detects unusual deviations in the probability dis-
tribution of a monitored feature over time. In 
short, the ADAM base algorithm detects anoma-
lies based on the degree of similarity between the 
distribution of a feature as currently observed, 
and a set of distributions describing the normal 
behavior of the monitored feature (i.e., a base-
line). The latter is built through a progressive 
refinement heuristic, which takes into account 
the structural characteristics of traffic such as 

time of day variations, presence of pseudo-cy-
clic weekly patterns, and long-term variations. 
The baseline thus evolves over time to adapt 
to the dynamics of the system. The similarity 
between distributions is computed on the basis 
of a symmetric extension to the well-known Kull-
back-Leibler divergence. When the difference is 
bigger than an (adaptive) confi dence threshold, 
ADAM raises an alarm. More details on ADAM 
can be found in [12], where we apply the same 
base algorithms to detect anomalies in content 
delivery network (CDN) services.

Multiple instances of ADAM run in parallel, 
each analyzing multiple traffic features at the 
same time. We split the monitored features into 
two groups, referred to as symptomatic and diag-
nostic features. Symptomatic features are defi ned 
such that their abrupt change directly correlates 
to the presence of abnormal and potential-
ly harmful events. Diagnostic features provide 
contextual details of the anomalies, pointing to 
their root causes. In a nutshell, by locating those 
diagnostic signals that show a change at the same 
time or same temporal scope as the detected 
anomaly, one gets a more targeted and specific 
indication of which features might be causing the 
anomaly.

AnAlysIs workflow

The detection and diagnosis of anomalies runs 
as a continuous process. The supervisor instructs 
passive probes to run continuously, measuring 
and exporting the obtained data to the DBStream 
repository. When an alarm is triggered, the rea-
soner can instruct active probes to run further 
measurements. The measurement and analysis 
workfl ow depends on the specifi c case study, but 
apart from particular instrumentation details, 
all the scenarios follow the same basic steps, 
described in Fig. 1.

Step 1 — Passive Traffi c Monitoring: Passive 
probes are deployed at vantage points. In the 
case of large-scale service monitoring, probes are 
deployed at PoPs aggregating a large number of 
customers, and their real traffi c is captured, dis-
carding all privacy-sensitive information.5 In the 
case of end-customer access monitoring, Tstat 
is installed at the same server that instantiates 
active measurements (a simple FTP server used 
for speed tests), resulting in the aforementioned 
hybrid measurement approach.

Step 2 — Active Probing: Active probes scat-
tered in the ISP (five per region) continuous-
ly perform speed tests to measure the available 
bandwidth on the network paths reaching the ISP 
customers, periodically downloading (uploading) 
fi les from (to) the FTP server. Active probes log 
the achieved application layer throughput, trans-
ferring the results to the same DBStream repos-
itory.

Step 3 — Detection of Anomalies: Multiple 
instances of ADAM run on top of DBStream, 
analyzing a set of features. As soon as an abrupt 
change is detected in a symptomatic feature, an 
alarm is raised to the reasoner.

Step 4 — Correlating Multi-Source Mea-
surement Data: When alarms suggesting unex-
pected performance degradation are detected, 
the reasoner runs correlation analysis (e.g., fac-
tor analysis) to investigate which features show 

2 IQM probes are directly deployed 
by the ISP.

3 https://github.com/pierdom/
atlas-toolbox.

4 https://github.com/fp7mplane/
protocol-ri

5 The deployment and the infor-
mation collected for this has been 
approved by the ISP security and 
ethics boards.
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a similar abrupt change. Correlated features 
are then compared against a catalog of known 
anomaly patterns or signatures, and if a match is 
found, the most probable cause(s) are reported 
to the network operator.

Deployment and Datasets
For the sake of end-customer connection moni-
toring, we deployed active probes in more than 
30 locations scattered in the operational coun-
try-wide network of the ISP. As regular custom-
ers, active probes connect to the network using 
an asymmetric DSL (ADSL) or fiber to the home 
(FTTH) access technology. The FTP server is 
installed in the ISP data center. This ISP offers 
three configurations for ADSL connections 
(U-1 Mb/s/D-16 Mb/s, U-1 Mb/s/D-12 Mb/s, 
and U-0.5Mb/s/D-8Mb/s) and one for FTTH 
(U-10Mb/s/D-10Mb/s). Each probe periodically 
runs a speed test by uploading (downloading) 
files of predefined size, measuring the applica-
tion layer throughput. Tstat runs on the same 
server where the FTP is, and logs each TCP flow 
related by the active tests. We ran the system 
for three months (February 1–April 30, 2014), 
observing the time series of application-layer 

throughput. Speed tests are scheduled every 4 
min, resulting in a total dataset of 1.2 million 
speed test reports produced by the active probes, 
and as many TCP entries in the log generated by 
Tstat.6

For the analysis of cellular network traffic and 
service availability, that is, the possibility for a 
client to obtain a response from servers of given 
service, we deployed the METAWIN passive 
probe at the core of a cellular ISP network in 
the EU. Traffic flows were captured at the well-
known Gn interface for two consecutive days in 
mid-2014. In this case study, we only consider 
Domain Name System (DNS) traffic. The DNS 
is the core component of the Internet, providing 
flexible decoupling of a service’s domain name 
and the hosting IP addresses. Anomalies in Inter-
net-scale services are likely to change the normal 
DNS usage patterns. For example, users access-
ing a temporarily unreachable service would gen-
erate a new query at every connection retry. For 
that reason, we extract features derived from the 
DNS, including frequency of DNS requests, error 
codes, and so on.

Finally, QoE-based service performance anal-
ysis is performed again using Tstat, which pas-
sively monitors traffic from a PoP where there 
are 30,000 residential customers. We focus on 
the analysis of YouTube traffic, which we extract 
using Tstat classification modules. The complete 
dataset corresponds to four weeks of YouTube 
video traffic flows captured during the second 
quarter of 2013.

Results and Discussion

In this section we report some of the results 
obtained with the deployed mPlane framework 
in the aforementioned case studies. Due to 
lack of space we do not provide a fully detailed 
description on the complete diagnosis process 
for the presented scenarios, but refer the inter-
ested reader to https://www.ict-mplane.eu/public/
public-deliverables (reports D4.1-4) for further 
details.

Combining Active and Passive Measurements

For the sake of brevity, we report here two 
examples of anomalies that could be present in 
ADSL access links: low SNR in ADSL channels 
and path congestion.

Low SNR in ADSL Lines: Figure 2 (top) 
reports the evolution over time of the throughput 
measured by an active probe accessing the ISP 
network through a U-1 Mb/s/D-16 Mb/s ADSL 
interface for two days.7 Observe that the down-
load throughput curve appears to be noisy during 
the first day, while after midnight, the ADSL line 
was re-calibrated to U-1 Mb/s/D-8 Mb/s. After 
then, speed test measures are much more sta-
ble over time. By correlating such output with 
the statistics provided by Tstat, we notice a fairly 
large fraction of retransmitted segments during 
the first day (center), and a constant coefficient 
of variation of the RTT (bottom). The absence 
of evident day-night patterns let us exclude that 
this situation might be due to network conges-
tion, since this typically emerges only during 
peak periods.

The most probable cause for this anomaly is 
the occurrence of low signal-to-noise ratio (SNR) 

6 Access lines for experiments 
are devoted to test only, with no 
actual customer using those. As 
such, the testing traffic has mini-
mal interference with customers’ 
traffic that crosses the same path 
to the FTP server. Similarly, no 
privacy issues are raised.

7 The throughput reported in 
the plots is below the nominal 
bandwidth since it is measured 
at the application level.

8 SNR and BER can be read from 
SNMP measurements as defined 
by RFC 2662.

Figure 2. Evolution of time of the throughput measured by one active probe 
(top), the number of retransmitted segments (center), and the coefficient 
of variation of the RTT (bottom). U-1 Mb/s/D-16 Mb/s ADSL probe.
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events at the physical link, which can lead to 
large bit error rate (BER).8 Losses due to noise 
cause TCP congestion control to (randomly) 
slow down the download. The confirmation of 
this hypothesis is given by the second half of the 
plots in Fig. 2, when the ADSL modem automat-
ically reduces the downlink capacity to improve 
the SNR (i.e., negotiating 8 Mb/s instead of 16 
Mb/s), thus considerably reducing the packet loss 
rate and making RTT measurements more sta-
ble.

Congestion in the Network: Figure 3 (top) 
reports the evolution over time of the through-
put measured by second active probe (U-1 
Mb/s/D-12 Mb/s ADSL). During both days, a 
clear degradation in throughput is detected, with 
stable values during the night, that is, when the 
network is typically lightly loaded. Conversely, 
available capacity greatly decreases during peak 
time. This suggests that congestion may appear 
in the path toward the FTP server. By inspecting 
the statistics provided by Tstat at the server side, 
we confirm this intuition. Indeed, notice how the 
RTT coefficient of variation (bottom) and the 
rate of retransmitted packets (center) consider-
ably increase during the peak utilization peri-
od. From verification with the ISP, such a probe 
accesses the Internet through a bottlenecked vir-
tual leased line, the available bandwidth of which 
is out of the control of the operator.

Detecting and Diagnosing Availability Issues

We now present a case study based on the detec-
tion and diagnosis of a large-scale anomaly that 
occurred in the aforementioned cellular network. 
A significant and anomalous increase in the 
number of DNS requests is observed between 
9:00 and 10:00 of the second day. Conversations 
with the network operations team revealed that 
the anomaly caused heavy stress in specific parts 
of the network. Figure 4a depicts the output of 
ADAM when applied to the distribution of DNS 
requests per device, which is defined as the symp-
tomatic feature. ADAM systematically generates 
anomaly warnings during the one hour duration 
of the anomaly.

To discover the root causes of the detected 
anomaly, we define a set of diagnostic features 
related to the class of problems we target based 
on expert know-how. In particular, we consider 
the following set of features: anonymized mobile 
device identifier (MSID), contacted DNS server 
IP, radio access technology (RAT), access point 
name (APN), type allocation code (TAC), DNS 
requested full qualified domain name (FQDN), 
device manufacturer, device operating system 
(OS), and error code of the DNS response (DNS 
rcode). The first step of the diagnosis consists of 
identifying which of these features present a sig-
nificant change in their probability distribution, 
simultaneous with the alarms generated by run-
ning ADAM on the symptomatic feature.

Figures 4b and 4c provide a closer look into 
the anomaly, comparing the output of ADAM 
when applied to two of the diagnostic features: 
the distribution requested FQDNs and the distri-
bution of devices’ OS type. Both ADAM outputs 
also flag anomalies in these two features exactly 
at the same time as the main anomaly trigger, 
suggesting that the issue might be due to spe-

cific devices (OS) querying for certain services 
(FQDN).

The next step of the diagnosis is to drill down 
into each of the dimensions that are highly cor-
related with the anomaly. This can be achieved, 
for example, by comparing the heavy hitters 
before and during the anomaly. For the spe-
cific case of the FQDN diagnostic feature, we 
observed that while some of the top elements 
present stable behavior (*.facebook.com and 
*.google.com), the FQDNs *.apple.com.akadns.
net, *.push-apple.com.akadns.net, and xy-courier.
push.apple.com show a significant increase, point-
ing to a problem in the availability of the push 
notification service deployed by Apple.

Detecting and Diagnosing QoE-Relevant Anomalies

The last case study consists of the detection and 
diagnosis of a major YouTube anomaly impact-
ing the QoE of a large number of customers 
during several days at peak load times. As the 
issue was caused by an unexpected cache selec-
tion by Google (at least according to our diag-
nostic analysis), the ISP internal RCA did not 
identify any problems inside its boundaries. As 
reported by the ISP operations team, the anoma-

Figure 3. Evolution over time of the throughput measured by one active probe 
(top), the number of retransmitted segments (center), the coefficient of 
variation of the RTT (bottom). U-1 Mb/s/D-12 Mb/s ADSL probe.
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ly occurs on Wednesday, May 8, 2013. We there-
fore focus on the analysis of the week spanning 
the anomaly, from Tuesday the 7th to Sunday the 
12th. In the following analysis, we generally use 
50 percent percentile values instead of averages 
to filter out outliers.

Figures 5a and b plot the time series of two 
different symptomatic features related to the 
YouTube download performance and to the 
end-user QoE. Figure 5a depicts the median 
across all YouTube flows of the download flow 
throughput during the complete week. There is a 
normal reduction of the throughput on Tuesday 
at peak load time, between 20 h and 23 h. How-
ever, from Wednesday on, this drop is signifi-
cantly higher, dropping way below a predefined 
bad QoE threshold of 400 kb/s, as found in [13].

To better monitor the QoE of YouTube 
videos from flow-level passive measurements, 
in [14] we introduced a novel QoE-based key 
performance indicator (KPI) defined as the 
ratio between the average download through-

put (ADT) and the corresponding video bit rate 
(VBR), b = ADT/VBR. Intuitively, when b is 
lower than 1, the player buffer becomes gradual-
ly empty, ultimately leading to the stalling of the 
playback, which is the most relevant impact on 
QoE [13]. In [14] we found that no stallings are 
observed for b > 1.25. Based on this observation, 
Fig. 5b actually confirms that the throughput 
drops, heavily affecting the user experience, as 
the time series of KPI b falls well into the video 
stalling region (i.e., b < 1.25).

To conclude, we report in Figs. 5c and 5d the 
output of ADAM for two selected features. Fig-
ure 5c considers the per /24 YouTube subnetwork 
served volume as the monitored feature. From 
Wednesday May 8 onward, ADAM alarms rise 
from 15:00 to 00:00, which correspond to a differ-
ent selection of YouTube servers done by Goo-
gle to serve the monitored customers. Figure 5d 
reports the ADAM output for the average video 
flows download rate. In this case, ADAM detects 
the anomalies only between peak hours (21:00–
23:00) from the 8th onward, coherent with the 
observations drawn from Fig. 5a. Comparing the 
changes on the served traffic volume distribution 
against those on the video flows download rate 
distribution, we observe that the server selection 
policy used by Google resulted in a QoE degra-
dation only during peak hours on high load days. 
This suggests that either the selected servers were 
not correctly dimensioned to handle traffic load 
peaks, or there is some heavy network congestion 
at peak time in the paths from the selected Goo-
gle servers to the customers.

To unveil this kind of Internet paths perfor-
mance issue within mPlane, we next propose a 
technique to perform direct traceroute mea-
surements in the downlink direction, from the 
Google servers to the customers (i.e., a reverse 
traceroute). Our technique avoids relying on IP 
spoofing (normally blocked by many ISPs), as 
done in previous work [15].

Distributed Active Measurements for Path Analysis

To analyze the performance of server-to-costum-
ers Internet paths in the most general scenario 
using mPlane, we rely on the RIPE Atlas dis-
tributed active measurements framework. We 
developed DisNETPerf, a distributed Internet 
paths performance analyzer, to perform direct 
traceroute  measurements in the downlink 
direction. In a nutshell, given a certain source 
server IP address IPs, and a destination customer 
IP address IPd, DisNETPerf locates the closest 
RIPE Atlas IPDNP probe to IPs, and periodical-
ly launches traceroutes from IPDNP to IPd, 
collecting different path performance statistics 
including RTT per hop, end-to-end RTT, losses, 
and so on.

Figure 6 (right) depicts the overall idea 
behind DisNETPerf. DisNETPerf uses a com-
bined topological and geographical-based dis-
tance, as probes are located first by AS, Border 
Gateway Protocol (BGP) routing proximity, 
and then propagation delay. The selection of 
IPDNP works as follows: given IPs, we select all 
the probes in the same AS (or neighbor ASs if 
no local probes are found) and launch standard 
ping measurements toward IPs. We consider the 
probe with the smallest minimum RTT as IPDNP.

Figure 4. Output of the distribution-based detector for a — the symptomatic 
features (DNS query count per device) and two diagnostic features (b 
— FQDN and c — OS type). All the plotted features exhibit distribution 
changes during the anomalous event: a) ADAM output for the symp-
tomatic feature; b) ADAM output for the diagnostic feature FQDN; c) 
ADAM output for the diagnostic feature OS type.
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We say that the probe selected by DisNET-
Perf is a good probe w.r.t. IPs and IPd if the net-
work path from IPDNP to IPd is highly similar 
to the path from IPs to IPd. Similar to [16], we 
define path similarity as the fraction of common 
links among both paths. Formally, we use the 
index route similarity (RSIM), defined as

=
×

RSIM IP IP IP
common links IP IP IP
total links IP IP IP

( , , )

     
2 _ ( , , )

_ ( , , )

DNP s d

DNP s d

DNP s d      

(1)

where common_links refer to the links shared 
in common by both paths, and total_links to the 
total number of links for both paths. Note that 
links can be defined at multiple granularities; 
in particular, for these evaluations we consid-
er links at the AS level, the PoP level, and the 
router interface (IP) level. IPs to AS mapping 
is done through the IP-to-ASN service provided 
by Team Cymru,9 whereas IPs to PoP mapping 
is achieved through the datasets made available 
by iPlane [2].

In Fig. 6 (left) we present evaluation results 
showing the applicability of DisNETPerf in terms 
of path similarity. The goal of the evaluation is to 
investigate whether the probe selection approach 
used by DistNETPerf obtains probes that pres-
ent the most similar path to the one we want 
to actually monitor. We use RIPE Atlas probes 
as source and destination (i.e., IPs and IPd) in 
order to compute the real path (i.e., the ground 
truth) between source and destination. In the 
evaluation, we randomly select 100 RIPE Atlas 
source probes IPsi, i = 1, ...,100, and consider a 
single fixed destination probe IPd. For each of 
the sources IPsi we run DisNETPerf to locate 
the 100 closest probes IPDNPi, and obtain both 

the ground truth path going from IPsi to IPd 
and the DisNETPerf path going from IPDNPi to 
IPd, and compute the RSIM index RSIM(IPDNPi, 
IPsi, IPd), i = 1, ..., 100. We compute RSIM for 
AS level, PoP level, and IP level, and plot the 
CDFs for the three cases. Results are reported 
for two different groups, the former, in which 
RSIM(IPDNPi) and IPsi are located in the same 
AS (black dotted lines), and the latter, in which 
RSIM(IPDNPi) is located in a neighbor AS (red 
solid lines). When considering paths at the AS 
level, there is a significant difference between the 
groups, and the case of the same AS co-location 
results in near optimal results. Nevertheless, we 
observe that about 60 percent of the tests yield 
an RSIM index > 0.5. Finally, we observe that 
probes selected by DisNETPerf generally corre-
spond to paths with the highest similarity to the 
ground truth ones. Indeed, in more than 84 per-
cent of the tests performed, RSIM(IPDNPi) results 
in the highest RSIM index among all the selected 
candidates.

Concluding Remarks
Unveiling network and service performance 
issues in complex and highly decentralized sys-
tems such as the Internet is a major challenge. 
mPlane provides a distributed measurement plat-
form, which, among other applications, can be 
used to shed light on such performance issues. 
By deploying mPlane in both fixed-line and cel-
lular operational ISP networks, we have shown 
how to use this powerful and novel framework to 
automatically detect and diagnose performance 
issues with very different root causes in different 
scenarios. Finally, note that all the software tools 
used in this article are publicly available at the 
mPlane project website (https://www.ict-mplane.

Figure 5. Detecting a QoE-relevant anomaly in a real ISP. There is a clear drop in the download flow throughput from Wednesday 
till Friday at peak load hours, between 20 h and 23 h. The additional drop in the QoE-based KPI b reveals a significant QoE 
degradation. The anomalies are flagged by ADAM in the selected symptomatic and diagnostic features: a) median of the flow 
download throughput per hour for all YouTube flows; b) median of b KPI per hour for all YouTube flows; c) anomalies in traffic 
volume served by YouTube /24 subnets; d) anomalies in the video flows average download throughput across YouTube users.
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eu/). We refer the interested reader to https://
www.ict-mplane.eu/public/use-cases for more 
details on how mPlane is applied to many other 
relevant use cases.
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Abstract

Communication networks these days face a 
relentless increase in traffic load. Multi-gigabit-
per-second links are becoming widespread, and 
network devices are under continuous stress, 
so testing whether they guarantee the specified 
throughput or delay is a must. Software-based 
solutions, such as packet-train traffic injec-
tion, were adequate for lower speeds, but they 
have become inaccurate in the current scenar-
io. Hardware-based solutions have proved to 
be very accurate, but usually at the expense of 
much higher development and acquisition costs. 
Fortunately, new affordable FPGA SoC devic-
es, as well as high-level synthesis tools, can very 
efficiently reduce these costs. In this article we 
show the advantages of hardware-based solu-
tions in terms of accuracy, comparing the results 
obtained in an FPGA SoC development plat-
form and in NetFPGA-10G to those of software. 
Results show that a hardware-based solution 
is significantly better, especially at 10 Gb/s. By 
leveraging high-level synthesis and open source 
platforms, prototypes were quickly developed. 
Noticeable advantages of our proposal are high 
accuracy, competitive cost with respect to the 
software counterpart, which runs in high-end 
off-the-shelf workstations, and the capability to 
easily evolve to upcoming 40 Gb/s and 100 Gb/s 
networks.

Introduction
Our day-to-day activities are becoming more 
and more dependent on communication net-
works: social networks, mobile apps, e-com-
merce, and  so on. Such widespread use of 
communications has implications at both the 
access and server sides of the network. At the 
access side, it drives the development of faster 
access technologies, such as 10 gigabit passive 
optical networking (10G-PON) or fourth gen-
eration (4G) and beyond mobile networks. At 
the server side, it causes exponential increases 
in network traffic being faced by data centers. 
As a result, network testing is today more nec-
essary than ever, because networking equip-
ment is over-stressed due to the huge amount 
of traffic. However, network testing is becoming 
a complex and expensive task at this traffic load 
operating point.

We note that the main measurement param-

eters for assessing the quality of Internet access 
services are, according to [1], upload and down-
load speed, packet loss rate (PLR), delay, and 
jitter. As link speed grows, measuring these 
parameters is not only more difficult, but also 
calls for testing devices that must provide unprec-
edented accuracy. For example, the transmission 
of a minimum-size Ethernet frame takes only 67 
ns at 10 Gb/s. Apart from the difficulties of mea-
suring at such small timescales, switching time 
is no longer negligible, making it imperative to 
include the switching equipment within the test 
scope as well.

In order to measure these network parame-
ters on a device under test (DUT) such as a net-
work switch or router, or a set of chained DUTs 
such as a network path, we propose using the 
packet-train technique. This technique has prov-
en to be effective and highly immune to inter-
ference such as cross-traffic load at end-user 
equipment [2]. Unfortunately, current software 
tools are severely constrained when it comes to 
performing this type of measurement at high 
speeds (e.g., 10 Gb/s), even if they run at kernel 
level in the operating system.

In this article we show the shortcomings of 
software-based solutions and how to overcome 
such limitations using a hardware-based solu-
tion. The new field programmable gate array 
(FPGA) system on  chip (SoC), which combines 
a powerful microcontroller and a programma-
ble logic fabric, can be used to develop accurate 
and affordable testing devices for high-speed 
networks. Moreover, we also show how open-
source platforms and high-level synthesis (HLS) 
can efficiently offset the well-known difficulties 
of FPGA development.

Certainly, the benefits of using FPGAs 
in multi-gigabit-per-second networks are well 
known. However, previous works in the net-
work testing area are scarce and mainly focus 
on replacing configurable traffic generators [3, 
4]. Probably the closest proposal to ours is [5], 
which uses FPGAs to test networking equip-
ment according to RFC 2544 [6]. However, such 
work considers only 1 Gb/s networks, and no 
previous state-of-the-art work considers accu-
rate time synchronization mechanisms such as 
GPS, which is needed to accurately measure 
one-way delay and jitter in a distributed way. 
Finally, the benefits of using high-level languag-
es for networking applications are beginning to 

Accurate and Affordable 
Packet-Train Testing Systems for 

Multi-Gigabit-per-Second Networks
Mario Ruiz, Javier Ramos, Gustavo Sutter, Jorge E. López de Vergara, Sergio López-Buedo, and Javier Aracil

Network Testing

Network testing is 
today more necessary 
than ever, because 
networking equipment 
is over-stressed due 
to the huge amount 
of traffic. However, 
network testing is 
becoming a complex 
and expensive task at 
this traffic load operat-
ing point.

The authors are with Universidad Autónoma de Madrid.
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be recognized, as shown in [7] where such meth-
odology has been used to implement a 10 Gb/s 
TCP/IP stack in FPGA.

Hence, we propose the use of novel FPGA 
SoCs as a means of comprehensively testing 
network equipment with packet trains. The 
most remarkable novelties of this work are: 
first of all, we show that very accurate results 
can be obtained at both 1 and 10 Gb/s, using 
two proof-of-concept designs. Second, FPGA 
SoCs can be used to implement very cost-ef-
fective testing appliances, featuring a mini-
mal component footprint and reduced power 
consumption, which could easily be deployed 
across the whole network. Moreover, we 
also quantify how inaccurate software-based 
solutions can be at multi-gigabit-per-second 
speeds, unless the corresponding hardware aid 
comes into play. Finally, we also show the ben-
efits of open source platforms and high-level 
synthesis in order to reduce FPGA develop-
ment time and cost, thus making programma-
ble logic competitive with software in terms of 
design productivity.

The rest of this article is structured as follows. 
First, we show two network testing use cases 
where the presented solutions have proven use-
ful. Then the packet-train measurement tech-
nique is explained. Next, both the software and 
hardware approaches are described in detail. A 
performance evaluation follows, whereby both 
implementations are compared and discussed. 
Finally, some conclusions and an outlook of 
future work are provided.

Use Cases
The range of application of high-speed net-
work testing tools is very diverse. The typical 
use case focuses on testing the capabilities of 
network equipment. However, this testing can 
also be extended to other scenarios, where it 
is necessary to perform distributed measure-
ments along a network path. Moreover, such 
testing must be performed continuously in time 
to monitor the network QoS parameters. Next 
subsections provide two examples where this 
type of distributed continuous testing has been 
applied, apart from the usual testing of net-
work equipment.

Service Level Verification

Nowadays we are witnessing fierce competition 
between operators to provide more bandwidth in 
the residential access link for the lowest possible 
price. In this competition for market share the 
regulators are playing their role as referees to 
enforce a given quality of service (QoS) level.

Of particular interest is the case of band-
width reselling between operators at the access 
and metro link level. There, the regulator must 
ensure that the QoS provided by the incumbent 
operator to the hiring operator meets a QoS level 
that allows the transmission of interactive multi-
media services. Since the number of potential 
users in the metro network is very large, and the 
residential bandwidth is growing at a significant 
pace, we note that the metro network switches, 
working at multi-gigabit-per-second data rates, 
must be carefully tested both before deployment 
and during operation.

Measurement of Next-Generation Elastic Optical 
Network Equipment

Elastic optical networks are being developed to 
offer the possibility of dynamically changing the 
signal modulation format and/or the spectrum 
allocation of optical data links. This dynamic 
reconfiguration capability paves the way for new 
operation models, whereby links are no longer 
statically provisioned, but dynamically adapted 
to traffic demands. Therefore, the link capacity 
must be continuously monitored in these elastic 
optical networks, to check if the underlying net-
work has reconfigured the provided bandwidth 
or not.

Packet-Pair and Packet-Train 
Techniques for Network Measurements

Once we have motivated the need for high-speed 
network testing, we propose to use the pack-
et-train technique, which is an evolution from 
the previous packet-pair technique. Packet-pair 
[8] is an active measurement method based on
sending multiple packet pairs from a source to
a destination endpoint in order to estimate the
corresponding QoS parameters. Each pair is
composed of equally sized packets, sent back to
back at the maximum allowed speed in a link
or end-to-end path. At the receiver side, packet
dispersion is analyzed to estimate the capacity.
As it turns out, packet-pair techniques are prone
to both capacity underestimation and overesti-
mation due to interfering traffic, because only
two packets are used in the measurements. How-
ever, packet-trains [9] provide better accuracy
and robustness, simply because more packets are
involved in the measurement, and the resulting
train is less sensitive to cross-traffic interference
than the corresponding pair.

In packet-train techniques, a group of N pack-
ets is sent back to back from a sender to a receiv-
er, and the average dispersion of the N packets is 
used to calculate the capacity, as shown in Fig. 1. 
Additionally, one-way delay (OWD), jitter, and 
PLR may also be estimated by including time-
stamps and sequence numbers on the packets. 
Increasing the number of packets in the train 
provides immunity against interfering traffic but 
also increases the measurement load in the mea-

Figure 1. Representation of the packet-train technique.
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sured network. We note that this technique is 
based on fl ooding the link, and consequently, the 
measurement time must be kept at a minimum 
to not interfere with the rest of traffi c. Typically, 
train lengths range from 100 to 1000 packets. 
Regarding packet sizes, OWD is better mea-
sured using minimum-sized packets to reduce 
the impact of the transmission time on the esti-
mation.

softwAre-bAsed soLutIons
Traditionally, network measurements have been 
performed using specialized hardware designed 
for such a task. In recent years, several soft-
ware-based solutions that run on top of com-
mercial off-the-shelf (COTS) systems have also 
been applied for network measurement and test-
ing tasks. The latter provide a cost-effective and 
fl exible solution for the development of network 
testing probes. For instance, pktgen [10] is a 
Linux kernel module that enables the generation 
of traffic with different packet headers and pay-
loads defi ned by the user (source and destination 
medium access control, MAC, and IP addresses, 
UDP ports, etc.) and also with specifi c statistical 
features, that is, inter-arrival time and number 
of fl ows. Additionally, this kernel module adds a 
sequence number and the departure timestamp 
for each packet, which makes this tool suitable for 
throughput, OWD, jitter, and PLR measurements. 
The main drawback is that the departure time-
stamp is taken in the Linux kernel and not in the 
network interface card (NIC) itself, which adds 
measurement noise due to the transit time from 
the Linux kernel to the NIC. In high-speed links 
(10 Gb/s and beyond), we note that more pack-
ets per second must be copied to the kernel, so 
the measurement noise is more signifi cant. Thus, 
all traditional software traffic generators cannot 
exactly mimic the transmission pattern defi ned by 
the user, which severely biases the measurement 
in a high-speed scenario, as stated in [11]. Even 
if a real-time operating system is used, the inter-
ruption timer accuracy is on the order of millisec-
onds, which is far too coarse for 10 Gb/s networks.

In addition, vanilla network drivers cannot 
cope with minimum-sized packets at 10 Gb/s 
rates in neither transmission nor reception, 
which is essential for testing. Recently, high-
speed network engines have been developed [12] 
to solve this issue. For instance a software traf-
fic generator called PktGen-DPDK built on top 
of Intel’s DPDK1 framework has recently been 
released. Such a traffi c generator is able to trans-
mit either random generated packets or PCAP 
traces. Although this traffic generator provides 
10 Gb/s rates, it cannot add sequence numbers or 
transmission timestamps to the packets, so it is 
not able to measure OWD. For this reason, only 
the Linux pktgen module is considered later in 
our comparative analysis.

hArdwAre-bAsed soLutIons
For years, the use of programmable logic devices 
(more specifically, FPGAs) has democratized 
hardware design for low-volume users. Never-
theless, the complexity of designing specialized 
hardware still resides in the FPGA design fl ow, 
which is based on demanding hardware descrip-
tion languages (HDLs). To circumvent this issue, 

several promising high-level synthesis (HLS) 
tools are appearing. HLS typically uses C/C++ 
for design entry, instead of the lower-level reg-
ister transfer level (RTL) descriptions used by 
HDLs. HLS tools not only improve design pro-
ductivity, but also bring FPGA technology closer 
to networking engineers.

In order to develop a hardware-based solu-
tion that implements the packet-train technique 
exploiting HLS design tools, we have worked 
with two hardware platforms. The first one is 
used to demonstrate the feasibility of building 
accurate, affordable, low-power, and portable 
1 Gb/s network testing appliances on top of an 
FPGA SoC device. The second one, provided 
as a proof of concept for 10 Gb/s networks, is 
based on the NetFPGA2 project. For simplicity, 
we name them HwP1 and HwP2, respectively.

hwp1: ZedboArd

ZedBoard3 is a low-cost board based on a Xil-
inx Zynq SoC (XC7Z020-CLG484-1) device that 
encompasses in a single device a microcontroller 
based on a dual core ARM Cortex-A9 (referred 
to as the processing system, PS) and an FPGA 
(referred to as programmable logic, PL). The 
board has plenty of input/output connectors, with 
a standout FPGA mezzanine card (FMC) con-
nector that allows plugging complex peripherals 
to the system. Furthermore, an operating system 
such as Linux can be run in the PS, thus enabling 
complex applications to be developed. Besides, 
the PL is based on a modern and fast FPGA 
technology (Xilinx 7-Series), which allows build-
ing complex hardware peripherals in the form 
of hardware modules (also known as IP-Cores, 
from intellectual property cores). To develop the 
project, two external Gigabit Ethernet interfac-
es were used, connected to the PL through the 
FMC connector.

hwp2: netfpgA-10g
NetFPGA is an open hardware and software proj-
ect developed by Stanford and Cambridge Univer-
sities in collaboration with Xilinx. It is intended 
for rapid prototyping of computer network devic-
es. The NetFPGA-10G is based on a Xilinx 
Virtex-5 FPGA (XC5VTX240TFFG1759-2). It 
provides four SFP+ interfaces and has an 8X PCI 
Express Gen 1 interface to the host. Even though 
it can work as a standalone, it is typically attached 
to a host PC, as in our testbed. To ease the devel-
opment process, we leveraged on the current 
NetFPGA environment, using the Open Source 
Network Tester (OSNT) project [13] as a develop-
ment framework.

hArdwAre ArchItectures descrIptIon

With the aim of speeding up the hardware devel-
opment cycle and bringing it as close as possible 
to network application engineers, we have used 
HLS tools to design the prototypes, as described 
in [14]. Our tool of choice is Vivado-HLS,4 which 
generates synthesizable HDL code from a C/
C++ source along with synthesis directives. On 
the other hand, modules where timing is critical 
(operations need to be done in an exact num-
ber of clock cycles) were implemented using the 
traditional FPGA design flow based on HDLs 
(VHDL or Verilog).

1 http://dpdk.org/browse/apps/
pktgen-dpdk/

2 http://netfpga.org/

3 http://zedboard.org/

4 http://www.xilinx.com/products/
design-tools/vivado/integration/
esl-design.html
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The designs communicate with the external 
physical layer (PHY) chip by means of an AXI4-
Stream bus. The difference between both pro-
totypes is in the size of the bus transactions and 
frequency of operation (32 bits at 100 MHz for 
HwP1 and 256 bits at 156.25 MHz for HwP2).

In both architectures, depicted in Fig. 2, there 
are two key IP-Cores with similar behavior in 
the heart of the system. On one hand, the packet 
generator (1) was developed for both systems with 
the same HLS code, the only differences being 
the AXI4-Stream size and frequency of opera-
tion. Customizable options include source and 
destination MAC and IP addresses, UDP ports, 
packet size, and train length. In addition, each 
generated packet contains a sequence number, 
and it is timestamped as close as possible to the 
PHY chip. On the other hand, the accurate time-
stamp module (2) is in charge of correcting the 
clock drift. Both implementations use the pulse 
per second (PPS) signal from a GPS receiver 
as a reference to compensate the clock drift. At 
HwP1, this module is split in two parts following 
a hybrid hardware-software approach: the first 
part is a variable-rate counter implemented in 
hardware, which runs at 100 MHz. The second 
part is an algorithm that runs in the ARM pro-
cessor. Such an algorithm uses the sum of the 
previous errors to correct the rate of the counter 
and sends it back to hardware. Therefore, we can 
obtain a remarkable timestamp resolution of 10 
ns with an extremely low clock drift, thanks to 
the GPS-based error compensation. At HwP2, 
we have leveraged on the OSNT project func-
tionality, which implements a direct digital syn-
thesizer (DDS) to correct the clock drift [13]. 
The design operates at 156.25 MHz, with 6.4 ns 
resolution.

There are some differences in the architec-
tures mainly because HwP1 has a tightly coupled 
processor near the FPGA (enabling a hybrid 
hardware-software approach, as mentioned 
before), and HwP2 provides a framework with 
a library of pre-designed modules. In HwP1, fol-
lowing the hybrid hardware-software approach, 
the packet receiver (3), developed in HLS, 
receives the packets and filters them according 
to user-defined rules. Then a software program 
running on the ARM processor computes the 
network parameters. On the other hand, HwP2 
uses the infrastructure available at the NetFP-
GA framework for packet reception and a cus-
tom-developed HLS module to compute the 
network parameters (3).

In summary, our designs are good for send-
ing packet trains with the aim of measuring the 
required quality parameters (delay, jitter, loss, 
and throughput). Additionally, both designs use 
a PPS signal from an external GPS in order to 
support one-way delay and jitter measurements 
when testing in a distributed infrastructure. 
The code of both projects is freely available at 
GitHub.5

In the near future, we expect to port our 
implementation to a low-cost 10 Gb/s version 
based on Zynq SoC. Finally, it is worth remark-
ing that both hardware implementations occu-
py less than 55 percent of most of the available 
resources in the FPGA. Absolute figures of used 
resources in both solutions are shown in Table 1.

Performance Evaluation
Evaluation Testbeds

Two different performance evaluation scenari-
os have been considered for both software and 
hardware solutions. The first scenario, used for 

Figure 2. Implemented hardware architectures: a) ZedBoard at 1 Gb/s; b) NetFPGA and OSNT at 10 Gb/s.
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calibration, is based on sending measurement 
packets through an interface and receiving them 
in another interface of the same testing device in 
a loopback fashion. The second scenario is based 
on sending the measurement packets through 
an interface that is connected to the DUT — in 
our case, a Cisco Catalyst 2960-S. In the DUT, 
the measurement traffic is forwarded from one 
SFP+ port to another SFP+ port that is con-
nected to the traffic receiver interface of the test-
ing device. This scenario addresses the 10 Gb/s 
case. For the sake of completeness, the perfor-
mance analysis has been repeated for the 1 Gb/s 
case, using the same setup but connected to 1 
Gb/s DUT ports.

To evaluate the software solution, the pktgen 
module has been executed on a server running 
an Ubuntu Linux 14.04 with a 3.16.0 kernel. The 
server has two Intel Xeon E5-2620 processors with 
6 cores each, 32 GB of RAM, and an Intel 82599 
10 Gb/s NIC. For all tests the ixgbe vanilla driver 
has been used along with a pktgen 2.75 module.

All the experiments featured packet trains of 
100 and 1000 packets with frame sizes of 60, 64, 
128, 256, 512, 1024, and 1514 bytes, excluding 
frame preamble and check sequence. The exper-
iment was repeated 10 times to obtain mean and 
standard deviation for throughput and OWD. In 
the case of the pktgen module, traffic has been 
generated using a single transmission queue since 
packet sequence numbers must be correlative for 
throughput and delay measurements, and using 
multiple queues produces packet disorder [15].

Experimental Results

The throughput measurements in the 1 Gb/s 
scenario using the testing setup with the DUT 
are shown in Fig. 3a. As can be observed, results 
obtained with the hardware HwP1 prototype are 
fairly close to theoretical throughput values, and 
the standard deviation is very small. In the case 
of measurements using the software approach, 
if the train length is 100 packets and the pack-
et sizes are lower than 256 bytes, the results are 
pretty far from the theoretical values, and pres-
ent larger deviations. With sizes of 256 bytes 
and above, we observe that the empirical values 
approach the theoretical ones. For 1000-pack-
et trains, measurements are more accurate and 
present less deviation.

Figure 3b shows the throughput measure-
ments for 10 Gb/s. As in the 1 Gb/s case, the 
results for the hardware systems are very simi-
lar to the theoretical values, with low deviation. 
However, the results for the software systems 
significantly depart from the theoretical ones, 
but improve as the packet size and train length 
increase. Similar results were obtained in the cal-
ibration setup, measuring the loopback for 1 and 
10 Gb/s scenarios.

Note that for some scenarios, regulatory bod-
ies require that link measurements are performed 
using minimum-size packets, which implies that 
software solutions are infeasible. Additionally, 
thorough network device testing should generate 
traffic with packet sizes ranging from the mini-
mum size to the MTU.

Regarding OWD measurements, Table 2 
shows the estimation results for both loopback 
and switch setups at 1 Gb/s and 10 Gb/s. As can 
be observed, software measurements are far 
from the theoretical values, adding up to 150 ms 
of error in the worst case scenario — loopback 
at 1 Gb/s. If accuracy below thousands of micro-
seconds is needed, the hardware solution is the 
most suitable option. It is also worth noting that 
the hardware approach not only shows the most 
accurate results, but also presents extremely low 
variation (less than 0.01 percent), which makes it 
well suited for jitter measurements.

Calibration

We note that the measured latency in the hard-
ware development is significantly larger than 
the theoretical minimum (frame transmission 
time) in the loopback scenario. This is due to 
the different elements in the transmission chain. 
In the 10 Gb/s case, the FPGA features three 
IP cores that add latency to transmission and 
reception: the 10G MAC core, 10G attachment 
unit interface (XAUI) core, and multi-gigabit 
transceivers (MGTs). In particular, the recep-
tion MGT has an elastic buffer in order to use 
the same clock for transmission and recep-
tion, so the design is simplified. Such an elastic 
buffer will also add uncertainty to the latency 
measurement. Moreover, we note that this buf-
fer is not the only source of latency; the 10G 
MAC and XAUI cores can add up to 200 ns 
(adding transmission and reception latencies). 
Nevertheless, the main source of latency in the 
NetFPGA-10G board is the physical medium 
chip, which performs a conversion from XAUI 

Table 1. Features summary of software and hardware prototypes.

Feature SW HwP1 HwP2

Approximate cost US$5000 US$1400 US$3500

Power consumption 160 W 8.5 W 120 W

FIFO blocks (FIFO36) N/A 86 out of 140 11 out of 324

DSP blocks (DSP48E) N/A 0 out of 220 2 out of 96

Number of slices N/A 8210 out of 13,300 28,996 out of 37,440

Slice LUTs N/A 22,224 out of 53,200 79,099 out of 149,760

Slice registers N/A 24,589 out of 106,400 81,646 out of 149,760

Timestamp resolution 10 s 10 ns 6.4 ns

Designability Easy Moderate Moderate

Design time Weeks Months Months

Engineer skills needed Drivers FPGA FPGA

Maximum rate supported 10 Gb/s 1 Gb/s 10 Gb/s

Measure throughput 1 Gb/s Poor  

Measure throughput 10 Gb/s  N/A 

Measure OWD 1 Gb/s   

Measure OWD 10 Gb/s  N/A 
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to the 10 Gb/s serial electrical interface, as well 
as electronic dispersion compensation (EDC). 
Such operations add significant latency to the 
transmission/reception path. Similar consider-
ations should be taken into account for the 1 
Gb/s case.

Considering the results of Table 2, we can 
empirically infer that the aggregate delays (due 
to the reasons discussed above) linearly depend 
on the packet size. Therefore, we can use the 
loopback scenario to extract a calibration func-
tion from the delay measurements. To obtain 

such a function, we have first represented the 
scatter plot of measured data set (70 points) as 
shown in Figs. 4a for 1 Gb/s and 4b for 10 Gb/s. 
As a second step we have fitted the data using a 
linear regression, as it is the simplest method to 
calculate such a function. Finally, we have sub-
tracted this function from the theoretical one to 
obtain the calibration function. This calibration 
function was later applied to the Catalyst 2960-
S switch delay measurements, obtaining com-
parable results to those reported6 for a similar 
device.

Figure 3. DUT throughput with different packet sizes. Mean and standard deviation estimated in both software and hardware: a) 
link speed 1 Gb/s; b) link speed 10 Gb/s.
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pktgen (100 packets)
pktgen (1000 packets)
HW (100 packets)
HW (1000 packets)
Theoretical

pktgen (100 packets)
pktgen (1000 packets)
HW (100 packets)
HW (1000 packets)
Theoretical

Table 2 . Switch and loopback estimated OWD with different packet sizes and link speeds. Mean and standard deviation.

1 Gb/s 10 Gb/s

Loopback Switch Loopback Switch

Packet size 
(bytes)

# of 
packets

OWD  
pktgen (ms)

OWD HwP1 
(ms) 

OWD  
pktgen (ms)

OWD HwP1 
(ms)

OWD  
pktgen (ms)

OWD HwP2 
(ms)

OWD  
pktgen (ms)

OWD HwP2 
(ms) 

60 100
1000

29 ± 5
30 ± 7

1.890 ± 0.003
1.889 ± 0.000

38 ± 14
34 ± 5

5.149 ± 0.003
5.149 ± 0.001

17 ± 6
17 ± 5

0.883 ± 0.000
0.883 ± 0.000

17 ± 8
17 ± 6

3.79 ± 0.003
3.80 ± 0.002

64 100
1000

33 ± 9
30 ± 5

1.941 ± 0.002
1.945 ± 0.003

34 ± 6
33 ± 4

5.236 ± 0.003
5.235 ± 0.002

17 ± 7
18 ± 6

0.883 ± 0.000
0.884 ± 0.000

18 ± 5
18 ± 6

3.81 ± 0.001
3.80 ± 0.002

128 100
1000

34 ± 5
37 ± 5

2.772 ± 0.001
2.773 ± 0.003

43 ± 6 
44 ± 6

6.720 ± 0.005
6.728 ± 0.002

20 ± 5
28 ± 1

0.945 ± 0.000
0.946 ± 0.000

20 ± 3
29 ± 2

3.97 ± 0.007
3.97 ± 0.008

256 100
1000

53 ± 8 
53 ± 8 

4.437 ± 0.005
4.438 ± 0.007

59 ± 8
59 ± 7

9.425 ± 0.003
9.426 ± 0.002

35 ± 8
35 ± 8

1.069 ± 0.000
1.069 ± 0.000

34 ± 7
34 ± 9

4.20 ± 0.001
4.20 ± 0.000

512 100
1000

83 ± 13
84 ± 11 

7.763 ± 0.003
7.765 ± 0.006

92 ± 13
92 ± 11

14.793 ± 0.004
14.796 ± 0.002

59 ± 12
61 ± 11

1.317 ± 0.000
1.317 ± 0.000

58 ± 13
60 ± 10

4.65 ± 0.000
4.65 ± 0.000

1024 100
1000

122 ± 11 
123 ± 3

14.423 ± 0.002
14.424 ± 0.002

134 ± 11
135 ± 4

25.556 ± 0.003
25.555 ± 0.002

90 ± 11
91 ± 4

1.812 ± 0.000
1.812 ± 0.000 

89 ± 10
92 ± 8

5.56 ± 0.001
5.56 ± 0.000

1514 100
1000

170 ± 17 
171 ± 6

20.798 ± 0.001
20.796 ± 0.001

172 ± 47
188 ± 9

35.854 ± 0.003
35.853 ± 0.000

130 ± 16
132 ± 6

2.322 ± 0.064
2.317 ± 0.007

129 ± 15
131 ± 9

6.48 ± 0.000
6.48 ± 0.000

6 http://miercom.com/pdf/
reports/20130917.pdf

http://miercom.com/pdf/reports/20130917.pdf
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Conclusions and Future Directions

The increasing speed of communication networks 
poses a serious challenge for testing. In this arti-
cle we present the advantages of FPGA technol-
ogy to implement accurate and affordable testing 
appliances for high-speed networks. Although 
software-based solutions are undoubtedly the 
most convenient approach in terms of deploy-
ment and development costs, we have shown that 
the non-determinism of software severely limits 
the accuracy of such solutions at multi-gigabit-
per-second speeds. Moreover, non-determinism 
arises in the NIC itself and its connection to the 
system (PCIe, chipset), so using GP-GPU accel-
erators or multi/many-core architectures does 
not help to solve such an issue.

The solution proposed in this article is to use 
new FPGA SoC devices. On one hand, the FPGA 
fabric can be used to implement an accurate net-
work measuring system. But accurate network 
measuring is not enough to create a full-fledged 
network testing appliance. A microprocessor on 
which to run the testing software and its under-
lying operating system is needed. This is where 
the high-performance microcontroller embedded 
in the FPGA SoC device plays an essential role, 
providing a hybrid hardware-software approach. 
On the other hand, FPGA SoCs only require a 
reduced number of external components in order 
to create a complete appliance, and its price and 
power consumption are low enough to consider 
massive deployment of these appliances through-
out the whole network. For example, the price of 
a Xilinx XC7Z015 device is around US$100, and 
this device has the capability of implementing a 
10 Gb/s Ethernet network port by means of an 
XAUI interface.

In order to assess the benefits of FPGA mea-
suring systems for high-speed networks, we have 
developed two proof-of-concept designs. The 
first one runs at 1 Gb/s and is based on the Zed-
Board development platform. The second one 
runs at 10 Gb/s on top of NetFPGA-10G. We 
have chosen the packet-train technique to per-

form the measurements due to its well-known 
features of accuracy, interference immunity, and 
low network overhead during testing. With the 
help of these two proof-of-concept designs, we 
have shown the advantages of hardware solutions 
in terms of determinism and accuracy when com-
pared to the software alternative.

Table 1 provides a qualitative and quantitative 
summary of this hardware vs. software compari-
son. As made clear in Fig. 3, software solutions 
only provide good accuracy for throughput mea-
surements at 1 Gb/s and when using large packet 
sizes. At 10 Gb/s the software accuracy is very 
poor, even if using kernel-level approaches such 
as the one evaluated in this article.

In Table 1, it is stated that the develop-
ment time for the FPGA prototypes has been 
just months. It is well known that FPGA devel-
opment is very costly, not uncommonly having 
development times as long as one year. Anoth-
er contribution of this article is to present the 
benefits of open source platforms and high-level 
synthesis for improving FPGA design produc-
tivity. We have shown how high-level synthesis 
could significantly ease the development of the 
network parameter calculation core. Addition-
ally, using an open source platform as a starting 
point, the development time of the 10 Gb/s pro-
totype may be significantly reduced.

Regarding costs and power consumption, the 
results presented in Table 1 correspond to the 
prototypes that have been evaluated in this arti-
cle. For the software solution, a high-end server 
system with a 10 Gb/s Ethernet card was used. 
For HwP1, the configured system includes the 
ZedBoard card, a GPS receiver, and the Gigabit 
Ethernet FMC card. For HwP2, a NetFPGA-10G 
card was used (academic price), along with a low-
end computer attached to it. It is expected that 
such costs will be much lower when producing the 
network testing appliances on a large scale. Final-
ly, the power consumption has been measured 
when performing the network measurements with 
packet trains. In HwP2, the standalone NetFP-
GA-10G consumes less than 30 W.

Figure 4. Regression on hardware platforms to calibrate delay measured: a) ZedBoard at 1 Gb/s; b) NetFPGA at 10 Gb/s.
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In the near future, we will see widespread use 
of 40 and 100 Gb/s networks. Given the results 
obtained for software solutions at 10 Gb/s, we 
envision that using dedicated hardware will be a 
must for testing such networks, especially if we 
consider the nanosecond accuracy required at 
those speeds. Fortunately, FPGA SoC devices 
will be able to implement these testing solutions 
based on dedicated hardware. At the moment, 
devices such as Xilinx XC7Z030 are capable of 
implementing both 10 and 40 Gb/s interfaces at 
a cost roughly below US$400. For the case of 
future 100 Gb/s networks, the new generation of 
Zynq UltraScale+ devices will provide a direct 
connection to CFP or QSFP28 cages, while at 
the same time maintaining the low power con-
sumption and moderate price features of the cur-
rent generation of FPGA SoC devices.
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Abstract

A large fraction of smartphones have both 
cellular and WiFi interfaces. Despite this, smart-
phones rarely use them simultaneously because 
most of their data traffic is controlled by TCP, 
which can only use one interface at a time. Mul-
tipath TCP is a recently standardized TCP exten-
sion that solves this problem. Smartphone vendors 
have started to deploy Multipath TCP, but its per-
formance with real smartphone applications has 
not been studied in detail yet. To fill this gap, we 
port Multipath TCP on Android smartphones, 
and propose a framework to analyze the interac-
tions between real network-heavy applications and 
this new protocol. We use eight popular Android 
applications and analyze their usage of the WiFi 
and cellular networks (especially 4G/LTE).

Introduction
Smartphones are the most popular mobile mul-
tihomed devices. Many users expect that their 
smartphones will be able to seamlessly use all 
available WiFi and cellular networks. Unfortu-
nately, reality tells us that seamless coexistence 
between cellular and WiFi is not as simple as 
users would expect despite the huge investments 
in both cellular and WiFi networks by large net-
work operators.

Several cellular/WiFi coexistence technolo-
gies have been proposed in recent years [1]. 
Some of them have been deployed. Recently, 
Multipath TCP [2] has received a lot of atten-
tion when it was selected by Apple to support its 
voice recognition (Siri) application. Siri leverages 
Multipath TCP to send voice samples over both 
WiFi and cellular interfaces to cope with vari-
ous failure scenarios. As of this writing, Siri is 
the only deployed smartphone application that 
explicitly uses Multipath TCP. But there is no 
public information about the benefits of using 
Multipath TCP with it. In July 2015, Korea Tele-
com announced at Internet Engineering Task 
Force (IETF) 93 that they use Multipath TCP on 
Samsung Galaxy S6 smartphones to provide their 
users higher bandwidth.

Multipath TCP is a TCP extension that allows 
sending data from one end-to-end connection 
over different paths. On a smartphone, Mul-
tipath TCP allows applications to simultaneously 
send and receive data over both WiFi and cellu-

lar interfaces. It achieves this objective by estab-
lishing one TCP connection, called subflow in 
[2], over each interface. Once the subflows are 
established, data can be sent over any of the sub-
flows thanks to the Multipath TCP scheduler. 
Researchers have analyzed the performance of 
Multipath TCP in such hybrid networks [3–6]. 
Their measurements show that Multipath TCP 
can indeed provide benefits by pooling network 
resources or enabling seamless handovers. How-
ever, these analyses were performed with bulk 
transfers between laptops and servers. As of this 
writing, no detailed analysis of the performance 
of real smartphone applications with Multipath 
TCP has been published.

We fill this gap in this article by presenting 
two main contributions that improve our under-
standing of the interactions between smartphone 
applications and the protocol stack. After a brief 
overview of Multipath TCP, we first propose a 
measurement methodology that automates user 
actions on Android smartphone applications. 
These actions trigger the creation of real connec-
tions. We then analyze how eight popular smart-
phone applications interact with Multipath TCP 
under different network conditions with both 
WiFi and cellular networks. Our measurements 
indicate that Multipath TCP works well with exist-
ing smartphone applications. Finally, we summa-
rize the key lessons learned from this analysis.

Multipath TCP and Related Work
Multipath TCP is a recent TCP extension that 
enables the transmission of the data belong-
ing to one connection over different paths or 
interfaces [2]. A Multipath TCP connection is 
a logical association that provides a bytestream 
service. Compared to other multipath transport 
layer solutions such as SCTP, Multipath TCP 
can be deployed on TCP-compatible networks. 
To request the utilization of Multipath TCP, the 
smartphone adds the MP_CAPABLE option in the 
SYN segment sent over its default interface 
(e.g., WiFi). This option contains some flags and 
a key [2]. If the server supports Multipath TCP, 
it includes its key in the MP_CAPABLE option 
sent in the SYN+ACK . According to the Mul-
tipath TCP terminology, this TCP connection is 
called the initial subflow [2]. The smartphone 
can use it to exchange data over the WiFi inter-
face. If the smartphone also wants to send data 
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for this connection over its cellular interface, it 
sends a new SYN  segment with the MP_JOIN 
option over this interface. This option contains 
a token derived from the key announced by the 
server in the MP_CAPABLE option. This token 
identifies the Multipath TCP connection on the 
server side. The server replies with a SYN+ACK 
containing the MP_JOIN  option, and the sec-
ond subflow is established. Multipath TCP sends 
data over any of the available subflows. Two lev-
els of sequence numbers are used by Multipath 
TCP: the regular TCP sequence number and the 
data sequence number (DSN). The DSN is asso-
ciated with the bytestream. When data is sent 
over a subflow, its DSN is mapped to the regular 
sequence numbers with the DSS option that also 
contains DSN acknowledgments. When losses 
occur, Multipath TCP can retransmit data over 
a different subflow. To achieve that, the device 
sends on another subflow a packet with the same 
DSN containing data. This operation is called 
a reinjection [7]. Although at the subflow level 
it looks like a new packet, a reinjection can be 
detected by looking at its DSN to see if it was 
previously sent on another subflow.

The operation of a Multipath TCP imple-
mentation depends on several algorithms that 
are not standardized by the IETF. First, the path 
manager defines the strategy used to create and 
delete subflows. Second, the packet scheduler [8] 
selects, among the active subflows that have an 
open congestion window, the subflow that will be 
used to send the data.

Various researchers have analyzed the perfor-
mance of Multipath TCP through measurements. 
Raiciu et al. [9] discuss how Multipath TCP can be 
used to support mobile devices and provide early 
measurement results. Chen et al. [4] analyze the 
performance of Multipath TCP in WiFi/cellular 
networks by using bulk transfer applications run-
ning on laptops. Deng et al. [6] compare the per-
formance of single-path TCP over WiFi and LTE 
networks with Multipath TCP on multi-homed 
devices by using active measurements and replay-
ing HTTP traffic observed on mobile applications. 
They show that Multipath TCP provides benefits 
for long flows but not for short ones, for which the 
selection of the interface for the initial subflow is 
important from a performance viewpoint.

Multipath TCP on Android Smartphones

Several backports of the Multipath TCP kernel 
on Android smartphones were released in recent 
years. However, these ports were often based 
on old versions of the Multipath TCP kernel. 
For this work, we rely on a backport of the lat-
est version, 0.89v5, of the Multipath TCP Linux 
kernel1 on a Nexus 5 running Android 4.4.4. It 
should be noted that the Linux kernel used on 
such Android devices is tweaked to use only one 
interface at a time. We disable this function and 
configure the kernel to be able to simultaneously 
use two interfaces. The Multipath TCP kernel 
controls the utilization of the available interfaces 
thanks to a path manager. We use the Full Mesh 
path manager, which creates a subflow over all 
network interfaces for each established TCP con-
nection. To spread packets over the available 
paths, we use the default round-trip time (RTT)-
based scheduler [8], which sends packets over the 

available path with the lowest RTT.
Most popular smartphone applications use 

TCP to interact with servers managed by the 
application developers. As of this writing, it has 
not been possible to convince them to install Mul-
tipath TCP on their servers. To overcome this 
issue, we configure the smartphone to use a Mul-
tipath-TCP-capable SOCKS proxy server for all 
its connections, as shown in Fig. 1. This is exactly 
the same setup as the one launched commercial-
ly in Korea in June 2015. Each (Multipath) TCP 
connection initiated by the smartphone is thus 
redirected to, and terminated at, the proxy server. 
The proxy server then establishes a regular TCP 
connection to the server. Thanks to this setup, 
the smartphone can use Multipath TCP over the 
cellular and WiFi interfaces while interacting with 
legacy servers via the proxy.

The SOCKS server itself uses ShadowSocks 
and is configured to use the minimum encryp-
tion scheme to reduce the overhead. The other 
settings are set to the recommended values.2 On 
the smartphone, we use the standard Android 
ShadowSocks client.

Automating Measurements
In order to collect a large number of measure-
ments, we developed a test framework that auto-
mates the interactions with these applications.3 
A high-level overview is shown in Fig. 1. On 
this basis, we identify two main tasks: controlling 
devices and mimicking user interaction.

The devices are controlled by Python and 
shell scripts (3100 lines split into different mod-
ules). Our controller checks the availability of 
the smartphones and wireless networks, collects 
packet traces, and modifies settings such as the 
protocol (either TCP or Multipath TCP) and 
interfaces (WiFi, cellular, or both) used by the 
smartphone.

It was designed to be reusable, modular using 
parameters, and to cope with unexpected situa-
tions caused by the unreliability of this kind of 
device.

User interactions are simulated through appli-
cation user interface (UI) tests to produce each 
high-level scenario. Each of the eight selected 
applications has its own UI test. These UI tests 
are implemented by using the MonkeyRunner 
Android UI testing tool. Each unit test is imple-
mented as a new program, and all of them use 
a shared Utils class. Thanks to this class, our 
framework allows a scenario to be built with less 
than a few hundred lines of code.

Figure 1. High-level view of the test framework.
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Each test was designed to resist different 
unusual situations, such as failure of the smart-
phone, failure of one of the wireless networks, 
or an unexpected reaction of the application. 
The measurements presented in this article were 
performed with the versions of the applications 
released on November 15, 2014. To avoid net-
work optimization and have repeatable measures, 
cached files are deleted when launching our tests.

All the tests described in this article were per-
formed during the night to reduce interference 
with other users on the networks. The WiFi net-
work was provided by a controlled router with an 
802.11n interface on the 5 GHz frequency band 
with a bit rate of 65 to 72 Mb/s. The router was 
connected with a 100 Mb/s link to the university 
network. We ensured that no other WiFi network 
was emitting in this frequency band in the build-
ing. The cellular network is a commercial one, 
and we configured either 3G or 4G on the smart-
phone. The test scenarios were run in a random 
order each day to limit correlation of the results 
with the time at which they were launched.

Test Scenarios

Now, we provide an overview of the scenarios 
used to generate network traffic. Our test scenar-
ios can be split into two categories: upload-inten-
sive scenarios and download-intensive scenarios. 
Each test takes less than 120 s.

Upload-Intensive: We first consider two interac-
tive applications: Facebook and Messenger. With 
the Facebook application, our test first updates 
the news feed, then writes a new status, takes and 
shares a new photo with a description, and finally 
performs a new check out status. With Messenger, 
it sends a text message, then puts an emoticon, and 
finally sends a new photo. Then we consider two 
cloud storage applications: Dropbox and Google 
Drive. For both, we create a fresh file containing 20 
MB of purely random data and upload it.

Download-Intensive: First, we use Firefox to 
browse the main page of the top 12 Alexa web 
sites with an empty cache. Our second applica-
tion is Spotify. This is a music delivery appli-
cation. The test plays new music (shuffle play 
feature) for 75 s. Finally, we consider two pop-
ular video streaming applications: Dailymotion 
and Youtube. For both applications, we play 
three different videos in the same order and 
watch them for 25 s. Those videos are available 
in HD, and we fetch the best possible quality 
even when using cellular networks.

We used these applications on the testbed 
shown in Fig. 1. This setup allows us to capture 
all the packets sent by both the smartphone 
and the SOCKS server. We captured more than 
110,000 connections over about 1400 different 
tests conducted in February and March 2015 car-
rying more than 15 GB of data. The entire data-
set is publicly available.4

Measurements
We use our test framework to analyze the inter-
actions between smartphone applications and 
the network under various conditions. We first 
observe our applications over regular TCP, then 
we study how they behave over Multipath TCP. 
We use tstat [10] and mptcptrace [11] to 
extract information from packet traces.

Single-Path Measurements

The selected applications interact in different ways 
with the underlying transport protocol. An import-
ant factor that influences the performance of TCP 
is the lifetime of the connections and the number 
of bytes that are exchanged. To study this factor, 
we analyze the TCP connections established by 
our studied applications. Figure 2 shows that they 
create different types of TCP connections. Each 
point on this figure represents one captured TCP 
connection. The x-axis (in logarithmic scale) is the 
connection duration in seconds, while the y-axis 
is the number of bytes exchanged on the connec-
tion. Firefox is clearly the application that uses the 
largest number of connections (63.9 percent of all 
connections), which is not surprising given that 
our Firefox scenario contacts the 12 top Alexa 
web sites. Unsurprisingly, streaming and cloud 
storage scenarios with Dropbox (31.75 percent), 
Youtube (29.7 percent), Drive (19.9 percent), 
Dailymotion (9.6 percent), and Spotify (5 percent) 
are the applications that exchange the largest vol-
ume in bytes. On the other hand, our Facebook 
scenario generates long TCP connections that do 
not exchange too many bytes.

Some of the connections that we observe 
are caused by the utilization of a SOCKS proxy. 
There are hundreds of connections that last up 
to tens of seconds but only transfer seven bytes 
of data.

After investigation, Firefox preventively opens 
new TCP connections but sometimes never uses 
them. The seven exchanged bytes correspond to 
the command sent by the SOCKS client. This 
command contains the IPv4 address and desti-
nation port used by the SOCKS proxy to estab-
lish the regular TCP connection to the remote 
servers. Most of the short connections that only 
transfer about 100 bytes are DNS requests that 
are sent over TCP by the SOCKS client.

Figure 2. Duration and data transferred by the smartphone applications. 
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Our connections can be categorized into three 
types:
•	Short connections carrying a relatively small 

amount of data
•	Long connections carrying most of the data
•	Long-lived connections carrying a small 

amount of data
In our tests, 74 percent of the connections last 

less than 1 s. Among the connections that last more 
than 1 s, 32 percent carry more than 10 kB and rep-
resent 98.6 percent of the overall volume. Finally, 
the remaining 68 percent of the connections that 
last more than 1 s exchange less than 10 kB of data. 
This tends to match many measurement studies 
which identified that most TCP connections are 
short, and most of the traffic is carried by a small 
fraction of all TCP connections [12].

The RTT is one of the key factors that influ-
ence the performance of TCP connections. We 
used tstat to compute the average RTT for each 
of the captured TCP connections. Figure 3 provides 
the CDF of the RTT measures among all the TCP 
connections used in the upstream (data sent by the 
smartphone) and downstream directions. The 4G 
network exhibits an RTT in upstream with a median 
of 42.6 ms and a mean of 50 ms. In the downstream 
direction, the median RTT increases up to 38.1 ms. 
On the WiFi network, 60 percent of the connections 
have an RTT shorter than 15.4 ms. Unsurprisingly, 
there is some bufferbloat on the 3G network, mainly 
in the upstream direction, but the bufferbloat remains 
reasonable compared to other networks [13].

Multipath Measurements

The previous section showed that our mea-
surement scenarios cover different utilizations 
of TCP. We now enable Multipath TCP on our 
smartphone and perform the same measure-
ments to understand how our eight applica-
tions interact with Multipath TCP. The first, but 
important, point to be noted is that we did not 
observe any incompatibility between the applica-
tions and Multipath TCP.

Multipath TCP can be used in different modes 
[3] on smartphones. For our measurements, we 
focus on a configuration where Multipath TCP tries 
to pool the resources of the cellular and WiFi inter-
faces simultaneously since the handover and backup 
performance has already been studied in [3].

When a 4G and a WiFi interface are pooled 
together, it is interesting to analyze which frac-
tion of the traffic is sent over which interface. 
With the Multipath TCP implementation in the 
Linux kernel, this fraction depends on the inter-
actions between the congestion control scheme, 
the packet scheduler, the underlying networks, 
and the application.

We first consider Multipath TCP connections 
using WiFi and 4G interfaces, with WiFi set as 
the default interface. In Fig. 4a, each point 
corresponds to one Multipath TCP connection, 
and the x axis indicates the number of bytes 
transfered by this connection from the smart-
phone to servers. Although we observe connec-
tions using both WiFi and cellular interfaces, Fig. 
4b shows that 96 percent of the connections only 
use the WiFi interface. However, Fig. 4c indi-
cates that those connections are small since they 
carry only 16.3 percent of all the data bytes con-
tained in the considered connections.

Several factors explain why Multipath TCP 
does not use the cellular network for these short 
connections. The first factor is the configured 
default route. When an application initiates 
a connection, Multipath TCP sends the SYN over 
the interface with the default route, in our case 
the WiFi interface. This is the standard configura-
tion of Android smartphones that prefer the WiFi 
interface when it is active. If the Multipath TCP 
connection is short and only transfers a few kilo-
bytes or less, most of the data fits inside the initial 
congestion window and can be sent over the WiFi 
interface, while the second subflow is established 
over the cellular interface. 71 percent of the con-
nections sending only on the WiFi interface are 
in this case. Furthermore, the RTT over the WiFi 
interface is shorter than over the cellular inter-
face. This implies that most of the time, as long 
as the congestion window is open over the WiFi 
interface, Multipath TCP’s RTT-based scheduler 
[8] prefers to send packets over the WiFi inter-
face. Indeed, 84 percent of the connections with 
both subflows established have a smaller average 
RTT on WiFi than on 4G.

Those factors explain why data on the short 
connections are exchanged only over the WiFi 
interface. We experimentally verified this by 
performing the same set of measurements with 
the default route pointed to the 4G interface. 
Figure 5 shows that with this configuration most 
short connections still exclusively use the 4G net-
work (label 1, Fig. 5), but this concerns only 65 
percent of all connections. It seems that even if 
cellular is the default interface, many connec-
tions still mainly use WiFi, even for connections 
exchanging less than 1 kB. This occurs for con-
nections that do not push data as fast as possi-
ble. If the connection lasts more than two RTTs, 
Multipath TCP has enough time to establish the 
second subflow. The packet scheduler will then 
select the subflow with the lowest RTT — 88 
percent of connections using both subflows have 
a WiFi subflow with a lower average RTT than 
the cellular one.

Figure 3. Average round-trip time of the TCP connections over WiFi, 3G, and 
4G networks.
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This explains the bottom of Fig. 5 (annotated as 
2): a group of Firefox connections that transfer less 
than 10 kB nearly exclusively use the WiFi inter-
face. A closer look at the packet trace reveals that 
these connections are part of the connection pool 
managed by Firefox. This behavior does not hap-
pen with other applications. When Firefox creates 
a connection in this pool, the initial handshake and 
the SOCKS command to our SOCKS server are 
sent. These packets are exchanged over the cellular 
interface, and Firefox does not immediately send 
data over the established connection. This leaves 
enough time for Multipath TCP to create the sub-
flow over the WiFi interface and measure its RTT. 
When Firefox starts transmitting data over such a 
connection, the RTT-based scheduler used by Mul-
tipath TCP prefers the WiFi subflow, and no data 
(except the initial SOCKS command) is sent over 
the cellular subflow.

When the applications push more data over 
the Multipath TCP connection, the distribution 
of the traffic between the cellular and WiFi inter-
faces also depends on the evolution of the con-
gestion windows over the two subflows. If the 
application pushes data at a low rate, the packet 
scheduler will send it over the lowest-RTT inter-
face (WiFi in this case). However, this distri-
bution can be fragile. If one packet is lost, the 
congestion window is reduced, and the next data 
might be sent over the other interface. If the 
application pushes data at a higher rate, the con-
gestion window over the lowest-RTT interface is 
not large enough, and the packet scheduler will 
send data over the second subflow.

In some cases, data transfered by Multipath 
TCP on one flow may be retransmitted again on 
another flow. This phenomenon is called rein-
jection [7] and might limit the performance of 
Multipath TCP in some circumstances [14]. We 
used mptcptrace to compute the reinjections 
over all observed Multipath TCP connections. In 
our experiments (WiFi and 4G), reinjections in 
the upstream direction were rare (less than 0.5 
percent of all connections include a reinjection) 
and short (no more than 5 kB are reinjected on 
a connection). Looking at the proxy traces in the 

downstream direction, reinjections are observed 
on only 2 percent of all connections, and the 
largest observed reinjection is 30 kB on a 5 MB 
connection. This overhead is thus low.

An important benefit of the resource pooling 
capabilities of Multipath TCP is its ability to adapt 
to various networking conditions. When a smart-
phone moves, the performance of the WiFi and 
cellular interfaces often vary. Previous work with 
bulk transfer applications has shown that Mul-
tipath TCP can adapt to heterogeneous networks 
having different bandwidths and delays [15]. Our 
measurement framework also allows exploration 
of the performance of smartphone applications 
under various network conditions. As an illustra-
tion, we analyze the packet traces collected when 
the smartphone is uploading a file with Dropbox. 
We first consider a WiFi access point attached 
to a digital subscriber line (DSL) router having 
1 Mb/s of upstream bandwidth and 15 Mb/s of 
downstream bandwidth. When the smartphone 
is attached to both this WiFi access point and 
the 4G network, it sends on average 91 percent 
of the data over the 4G network. This is expect-
ed because although the WiFi has better RTT, 
the congestion window of this path is quickly full 
and empties slowly. In that case, the Multipath 
TCP scheduler selects the next available subflow 
with the lowest RTT — here the cellular interface. 
Since the cellular network offers a larger band-
width, Multipath TCP can take advantage of it 
and thus avoids being trapped in a low-perfor-
mance network for big connections.

As a second test case, we consider our stan-
dard WiFi access (around 70 Mb/s in both 
streams) and the 4G network with bandwidth 
limited down to a few hundred kilobits per sec-
ond. This is the shaping enforced by our cellular 
network once we reach the monthly traffic vol-
ume quota. In this case, 98.8 percent of the bytes 
are sent over the WiFi interface.

Conclusion
Multipath TCP is a new TCP extension that has 
strong potential on smartphones, as shown by its 
recent adoption by Apple and Korea Telecom. By 

Figure 4. When the default route points to the WiFi interface, Multipath TCP mainly uses this interface for short connections:  
a) fraction of data bytes sent on a connection depending on its data size; b) connections classified by the percentage of data sent 
on the cellular interface; c) data bytes classified by the percentage of data sent on the cellular interface on the connection to 
which it belongs.
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enabling TCP connections to exchange data over 
cellular and WiFi interfaces, it brings new possi-
bilities to improve the user experience. Apple’s 
deployment focused on a single use case, and little 
is currently known about the interactions between 
real smartphone applications and Multipath TCP. 
In this article, we have proposed and implement-
ed a measurement testing framework that enables 
researchers to conduct reproducible experiments 
with traffic generated by real applications.

We have used our measurement framework 
to study the interactions between eight very dif-
ferent smartphone applications covering several 
smartphone use cases and the latest version of 
the Multipath TCP implementation in the Linux 
kernel. Several lessons have already been learned 
from a first analysis of the packet traces that 
were captured. First, all the studied applications 
work without any modification with Multipath 
TCP. This confirms that Multipath TCP is com-
patible with existing applications. Second, for 
the short connections often used by the studied 
applications, Multipath TCP uses the default 
route to forward the data for most connections. 
As suggested in [6], we confirm that the selection 
of this default route is thus an important decision 
on the smartphone. Third, for long connections, 
Multipath TCP enables the applications to pool 
the bandwidth on the cellular and WiFi interfac-
es, and maintains good performance when one of 
them has bandwidth restrictions. This is import-
ant for the user’s experience given that smart-
phones often associate with wireless networks by 
relying on metrics like signal-to-noise ratio.

We expect that our framework and the col-
lected packet traces will be beneficial to Mul-
tipath TCP researchers and implementers by 
enabling them to study how improvements to 
the implementation would affect real applica-
tions in a reproducible manner. Moreover, this 
framework could also be used to measure the 
energy consumption impact of Multipath TCP on 
mobile devices like smartphones.
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Abstract
Network neutrality has been topic of discus-

sion for the past 25 years, with current legisla-
tion/regulation in the United States and Europe 
targeting the ISPs or “common carriers.” But 
the reality of the Internet in the 2010s is that 
various actors contribute to the delivery of data, 
with sometimes contradictory objectives. In this 
article, we highlight the fact that neutrality prin-
ciples can be bypassed in many ways without vio-
lating the rules currently evoked in the debate; 
for example, via CDNs, which deliver content 
on behalf of content providers for a fee, or via 
search engines, which can hinder competition 
and innovation by affecting the visibility and 
accessibility of content. We therefore call for an 
extension of the net neutrality debate to all the 
actors involved in the Internet delivery chain. 
We particularly challenge the definition of net 
neutrality as it is generally discussed. Our goal 
is to initiate a relevant debate on net neutrality 
in an increasingly complex Internet ecosystem, 
and to provide examples of possible neutrality 
rules for different levels of the delivery chain, 
this level separation being inspired by the OSI 
layer model.

Introduction
Net neutrality is “the principle that Internet ser-
vice providers should enable access to all con-
tent and applications equally, regardless of the 
source, without favoring or blocking particular 
online services or websites” (Oxford Dictionary). 
This universality principle for the Internet has 
been present for a long time in the United 
States. In the 1996 Telecommunications Act [1], 
the Federal Communications Commission (FCC) 
declared Internet service providers (ISPs) to be 
“common carriers” providing a public service. In 
February 2015, it voted to regulate broadband 
Internet service as a public utility. The same 
principle was adopted by the European Parlia-
ment in 2014 with a vote that restricts the ability 
of ISPs to charge specific service providers (SPs) 
[2]. This principle is often translated as guaran-
teeing that all packets are treated equally at each 
intermediary step.

The network neutrality debate started in the 
1990s, amid growing concerns about the busi-
ness models of network operators, which have 
to deal with several challenging trends, includ-

ing the increase of traffic volume, the growing 
traffic asymmetry between operators, and the 
fast decrease of transit prices. Recently, spec-
tacular disputes between major Internet actors1 

as well as vehement reactions from user associa-
tions and governments2 have drawn attention to 
that debate. Arguments and discussions on possi-
ble regulation of the Internet resulted in refined 
definitions of network neutrality [4–6].

In this article, we show that the current focus 
on ISP behavior is too restrictive in the era of 
cloud-based content delivery. Indeed, the regu-
latory bodies in the United States and Europe 
— those most active with regard to neutrality — 
focus on the ISP/internetwork level, but the value 
chain in the Internet is not restricted to only ISPs 
and content providers (CPs). In particular, web 
portals (especially search engines) and content 
delivery networks (CDNs) have become key 
components in the delivery chain, while they sur-
prisingly remain absent from the debate. Despite 
some recurring criticism [7], search engines have 
not been forced to conform to any universal pol-
icy yet; similarly, to the best of our knowledge, 
the only mention of CDNs in official net neu-
trality reports is from the Norwegian regulator, 
according to which “the ordinary use of CDN serv-
ers is not a breach of net neutrality” [8]. However, 
we show later that the presence of a CDN, or 
biases in search listings, can be exploited against 
the fundamental principles of neutrality.

More generally, we think the net neutrali-
ty debate should be extended to all the actors 
involved in the Internet delivery chain. Our goal 
is not to discuss the validity of neutrality propo-
nents and opponents, but rather to take a first 
step toward a global framework that would be 
more appropriate for the definition of public reg-
ulating rules (if any) in the era of the cloud and 
more generally of information-centric networks. 
We present our vision of such a framework 
below. To foster scientific activities, we highlight 
some topics where the rigorous analysis of sup-
posedly “neutral” network scientists could be 
especially appreciated by decision makers.

Net neutrality is a highly politicized topic. We 
have tried to be politically neutral and scientifically 
objective in this article;3 however, we realize that 
some readers may interpret some of our statements 
as being politicized. If so, we assure you that any 
perceived politicization is unintentional.
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The Internet in the 2010s

Actors in Today’s Internet Delivery Chain

The Internet model usually considered when dis-
cussing the relevance of net neutrality is a chain 
of three actors: users, ISPs, and content/service 
providers.

ISPs appear as the centerpiece of the debate, 
being seen as the main intermediary in the deliv-
ery chain. But many “newcomers” are now in the 
picture [9], as illustrated in Fig. 1. In addition to 
the three aforementioned actors, transit networks 
often act as intermediaries when users and con-
tents are hosted by different ISPs; CDNs play a 
key role by storing content closer to users, thereby 
reducing transit costs and improving performance 
for that content;4 device builders may introduce 
biases through the features of their products (pos-
sibly colluding with some other actors); and search 
engines (seen as service providers) directly affect 
the accessibility (visibility) of content. Regulatory 
bodies therefore face the delicate task of defend-
ing fairness and universality principles in this com-
plex ecosystem, where ever changing technical and 
business conditions prevent (or considerably com-
plicate) analysis and comparison. 

An Intricate Delivery Chain

The success of a given CP partly depends on its 
interactions with other actors. For example, its 
visibility is strongly affected by the behavior of 
search engines, which leaves space for biases that 
we point out later. Another example, the engage-
ment of end users for a CP is impacted by the 
delivery performance [10], which is usually under 
the responsibility of cloud providers and CDNs. 
Here again, non-neutral behaviors from those 
actors impact the CP. 

The actors that have direct economic relation-
ships negotiate service level agreements (SLAs). In 
the case of content delivery, the intricate relation-
ships between actors yield chains of SLAs, which 
are based on network-oriented metrics such as 
throughput and ratio of packet losses. But inferring 
the quality of experience (QoE) from a chain of 
network metrics, potentially cascading, is a difficult 
task. Most CPs struggle both to assess the QoE 
of their customers and to identify the failing actor 
when the quality of delivery is below expectations.

This complex chain of content delivery and the 
difficulties in assessing the performance of the 
involved actors potentially leave some room for 
intermediaries to favor some CPs against others, 
thereby violating the principles of neutrality. We 
show later that a packet-level interpretation of 
neutrality can unfortunately not prevent interme-
diaries from biasing the competition among CPs.

Existing Protection Tools

Net neutrality opponents often argue that existing 
legal frameworks already protect fair competition, 
and thus no additional regulation is needed. This 
is the case in the United States with the antitrust 
law and the associated Federal Trade Commission 
(FTC). Such antitrust arsenals do not, however, 
address some of the points that are frequently 
raised by net neutrality proponents.

First, the antitrust framework acts reactively and 
on a per-case basis, although neutrality regulation 
looks for proactive solutions. With the antitrust 

framework, an actor that reckons to suffer econom-
ically from the (non-neutral) behavior of anoth-
er actor should file a complaint with the FTC to 
obtain redress. The framework requires lawsuits 
and judgments once a plaintiff has built a case. On 
the other hand, neutrality regulation aims to antic-
ipate the possible problems and prevent them by 
specifying allowed and forbidden behaviors.

Second, focusing on competition corresponds 
to a partial view — since it is limited to market 
aspects — which ignores some other principles 
raised by net neutrality proponents, such as free-
dom of speech and innovation fostering (the lat-
ter involving equal access to resources regardless 
of the monetary capacity of CPs).

In our opinion, neutrality rules are essential-
ly complementary to antitrust laws, and setting 
boundaries between the application field of anti-
trust laws and that of neutrality rules should be 
part of the debate as well.

Examples of Neutrality Breaches
As previously stated, the supply chain between 
content and users includes multiple intermediary 
actors, which act in a free market with reciprocal 
engagements based on SLAs. We show in the fol-
lowing that these intermediaries can generate sig-
nificant biases in the network and create a breach 
in what represents network neutrality for most 
people. We focus on CDNs and search engines, 
which are two key actors in the supply chain.

Competition Biases Due to CDNs

First, we consider the impact of a profit-driven 
CDN provider by developing the two scenari-
os depicted in Fig. 2. Both scenarios model the 
economic reality of the traditional interactions 
between ISPs, CDNs, and CPs.

A CDN serves a large population of end 
users by means of edge servers, which are usually 
located near the point of peering (PoP) between 
ISPs. When a CDN receives a request, it has two 
handling options: either fetch the requested con-
tent from the origin server, or fetch the request-
ed content from the edge server. Option 1 incurs 
transit costs (which can be low if the CDN also 
owns a transit network, but large otherwise), 
while option 2 leads to improved user QoE,5 
and no transit costs are incurred. Thus, in terms 
of cost and quality, option 2 should always be 

Figure 1. The main categories of actors in the Internet ecosystem; arrows rep-
resent a provider-customer (seller-buyer) relationship.

Content providers
TV producers, Hollywood,

YouTube, Netflix, ...

Transit networks
Cogent, Level 3,
CenturyLink, ...

CDNs/Cloud
Akamai, Amazon, CloudFront,

Limelight, ...

Service providers
Google, Facebook, Yahoo!, ...Regulatory bodies

FCC, ARCEP,
CRTC, OFCOM, ...

Device builders
Samsung, Cisco, AlcatelLucent,

HTC, ...

Users
Population, companies, ...

ISPs
Comcast, Verizon, Orange, ...

4 The use of CDNs can be seen as 
against neutrality principles, since 
they offer an improved delivery 
for a fee, something new arrivants 
in the market may not be able 
to afford. We do not address this 
question here.
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chosen; however, storage/cache and processing 
resources at E are fi nite. Hence, some requests 
must be handled by option 1 (fetch from origin 
server). A rational CDN will maximize profi ts by 
optimizing the balance between options 1 and 2, 
playing on caching decisions at E (or possibly on 
the number/capacity of edge servers).

Note that we focus on static content in these 
models for the sake of clarity. But the CDN mod-
els for interactive services, such as live streaming 
and cloud gaming, are not essentially different: 
the edge server should still reserve some hard-
ware resources (mostly computing power here) 
to serve a subset of users. For example, in live 
rate-adaptive video streaming systems, the edge 
server should both get multiple video represen-
tations from the origin server and manage the 
multiple concurrent requests for the videos.

Biasing the Competition among Content Provid-
ers: Let us consider the scenario shown on the left 
of Fig. 2. That scenario is extensively discussed in 
[11]. To reach customers in a given ISP, two com-
peting CPs subscribe to the CDN, which has to 
share the privileged resources in the edge server 
E among the CPs. The scientific literature com-
prehensively studies the performance of content 
replacement strategies in dynamic scenarios, but 
rarely integrates the economic parameters, here:
• The transit costs q1 and q2, which can differ 

among CPs due to different paths to reach 
the ISP of interest

• The charging policy of the CDN, with prices 
per volume possibly differing depending on 
whether users are served from an edge or 
an origin server
A profi t-maximizing CDN stores in the edge 

server the content that yields the largest reve-
nues. If transit costs q1 and q2 are equal, and 
if the CDN charges both CPs the same way, it 
should store the most popular content. However, 
if the transit costs of one CP (say CP1) are higher 
than the other, the interest of the CDN in storing 
CP1 content in the edge server exceeds that of 
storing CP2 content of comparable popularity, 
which both benefits CP1 customers and harms 

CP2 customers. In other words, the internal costs 
of a CDN can distort competition.

The situation gets even more problematic 
when the CDN charges CPs differently. In [11] 
we study a case based on real popularity mea-
sures, CP2 being (on average) approximately fi ve 
times more popular than CP1. Figure 3 displays 
the “satisfaction” (a normalized customer QoE 
measure) of both CPs, according to the ratio of 
content from CP1 in the edge server.

The “standard scenario” situation corresponds 
to the “optimal” (for the CDN) sharing of the 
edge server when both CPs are charged identical-
ly. With CP2 being more popular, approximate-
ly fi ve-sixths of the edge server is fi lled with CP2 
content, and the average satisfaction of CP2 cus-
tomers exceeds that of CP1 customers. Hence, the 
CDN favors the dominant player, although both 
CPs pay the same price. Note, however, that the 
CDN strategy is the most effi cient in terms of traf-
fi c reduction and overall satisfaction of end users.

Now, assume that one of the CPs pays more 
for its requests fulfi lled by the edge server. Two 
of the vertical lines correspond to two extremes 
where one CP pays 10 times the basic price (see 
[11] for more details). When CP2 pays more 
(typically to reinforce its dominant position), the 
satisfaction gain of CP2 is small, but competitor 
satisfaction drops more significantly (from 0.94 
to 0.89), possibly leading some CP1 customers to 
churn. Alternatively, when CP1 pays more (typi-
cally to increase its audience with better quality), 
the impact is less spectacular. To summarize, the 
dominant player can leverage the CDN to harm its 
competitors, although challengers cannot.

Biasing the Competition among ISPs: Consider 
now the scenario depicted on the right of Fig. 
2, where a CDN serves two ISPs. Initially, users 
of both ISPs (labelled A and B) get data from 
either the origin server O or a regional “shared” 
edge server ER. The size of the cache in ER is 
chosen by the CDN according to the transit cost 
q from O to ER (based on traffi c) and the storage 
cost sR at ER (based on volume).

Now assume one ISP, say ISPB, installs an edge 

Figure 2. Two cases of neutrality breaches due to the presence of a CDN. On the left, two content provid-
ers, each with its own origin server, compete for the storage resources of a regional CDN edge server 
[11]. On the right, two ISPs are served by a shared CDN regional server, but one ISP (here ISPB) 
installs its own edge server.
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server EB within its network6 with a storage cost sB, 
in order to improve the QoE for its users through 
an agreement with the CDN. The profit-maximiz-
ing CDN now has four ways to store content: in 
none of the edge servers (so only in the origin serv-
er), in ER only, in EB only, or in both ER and EB.

The appearance of edge server EB can create 
conflict, in particular when content previously 
stored in ER gets stored only in EB (and no longer 
in ER): the QoE of ISPA users is then degraded. 
Such a scenario is more likely to occur when the 
storage cost of EB is significantly lower than ER, 
or when ISPB traffic is significantly greater than 
ISPA traffic. In that case, the content stored in the 
regional “shared” edge server ER is the “second” 
most popular in ISPB, that is, the most popular 
among the content not stored in EB. Thus, agree-
ments between CDNs and a given ISP can degrade 
the performance for users in another ISP.

Figure 4 illustrates the impact of edge server 
EB on the overall satisfaction (still a normalized 
QoE measure) for users in both networks, using 
real movie request data over two years obtained 
from a leading French video on demand (VoD) 
service and including the request origin net-
works. We set ISPB as the network with the 
highest traffic, and attribute to ISPA the average 
traffic from all other networks. The y-axis shows 
the ratio between the satisfaction with and with-
out the edge server EB; the x-axis corresponds to 
different storage costs sB.

We observe that the installation of an edge 
server in ISPB has an (expected) positive impact 
on the satisfaction of ISPB users, but also an 
(undesirable) negative impact on the satisfaction 
of ISPA users. Observe that the latter exceeds 
the former for most of the storage cost prices 
on EB: a powerful network operator does not 
need to implement any aggressive pricing policy 
to degrade the performance of competitors.

Search Engines Biasing the Access to Content

Search engines are the preferred way to discov-
er and access content: according to ComScore, 
in 2014 about 21 billion searches were treated 
each month in the United States alone. Search 
engines usually present their suggestions corre-
sponding to keywords in two categories:
•	Sponsored results, a list of advertisements 

related to the search and clearly defined as 
such, from which the engines make money 
when the links are clicked

•	Organic results, a ranked list of links, 
believed to associate the most relevant 
items to the requested keywords since pro-
motional results are assumed to be within 
sponsored links
To increase revenues, search engines can be 

tempted to include in the organic results some 
results that are not among the most relevant but 
can generate (direct and indirect) short-term 
revenues. A typical case is that of a content 
provider (called CP1) vertically integrated with 
(i.e., owned by) the search engine. The engine 
is economically incentivized to rank that content 
higher [12]. Such temptation has raised a search 
neutrality debate parallel to the one on network 
neutrality [9]. We do not target here any specific 
search engine nor claim one is biased: our goal 
is to show through a model that such biases can 

be motivated, and to investigate their impact on 
fairness among CPs.

The model designed in [12] analyzes the 
temptation to return “non-neutral” organic 
results. This model includes a long-term effect: 
end users who are unsatisfied with the relevance 
of the organic results may stop using the search 
engine. The search engine objective is then to 
maximize its long-term revenue, which corre-
sponds to the trade-off between the short-term 
revenue per visit on CP1 and the longer-term 
number of visits on the search engine. The model 
helps to understand revenue-maximizing ranking 
strategies and to anticipate the impact of regu-
latory interventions for various scenarios. The 
principle is illustrated in Fig. 5.

Table 1 illustrates, for some arbitrarily chosen 
numerical values, the differences in visit rates 
to CPs due to the revenue-optimal ranking, the 
resulting average relevance of the engine’s out-
put, and the revenues it can generate, for differ-
ent values of a parameter , which represents the 
average revenue directly generated per visit to 
the search engine (via clicks on sponsored links, 
their assumed single source of revenue); the 
smaller b, the larger the bias because of larger 

Figure 3. Satisfaction for both CP1 and CP2 customers according to the ratio 
of the edge server filled with content from CP1.
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(relative) incentives to create revenue through 
integrated CPs. In this scenario, the impact on 
the average relevance remains small (around 10 
percent), but the impact on the visibility and rev-
enues of CPs is substantial, possibly threatening 
the survivability of non-integrated CPs.

Toward a Global Framework
Net neutrality proponents often claim that every 
packet should be treated equally, which misses 
important aspects and does not prevent unfair sit-
uations. Indeed, that proposal focuses on the reg-
ulation of the third layer of the OSI model (the 
so-called network layer), although the end users get 
the results of the policies of all intermediaries in the 
seven layers. As shown in the previous section, inter-
mediaries can introduce significant biases while ful-
filling this “neutral” condition at the third layer.

We therefore call for an extension of the 
debate to any class of actors having an influence 
in the way end users consume content, including 
CDNs, as well as the providers of data centers, 
and search engines.

The need is then for a definition of neutrality 
that would be applicable to all actors, the enforce-
ment of which would prevent the behaviors point-
ed out previously. Such a definition would need 
to go beyond the packet level, and may involve a 
classification of all actors into categories, for each 
of which specific principles should be followed. 
The regulation would then be specific to each 
level; below are a few examples:
•	At the ISP level, no differentiation among 

packets according to the origin, destination, 
service, or price paid (the common suggestion)

•	At the CDN level, caching of only the most 
popular content, independent of the provider, 
the type of content, or any monetary aspect

•	At the search engine level, ranking results 
based only on relevance to the query (and pos-
sibly the user), independent of the result page 
owner, the type of query, or possible payment
Our purpose in the remainder of this section 

is not to put forward a clear framework for a new 
neutrality definition, ideally robust to network 
evolution, but rather to launch a discussion in 
the community toward that goal. To start that 
discussion, we hereafter pose a few questions, 
and provide limited and probably flawed sugges-
tions, which will (hopefully) ignite the debate.

Where Should Neutrality Be Applied?
The whole topology of the Internet should be 
abstracted to capture all the relevant actors that 
may introduce inappropriate biases. This effort 
should not be restricted to the physical infra-
structure, but should also consider the actors that 

contribute to the consumption of content by any 
means. Typically, search engines are not captured 
by the current framework targeting the packet 
level and ISPs. This effort should also consider 
the new actors that are expected to implement 
and integrate their network management services 
into the network devices compatible with network 
functions virtualization (NFV) standards. More 
generally, all actors that transform the content 
and are part of the delivery should be considered.

A definition of neutrality should study behav-
iors (actor actions) at each actor level: this would 
imply defining levels for the different types of 
actions on content in a way comparable to the OSI 
reference model. For instance, we would need to 
characterize (in terms of level) the services pro-
vided by CDNs and by search engines. Players at 
a given level/layer should then be neutral in terms 
of protocols applied at this level by avoiding any 
kind of differentiation through the compliance 
of level-specific rules, extending the current rules 
defined for ISPs at the network/transport layer.

Note that unfortunately, it is not easy to 
identify the level at which an actor plays. For 
example, in France, Skype is considered by the 
regulator as a virtual network operator, which 
thus competes with ISPs, and not as a service (or 
application) provider.

On What Notion Should Neutrality Focus?
What is the goal of neutrality; what do we want 
to preserve? The current focus is on equal treat-
ment: no differentiation would be allowed what-
ever the source, application, or service; hence, 
there is some induced notion of fairness.

Among the underlying principles is the universal-
ity of access. This is a baseline (as it only focuses on 
blocking), but we need stronger constraints in a neu-
trality definition. Slowing down some applications, 
or favoring others, is generally refused by neutral-
ity proponents and does not conform to the pack-
et-based equal treatment proposal. On the other 
hand, the supposed equal treatment at the packet 
level can be criticized since most Internet applica-
tions use TCP at the transport layer, which leads 
to unfair qualities of service offered since the TCP 
throughput varies with the user/provider distance (it 
is indeed inversely proportional to the square root of 
the round-trip time). This characteristic of TCP can 
harm innovation in regions with bad network quality, 
even with perfectly equal packet treatment.

Defining the “no differentiation” principle 
when talking about CDNs, for instance, seems 
subtle, because CDNs precisely differentiate ser-
vices when selecting what content to cache. The 
notion of neutrality could be in terms of avoid-
ing money-based differentiation: fairness con-
siderations would help decide what to cache, but 
there can be several potential interpretations:
•	Should any packet have the same probability 

of being cached? We do not see any reason 
to do that.

•	Should it rather be the most popular content 
that is cached (which is usually assumed 
natural to limit the load on the network)? 
But could we not reason differently, saying 
that all content providers should be equally 
cached, or in the end offer the same QoE 
(something not done for the traditional 
neutrality principle though)?

Figure 5. Search engine whose ranking policy produces an average relevance 
of results and an average gain. The number of visits (i.e., popularity of the 
engine) depends on the average relevance.
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It seems reasonable to set a “neutrality rule” 
requiring CDNs to cache the most popular con-
tent, independent of the source identity. But the 
focus could also be on reducing the overall net-
work load by favoring the caching of distant con-
tent (which contributes more to the load by using 
more links) in addition to considering popularity.

In order to (partially) solve these questions, 
we suggest to define fairness, like neutrality, at 
the layer the actor plays (related to the question 
“where?”). This type of definition could also 
encompass search engines and ISPs. The basic 
idea is to have “equal treatment,” but one could 
also look at other notions, such as social welfare, 
user welfare, or even service welfare (note, how-
ever, that such efficiency measures are in general 
incompatible with fairness, an argument often 
used by non-neutrality defendants). The goal 
is to determine whether a behavior harms the 
desired goal at the layer where it is operating.

When Should It Be Controlled?
Should we ensure that any newcomer is given a par-
ticular treatment? Regarding the current strategies 
of CDNs, CPs in their initial stages are disadvan-
taged against incumbents. However, favoring these 
companies would be in disagreement with the cur-
rent neutrality rules of equal treatment. It is there-
fore a slippery slope, opening the door to “mission 
creep” situations where new types of biases would 
defeat the initial goal of achieving neutrality.

With the current focus of the debate, note 
that this question is not really a problem, but it 
is if we try to have a broader view of the Internet 
network.

Potential Next Steps
To conclude this article, we would like to present 
a few issues to be tackled by the community.

Taking into Account Economics in 
Future Internet Studies

In general, the question of actor profit is rarely cen-
tral in the literature related to network and ser-
vice management. Computer science and electrical 
engineering scientists generally aim to maximize 
the efficiency of their proposal regarding technical 
objectives and not economic ones. Typically, to our 
knowledge the literature related to content-centric 
networking (CCN) does not deal with the econom-
ics of actors, although in our opinion, the revamp-
ing of the Internet cannot be seriously studied 
without taking economic factors into account.

Evaluating the Impact of 
Possible Regulatory Policies

The role of a regulating agency is to recommend 
policies that guarantee widely accepted princi-
ples. As previously mentioned, the stated princi-
ples are not (yet?) well defined when it comes to 
neutrality. It is up to the scientific community to 
provide rigorous studies, as unbiased as possible, 
about potential policies, their impact on the con-
sidered actor level, and also the possible impact 
on the overall delivery chain.

Defining and Studying New Fairness Models 
Our brief discussion above highlights the lack 
of a better definition of fairness and in par-
ticular the subtle equilibrium between the 

guarantee of fair competition among actors 
pursuing similar objectives (the notion of 
actor level) and the preservation of the moti-
vation for investment toward satisfying end 
users better.
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Abstract
Historical fragmentation in spectrum access 

models accentuates the need for novel concepts 
that allow for efficient sharing of already avail-
able but underutilized spectrum. The emerging 
LSA regulatory framework is expected to enable 
more advanced spectrum sharing between a lim-
ited number of users while guaranteeing their 
much needed interference protection. Howev-
er, the ultimate benefits of LSA may in practice 
be constrained by space-time availability of the 
LSA bands. Hence, more dynamic LSA spectrum 
management is required to leverage such real-
time variability and sustain reliability when, for 
example, the original spectrum user suddenly 
revokes the previously granted frequency bands 
as they are required again. In this article, we 
maintain the vision of highly dynamic LSA archi-
tecture and rigorously study its future potential, 
from reviewing market opportunities and dis-
cussing available technology implementations 
to conducting performance evaluation of LSA 
dynamics and outlining the standardization land-
scape. Our investigations are based on a com-
prehensive system-level evaluation framework, 
which has been specifically designed to assess 
highly dynamic LSA deployments.

Introduction and Background

Current Spectrum Access and Management Models

Over the years, radio spectrum has become a 
critical resource for numerous purposes: from 
economic and social to cultural and scientific. 
However, its management has largely remained 
unchanged in the course of the past three 
decades due to the underlying complexity of 
the process and insufficient maturity of radio 
technology. Along these lines, various distinct 
approaches to spectrum management have his-
torically taken shape.

“Command-and-Control” Spectrum Manage-
ment: This age-old antiquated paradigm executes 
static spectrum allocation. Accordingly, a regu-
latory body assigns a frequency band to a par-
ticular entity while imposing strict constraints on 
such use. Naturally, this approach led to barriers 
in spectrum access, bringing along difficulties in 
meeting the increasing demand for wireless spec-

trum-based services. In addition, the correspond-
ing assignment of frequency bands never relied 
on market mechanisms, hence resulting in very 
low economic profits. Conventionally, spectrum 
ownership rights have been granted as the result 
of so-called “beauty contests” and required con-
siderable lobbying of regulation authorities.

Exclusive Use of Spectrum: This model is 
centered around a long-term (15 to 30 years) 
spectrum band license awarded to utilize a par-
ticular band. Correspondingly, the resulting use 
is subject to certain well defined rules, such as 
maximum power levels and geographical cover-
age. Exclusive licenses empower their respective 
owners (e.g., cellular network operators) with 
unrestricted interference management capabili-
ties, thus enabling quality of service (QoS) guar-
antees, but at the same time impose high market 
entry barriers (i.e., billions of euros). As opposed 
to the legacy “beauty contests,” assignment was 
transformed by sales of spectrum: most regula-
tors have now adopted market-centric approach-
es (e.g., auctions) to redistribute frequency 
allocations.

Shared Use of Primary Licensed Spectrum: 
In this concept, the frequency bands of a licensed 
owner (the primary user) are shared by a non-li-
cense holder (the secondary user). Important-
ly, access by the secondary user may sometimes 
occur without notifying the primary user and 
requires the respective protection of the latter, 
such that the intended operation of primary com-
munication is not deteriorated. In this regard, 
there has been a recent surge in software-defined 
radio technologies, cognitive and adaptive radio 
networks, as well as reconfigurable networking 
to enable the intended dynamic spectrum access 
(e.g., in TV white space). However, the funda-
mental limitation of this form of access is that 
it is unclear how the secondary user may deliver 
reliable QoS guarantees over such shared spec-
trum.

Shared Use of Unlicensed Spectrum: When 
a spectrum band is allowed for “open access,” 
no entity can claim its exclusive use, and the tar-
get spectrum should be made fairly accessible to 
everyone. An example of such spectrum usage 
is the industrial, scientific, and medical (ISM) 
bands, where multiple potential users (e.g., 
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medical and sensor devices, microwave ovens, 
cordless phones, WiFi networks) may access the 
spectrum without external regulation. While such 
unregulated access significantly lowers market 
entry barriers, it also produces uncontrolled 
wireless interference and consequently makes it 
extremely hard to meet the desired QoS guaran-
tees. In addition, a multitude of spectrum shar-
ers may lead to a situation in which none of the 
users achieve their expected benefit. This is a 
very likely course of development today, given 
the increasing popularity of WiFi and the cor-
responding emphasis of network operators on 
different forms of WiFi offloading.

Transformation of the Global Wireless Landscape

To overcome the long-standing effects of frag-
mentation in spectrum access models, there is 
a pressing demand for novel frameworks allow-
ing for efficient sharing of already available but 
underutilized spectrum. The need for this change 
is becoming increasingly urgent as the pressure 
on the radio spectrum is steadily building, largely 
due to the unprecedented explosion in wireless 
traffic. Indeed, recent forecasts by Cisco predict 
the growth in mobile data demand at a rate of 
nearly 60 percent over the next 5 years, which 
brings along a 10-fold overall increase. In this 
regard, past traffic growth predictions look overly 
optimistic in that they heavily underestimate the 
mobile data acceleration [1].

As data from mobile and wireless devices 
is expected to soon exceed traffic from wired 
equipment, the fourth generation (4G) networks 
of today face the risk of “capacity crunch.” To 
this end, the forthcoming 5G technologies offer 
a range of decisive improvements in cell capacity 
[2]. However, more efficient use of existing spec-
trum will not solely be sufficient to achieve the 
needed factors of 1000- to 10,000-fold improve-
ment. These targets by 2020 are impossible 
without the availability of additional frequency 
resources, which will be required for a range of 
spectrum-hungry technologies from conventional 
mobile-to-infrastructure links to complementary 
device-to-device and multihop communication, 
as well as wireless front- and backhauling.

Regrettably, given that the traditional 
approach of repurposing spectrum is reaching 
its limits (especially on bands below 6 GHz), it 
is unlikely that more contiguous and broader 
microwave frequencies will be made available 
any time soon. At the same time, whereas radio 
spectrum may be saturated during peak hours 
and/or in crowded locations, there is presently 
an extreme variability of load across time and 
space. Hence, this dynamics may be exploited 
to manage spectrum more efficiently, especial-
ly given the fact that average traffic grows at a 
much slower rate than busy hour traffic. Cur-
rently, though, there are no feasible options to 
manage spectrum on such small-scale spatio-tem-
poral granularity, which calls for new approaches 
to spectrum policy and allocation methods.

In light of the above, it appears that the 
shared use of spectrum becomes unavoidable 
even for those who have conventionally enjoyed 
exclusive access rights [3]. However, the existing 
forms of spectrum sharing (in primary licensed 
or unlicensed spectrum, see above) do not offer 

much needed interference protection, thus 
resulting in insufficient reliability, QoS guaran-
tees, and predictability of operation. By contrast, 
the emerging licensed shared access (LSA) regu-
latory concept (Fig. 1) allows for more advanced 
spectrum sharing between a limited number 
of entities with carefully defined usage rights, 
combining the benefits of command-and-control 
spectrum management with a flexible and inno-
vative market-friendly approach.

Broadly, LSA enables authorized spectrum 
sharing by allowing at least two users, the incum-
bent (i.e., the current holder of spectrum rights) 
and the LSA licensee (i.e., the temporary user of 
spectrum) to access the same frequency bands 
in a licensed predetermined manner following 
a well defined mutual agreement [4]. In other 
words, LSA guarantees that the incumbent 
retains spectrum access rights anytime, any-
where, and the LSA licensee(s) will refrain from 
using this spectrum when needed by the incum-
bent (or at least will not disrupt the incumbent’s 
operation).

Under the LSA’s “individual licensing 
regime,” sharing agreements need to guarantee 
high predictability in terms of spectrum access 
for all the involved parties:
• For the incumbent(s), LSA leverages addi-

tional economic benefits from underutilized
spectrum without imposing any significant
operational restrictions on its expected use.

• For the national regulator, LSA harmonizes
spectrum usage, opening a path to its opti-
mization via controlled sharing as an alter-
native to permanent segmentation.

• For the licensee(s), LSA delivers additional
frequencies at more affordable costs togeth-
er with predictable QoS guarantees due to
coordinated interference.
However, the licensee’s benefits from LSA

may in practice be constrained by space and time 
availability of the LSA bands. As long as LSA 
usage remains static, it should suffice that a dedi-
cated exclusion zone or time is created to protect 
the incumbent’s use of spectrum. On the other 

Figure 1. LSA regulatory framework: key stakeholders.
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hand, in case of dynamic geographic/temporal 
LSA sharing, on-demand authorization of the 
LSA licensee(s) is required as a consequence 
of real-time restrictions imposed by the incum-
bent. While such dynamic LSA systems are more 
complex to build and maintain, they also unlock 
higher potential performance benefits. In what 
follows, we concentrate on highly dynamic LSA 
operation allowing a licensee’s spectrum access 
over a particular frequency, time, and location. 
To this end, we offer our vision of the required 
functionality for the LSA architecture to support 
such dynamics. In addition, we summarize our 
recently completed system-level study of LSA 
performance with a dedicated set of tools that 
we contribute to make conclusions across a wide 
range of LSA-centric use cases and scenarios.

lsA system ArchItecture And 
ImplementAtIon

use cAses And mArket opportunItIes

To ensure pragmatic and effi cient LSA operation 
providing the desired spectrum access fl exibility 
and harmonization, it is crucial to identify viable 
use cases and scenarios of its application.

Mature Operator Markets: First and fore-
most, already today LSA may benefit mobile 
network operators (MNOs) with mature 3G 
markets, but lacking 4G coverage and capaci-
ty benefi ts due to the lengthy spectrum refarm-
ing process. In such markets, where players are 
typically reluctant to alter their existing business 
strategies, LSA may change the rules of the com-
petition by allowing smaller MNOs to quickly 
augment their capacity and coverage.

Smaller and Virtual Operators: Going fur-
ther, the larger dominating MNOs owning exclu-
sive spectrum licenses may be challenged by 
smaller MNOs, which in the past had restricted 
business opportunities due to very little exclusive 
spectrum. However, dominating MNOs can also 
strengthen their market positions by acquiring 
extra LSA bands. In addition, non-MNO players, 
such as virtual network operators, may prolif-
erate in the market, thus reshaping the existing 
business ecosystem.

Mobile Broadband Services: LSA may also 
support forward-looking governmental plans to 
increase adoption of public services over mobile 
broadband. Indeed, as predicted by many sourc-
es, the novel types and higher numbers of wire-
less services are very likely to mushroom around 
2020. Supported by LSA, the emerging 5G trends 
may include mobile ultra high-defi nition hologra-
phy and multimedia-based immersion, large-scale 
augmented and virtual reality, big data process-
ing, as well as public safety and disaster relief.

Rural and Machine-Type Markets: Further-
more, LSA holds significant promise for mar-
kets with large rural populations, as well as the 
machine-to-machine, wearable, and Internet-
of-Things (IoT) markets. To this end, LSA may 
help leverage the available secondary spectrum 
in areas with low population densities.

Ultra-Dense Heterogeneous Networks: 
Finally, LSA also has the potential to aid the 
deployment of ultra-dense networks based on 
multi-radio small cells. Overall, the latest analysis 
of frequency requirements by the International 

Telecommunication Union Radiocommunication 
Sector (ITU-R) indicates significant bandwidth 
demand across today’s heterogeneous network 
deployments. Consequently, over 1000 MHz of 
new spectrum is currently required, and more 
effi cient spectrum utilization frameworks, such as 
LSA, are an important building block to enable 
certain well defi ned scenarios.

While a separate LSA business case may 
be diffi cult to identify, it can be foreseen that 
LSA will become one of the potential dynamic 
spectrum access modes together with exclusive 
access, co-primary shared access, authorized 
shared access, unlicensed access, and, perhaps, 
other options in future 5G systems. Hence, 
as exclusive access will continue to remain 
the preferred method of spectrum usage by 
5G-grade MNOs, we believe that LSA will be 
increasingly employed as a complementary 
approach in conjunction with other spectrum 
access alternatives, such as unlicensed WiFi in 
2.x and 5.x GHz bands, TV bands below 800 
MHz, unlicensed cellular access in 1800 MHz, 
and so on.

Naturally, LSA principles are based on vol-
untariness, where the regulator is not expect-
ed to force incumbent(s) to accept sharing. 
Instead, driven by their economic benefi ts the 
incumbent(s) are stimulated to provide the 
LSA licensee(s) with access to a part of their 
spectrum at certain locations and times. In 
addition, rules must be defined allowing the 
incumbent to revoke such granted spectrum 
should it be required again (or if the licensee 
is causing harmful interference to the incum-
bent), and the respective mechanisms are con-
sidered below.

prospectIve lsA system ArchItecture

As follows from the above, the envisioned 
LSA ecosystem assumes an intricate inter-
play between the national regulatory author-
ity (NRA), the incumbent(s), including both 
governmental and commercial entities, and the 
potential LSA licensee(s). To define a simple 
and easy-to-deploy sharing framework, as well 
as determine appropriate rights of its use, these 
stakeholders need to engage in intensive bi- and 
trilateral dialogs [5]. This should allow cellular 
operators to leverage additional spectrum on 
a secondary basis, with exclusive and guaran-
teed access over certain time, frequency, and 
geographical area. To this end, the prospective 
LSA system architecture [6] features the LSA 
repository, the LSA controller, and the mobile 
wireless communication network operations, 
administration, and management (OA&M) enti-
ty (Fig. 2).

LSA Repository: This is essentially a database 
that may include a variety of information on both 
the incumbent and the licensee(s). In particular, 
it needs to store up-to-date space, time, and fre-
quency information on the incumbent’s spectrum 
utilization. Accordingly, the repository is primari-
ly responsible for delivering information on spec-
trum availability and associated conditions, but 
may also add safety margins and even deliberate 
distortions to such data — the incumbent may 
not be willing to disclose precise information due 
to its sensitive nature. The management of the 
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LSA repository may be performed by the NRA 
or the incumbent directly, or can be delegated to 
a trusted third party.

LSA Controller: This generally manages 
access to the spectrum made available to the 
LSA licensee based on sharing rules and infor-
mation on the incumbent’s use provided by the 
LSA repository. There is typically a direct link 
between the LSA controller and at least one 
LSA repository, which allows secure and reliable 
information transfer and requires a standardized 
communication interface. Correspondingly, after 
the incumbent’s spectrum use information from 
the repository has been combined with the shar-
ing rules built on the current LSA usage rights, 
the controller evaluates the LSA spectrum avail-
ability and provides the respective grant to the 
LSA licensee.

OA&M Entity of the LSA Licensee’s Mobile 
Network: This performs the actual manage-
ment of the LSA spectrum by issuing the radio 
resource management (RRM) commands based 
on the information received from the LSA 
controller. These RRM commands, after they 
have been delivered to the MNOs’ base sta-
tions, enable user equipment (UE) to either 
transmit on the LSA spectrum or hand over to 
another frequency band subject to LSA spec-
trum availability, QoS requirements, or data 
plan preferences. In addition, OA&M can help 
the associated base stations with channel and/or 
transmit power level selection.

The considered LSA system design enables 
effi cient transition from relatively static to signifi -
cantly more dynamic LSA operation. Indeed, for 
static incumbents bound to a particular location 
and time (e.g., a military base or a TV studio), 
the resulting interference could be controlled 
by simple pre-planned exclusion methods. How-
ever, in case of a dynamic incumbent (e.g., a 
radar system or a broadcasting service provider), 
a significantly more capable low-latency inter-
face between the LSA repository and the LSA 
controller should become available. It needs to 
allow near-real-time coordination between the 
incumbent(s) and the LSA licensee(s), as well as 
timely revocation of the LSA frequency bands by 
the incumbent in case of emergency or excessive 
interference from the licensee. We thus contin-
ue with reviewing the available implementation 
options for the dynamic LSA system.

technology Aspects And lsA ImplementAtIon desIgn

In the fi rst place, LSA needs simple mechanisms 
allowing the users of a licensee MNO to effi cient-
ly enter and vacate the LSA spectrum. For exam-
ple, after a radio access network (RAN) begins 
advertising the availability of the LSA band, the 
idle-mode UE may follow the standard reselec-
tion procedures to move to the LSA frequen-
cies. However, such a decision is user-centric in 
nature — it may cause lengthy delays and uncer-
tainty in intended LSA operation and hence may 
not be preferred by the MNOs. An alternative 
network-centric solution is to directly handover 
the connected-mode UE to a certain component 
carrier within the LSA frequencies. Unfortunate-
ly, in presently deployed cellular networks, such 
as Third Generation Partnership Project (3GPP) 
Long Term Evolution (LTE) Releases 8 and 9, 
the UE may only use one component carrier at 
a time, which naturally limits the possibility to 
employ both primary licensed band and LSA 
band for increased reliability.

Starting with Release 10, LTE technology 
defines a carrier aggregation (CA) mechanism 
that essentially enables the utilization of several 
component carriers simultaneously. Given that 
CA also remains under the full control of the 
network, it is more efficient and robust since 
the UE does not in fact change its underlying 
operating band. More importantly, CA provides 
means to implement LSA today, without signifi -
cant modifi cation of existing MNO deployments. 
The downside of CA, however, is the need for 
higher signaling overhead, and research is cur-
rently underway to improve CA operation for 
LSA. In addition, it is expected that practical 
LSA deployments would require a range of new 
dedicated mechanisms taking into account the 
radio technology used for an incumbent’s trans-
missions, such as RRM, interference mitigation, 
load balancing, and traffic steering schemes, 
together with respective network planning mod-
ifi cations.

Along these lines, a crucial underlying LSA 
mechanism is the possibility of the incumbent to 
revoke the spectrum band while the LSA license 
is still effective, which may be required for the 
reasons discussed previously. To do so, the 
incumbent needs to inform the LSA repository 
of the change in its spectrum availability by send-
ing what is known as an “evacuation request” 

Figure 2. Envisioned LSA architecture and motivating scenario.
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via a dedicated interface. Importantly, to enable 
LSA spectrum allocation/revocation in dynamic 
on-demand fashion, the LSA controller needs 
to have a direct low-latency and high-reliability 
interface with the corresponding control entity in 
the MNO’s core network, which is, in turn, con-
nected to, for example, the serving gateway or 
mobile management entity via the S1 interface. 
This should allow for a more dynamic response 
to any changes in licensing and offer better pre-
dictability in a licensee’s spectrum usage.

In what follows, we study a characteristic 
LSA use case, where the incumbent that owns a 

spectrum license over a large geographical area 
requires its frequency resource only occasionally 
for small and localized portions. We also assume 
a reasonable cellular network presence in the 
same area, and the respective MNO has estab-
lished a direct high-speed interface that enables 
the incumbent to constrain the interference gen-
erated to it by the cellular network explicitly, 
without additional lengthy negotiations.

In our example scenario, an airport leases its 
telemetry spectrum to a mobile network (Fig. 
2), which uses this spectrum exclusively until an 
airplane needs to be tracked by air traffic con-
trol (ATC). When it happens, the ATC instructs 
the MNO to restrict its interference around the 
position of the airplane to allow the telemetry 
collection. This is feasible since the location of 
the airplane is known by ATC. In the end, it is 
up to the MNO to decide how to implement 
the imposed interference constraints, giving the 
MNO an opportunity to smoothly transition its 
UEs from the LSA band to the primary licensed 
band whenever necessary. The scale of such 
interference management may range from small 
transmit power adjustments to full “shutdown” 
of the LSA bands, and has a number of associat-
ed challenges:
•	An exact location of the recall source (e.g., 

an airplane) should be known, as well as the 
corresponding radio propagation model to 
guarantee efficient isolation.

•	The control interface has to operate with 
adequate dynamics to keep up with 
fast-moving objects (e.g., high-speed trains 
and airplanes) to avoid excessive reserva-
tions.

•	The control interface must be sufficiently 
reliable to not affect the operational reli-
ability of the incumbent(s).
In what follows, we construct a realistic LSA 

scenario to exemplify the operation of such 
highly dynamic system, and provide numerical 
insights into its expected performance. Note that 
this usage model, while does not intend to high-
light all of the LSA features, is representative 
and may be adopted today on vast geographical 
areas, thus constituting a viable business case.

Modeling Highly Dynamic  
LSA Operation

Characteristic LSA Scenario

Our motivating scenario for the dynamic LSA 
operation is demonstrated in Fig. 2. We first note 
that the majority of today’s airports have rath-
er small airfields (e.g., http://www.transtats.bts.
gov/airports.asp) and may not even have a tower. 
For such small airports, it could be relatively 
expensive to have dedicated radio resources for 
ATC functioning — these have to be controlled 
carefully in order to operate. Furthermore, it is 
not sufficient to only reserve spectrum resources 
around the airport premises; they must also be 
available in larger surrounding areas, wherev-
er the airplanes remain relatively close to the 
ground. Indeed, today’s airplanes require time 
and space to take off and land; hence, the result-
ing exclusion zones end up being vast, up to 25 
km in radius.

In our practical small airport scenario, the air-Table 1. Simulation scenario parameters.

Description Value

Airplane parameters

Airplane takeoff speed 65 m/s

Interference threshold (I0) –85 dBm over 10 MHz

Airplane ascent/glide slope 7 degrees

Airplane acceleration 5 m/s2

Air-ground propagation model Free space

Observation period 60 s

Cellular parameters

Cell radius (R) 288 m

Operator’s licensed band radio network plan 1  3  3

LSA band radio network plan 1  1  1

Cellular scheduling policy Proportional Fair

LTE power control parameters (for licensed) α = 1, SINRtgt = 20 dB

LTE power control parameters (for LSA) α = 1, SINRtgt = 5 dB

Maximum BS transmit power 35 dBm (directional)

Antenna leakage –35 dB

Propagation model ITU urban micro

Carrier frequency 2.1 GHz

BS antenna height 15 m

BS antenna sidelobe isolation 20 dB

Shadow fading standard isolation 3 dB

LSA protective margin (K) 10 dB

UE Parameters

Traffic pattern Full buffer (saturation)

Maximum UE transmit power 23 dBm (isotropic radiator)

Antenna height 1.5 m

http://www.transtats.bts.gov/airports.asp
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planes do not arrive/depart every minute. Realis-
tically, we expect an airplane every 10–20 min, or 
sometimes even less often than that. Moreover, 
since there are not too many airplanes in the air, 
they cannot receive signal/interference from the 
entire exclusion zone, only from a smaller part 
of it. As a result, the majority of the exclusion 
zone could often be underutilized, and the cor-
responding spectrum may thus be available to 
share with an MNO. Naturally, the cellular net-
work/users would then need to adjust the trans-
mit power based on where the airplanes are in 
real time to guarantee the required radio chan-
nel quality for ATC operation. We are primarily 
interested in the detailed performance analysis of 
such a system revealing the degrees of adequate 
interference control measures by the operator.

To facilitate the corresponding evaluation, 
several clarifying assumptions have to be adopt-
ed. A single runway is focused on, with airplane 
arrivals and departures separated by at least 
5-min time intervals. As a consequence, there are 
never two airplanes in the exclusion zone in our 
model. Furthermore, all of the airplanes follow 
the same ascent profile, and only employ teleme-
try at lower altitudes. The frequency bands in use 
by the telemetry are shared between the ATC 
system and the cellular system with LSA. Given 
that the telemetry transmission is bidirectional, 
the airplane receiver must be protected from the 
interference produced by the licensee MNO.

To this end, the co-located cellular network 
operates in cooperation with the ATC and 
attempts to utilize the shared band in the exclu-
sion zone whenever this does not cause excessive 
interference to the ATC system. Importantly, 
the base stations (BSs) have directional antennas 
with downtilt, providing at least 20 dB isolation 
between their radiation and the airplane in the 
air. Hence, we investigate the more interesting 
case when the LSA band is employed for uplink 
UE communication to augment the existing pri-
mary licensed band in use by the operator. Based 
on the above considerations, we construct an 
evaluation scenario in what follows.

Proposed System-Level Evaluation Methodology

Our below evaluation (Table 1) concentrates 
on the transient period when, for example, the 
airplane takes off from the runway and travels 
through the cellular network in the immedi-
ate vicinity of the airport. A similar but reverse 
pattern would be observed during landing, and 
we do not evaluate that situation here to avoid 
redundancy.

In more detail, our characteristic LSA sce-
nario operates as follows. A grid of MNO cells 
is laid out next to a simulated airstrip with a size 
of 5  5 cells. Following the respective 3GPP 
recommendations, cellular users are uniformly 
located in the grid at an average density of 10 
UEs/cell. Furthermore, at time t = 0 the airplane 
is launched from the airstrip, and simulation runs 
until the airplane leaves the network and reaches 
its cruising altitude. Meanwhile, the UEs trans-
mit their saturated data in uplink causing inter-
ference on the airplanes. As discussed previously, 
cellular BSs are assumed to have near perfect 
isolation that prevents them from interfering 
with the airplane systems in downlink.

Our system-level evaluation is performed for 
three alternative policies of operation:
1. IGNORE policy: The airplane travels 

through the network receiving all possible 
interference from it. This is a benchmark 
policy and corresponds to what would 
happen if no coordination is introduced 
between the LSA incumbent and the licens-
ee.

2. SHUTDOWN policy: All the BSs whose 
UEs have a chance to cause interference on 
LSA bands are “powered off” (in practice 
this may correspond to a variety of mea-
sures to disassociate users and stop trans-
mission). This solution may seem to be the 
most straightforward, but has unexpected 
side-effects, as we show below.

3. LIMIT POWER policy: All the BSs are 
forced to reduce the corresponding UE’s 
uplink power whenever instructed by the 
ATC to meet the interference constraints. 
This provides a more flexible and effi-
cient control solution based on a heuristic 
approach to only limit transmit power when 
necessary.
Similar policies of operation may be defined 

for cellular downlink, except that it would be the 
BS transmit power that is controlled, not the UE 
power. For policies 2 and 3, the cellular network 
controller has to first learn which cells should 
be adjusted in response to the airplane pres-
ence. Since the exact details of the propagation 
environment between the cellular entities and 
the airplane are not known precisely, we could 
assume the worst case, which corresponds to free 
space propagation between any transmitter on 
the ground and the airplane. This may, in fact, be 
an accurate model since the atmospheric absorp-
tion at 2–3 GHz is minimal, and one can observe 
line-of-sight communication to the airplane 
from nearly anywhere on the ground, especially 
around airports.

For the LIMIT POWER policy, we attempt 
to directly bring the interference below what 

Figure 3. Interference analysis of LSA operation.
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is required by the ATC. In our evaluations, we 
assumed a reasonable respective limit of I0 to be 
–90 dBm/10 MHz, which is just over the realistic 
noise floor. In addition, since we have more than 
a single transmitter interfering with the airplane, 
we need to introduce a protective margin. For 
this scenario, as our analysis shows, a sufficient 
margin is K = 10 dB, so all the interference esti-
mates are increased by K. For the SHUTDOWN 
policy, we need to simply “turn off” any BS and 
its associated UEs as commanded by ATC. For 
the IGNORE policy, nothing extra related to 
power control needs to be done.

The constructed simulation environment is 
based on our WINTERsim system-level frame-
work1 and allows us to implement the above 
interference control mechanisms explicitly. We 
also model the airplane as a mobile object, 
which is simulated live with 25 LTE cells for 
the time it takes the airplane to clear the net-
work coverage area. During this entire time, the 
incumbent reports airplane position to the net-
work controller, which in turn implements the 
interference mitigation policies on the BSs. The 
BSs employ the conventional LTE power con-
trol logic to enforce a particular policy on their 
UEs over the consecutive radio frames. The 
entire system is compliant with effective LTE 
specifications and has been calibrated against 
the reference 3GPP scenarios in our past pub-
lications [7].

Performance Results and Their Interpretation

In what follows, our primary focus is on the 
performance analysis of highly dynamic LSA 
spectrum sharing and the respective measures 
to protect the reliable operation of the incum-
bent’s systems. To this end, Fig. 3 demonstrates 
the levels of interference that the incumbent 
receives from the cellular users for all the consid-
ered control policies: IGNORE, SHUTDOWN, 
and LIMIT POWER. While the IGNORE pol-
icy results in severe interference (as it does not 
reduce power), both SHUTDOWN and LIMIT 
POWER satisfy the interference requirements. 
It is important to note, however, that SHUT-
DOWN does not result in as prompt a network 
reaction as one would expect. This is because the 
shutdown of a cell makes all of the associated 
UEs join other nearby cells using close-to-max-
imum power, and as a result does not have the 
desired effect on the interference, even with 
excessive shutdown thresholds. By contrast, 
LIMIT POWER keeps the interference within 
limits as well as allows users to still transmit data, 
even with lower allocated power.

Furthermore, we observe how the network 
responds to the airplane’s mobility (Fig. 4). This 
is best visible for LIMIT POWER policy, as we 
can then monitor the UE’s uplink power as the 
airplane moves across the network. On the heat-
map plots, we clearly see that the airplane casts 
its radio “shadow,” thus causing the surround-
ing users to decrease their transmit power. The 
approximate bounds of such a shadow are shown 
with dashed lines, and we see that it lags behind 
the airplane as it accelerates.

Figure 4. Performance evaluation: an airplane moves across a cellular network.
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The snapshots in Fig. 4 are not regular in 
time since the airplane is gaining speed. What 
is crucial to note here is that we never need to 
reduce the UE transmit power below –10 dBm 
to meet the interference constraints of the air-
plane. Hence, cell-center users can still continue 
utilizing the LSA bands as usual, sometimes even 
enjoying higher QoS (in the absence of cell-edge 
users). To make it happen, the network needs 
to employ a type of Proportional-Fair sched-
uler that would allocate most of the resources 
to the cell-center users, since they are now the 
only ones with a reasonable signal-to-interfer-
ence-plus-noise ratio (SINR). In case of SHUT-
DOWN policy, the radio shadow would actually 
cause complete power-off of all the affected LSA 
cells and UEs, resulting in dramatic loss of 
capacity. Let us further investigate how much 
performance could be realistically gained by pre-
ferring LIMIT POWER over SHUTDOWN.

One of the network’s key performance indica-
tors is how much energy has been radiated by the 
LSA cells altogether while the incumbent’s air-
plane arrives/departs. This important metric can 
then be translated into throughput, subject to a 
particular scheduling policy, and Fig. 5 indicates 
how the three control policies compare against 
each other in this respect. While IGNORE is 
not practical, it gives a good idea of how much 
energy could have been radiated, should there 
be no airplanes. The SHUTDOWN and LIMIT 
POWER policies are practical, and their main 
difference is in the cost of added control inter-
face complexity. For SHUTDOWN, it is a binary 
command, while LIMIT POWER requires regu-
lar updates of power thresholds on each BS.

In practical terms, LIMIT POWER, while not 
approaching IGNORE levels, still enables consid-
erable additional power that can be collectively 
radiated from the UEs in the immediate vicinity 
of the airport. As transmit power directly trans-
lates into throughput, more radiated energy gen-
erally allows for higher data rates. In the case of 
LIMIT POWER, we observe that when the air-
plane is in the middle of the deployment, it affects 
most of the cells (Fig. 4). Therefore, the radiated 
power is minimal at around 15 s in Fig. 5.

It is also important to note that Fig. 5 reveals 
a step-wise behavior for LIMIT POWER. This 
is tightly connected with how the control mech-
anism operates. Essentially, the incumbent 
updates the reference position of the airplane 
every second in our scenario, and the cellular 
system responds by changing the power control 
settings accordingly. These changes in turn are 
reflected in the interference levels as measured 
by the airplane and presented in Fig. 3. In reality, 
the smoothness of the resulting steps will depend 
on the capacity/latency of the LSA control inter-
face between the incumbent and the licensee.

Current Status and 
Future Evolution of LSA

Regulation and Standardization Update

In Europe, LSA is receiving considerable polit-
ical support from the European Commission 
(EC), which is the executive body of the Euro-
pean Union (EU). In particular, EC has asked 
its high-level advisory Radio Spectrum Policy 

Group (RSPG) to provide their opinion on LSA 
(RSPG 13-538). As a result, the EC has issued a 
standardization mandate on mobile/fixed com-
munication networks (MFCN) [8] in 2.3–2.4 GHz 
bands; the anticipated follow-up EC directives 
and decisions on LSA would be legally binding 
for the 28 member states of EU.

Currently, European adoption of voluntary 
spectrum sharing with LSA is facilitated by Con-
férence Européenne des Postes et des Télécom-
munications (CEPT), primarily for MFCN [9]. 
The corresponding CEPT Working Group on 
Frequency Management (WG FM) has estab-
lished two project teams (PT52 and PT53) to 
ensure that the LSA framework is ready to be 
introduced to the market from a regulatory per-
spective. While the former addresses more spe-
cific implementation measures of LSA, the latter 
outlines its general aspects, including possible 
sharing arrangements and band-specific condi-
tions (if not dealt with by a specific project team) 
for the implementation of the LSA that could be 
used as guidelines for CEPT administrations.

Along these lines, PT52 has finalized their 
Decision (14)02 on harmonized technical and 
regulatory conditions for the use of 2.3–2.4 GHz 
bands for MFCN and delivered it to the Europe-
an Communication Committee (ECC) of CEPT. 
Their other work included ECC Recommen-
dation (14)04 on cross-border coordination for 
MFCN (and with other systems) in these bands. 
Presently, PT52 is developing another ECC Rec-
ommendation to provide guidance to adminis-
trations in implementing a sharing framework 
between MFCN and PMSE (Programme Mak-
ing and Special Events) [10], as well as prepar-
ing their response [11] to the EC Mandate on 
2.3–2.4 GHz bands. In turn, PT53 delivered their 
ECC Report 205 on LSA, which was published 
in 2014.

From another end, the European Telecom-
munications Standards Institute (ETSI), the 
main player in European standardization, has 

Figure 5. Comparing alternative modes of LSA operation.
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been tasked by EC Mandate M/512 to enable 
the deployment and operation of CRS under the 
LSA regime. Correspondingly, ETSI standard-
ization has already issued technical specifi cations 
[12, 13] outlining system requirements and thus 
develops LSA system architecture [6]. This con-
tributes to the overall picture produced by effi -
cient interaction between ETSI standardization, 
CEPT regulation activities, and alignment with 
political objectives across Europe. Furthermore, 
several new LSA-related Work Item proposals 
have been submitted to 3GPP LTE Release 13, 
and how 3GPP will address these proposals is 
currently under discussion.

Complementing European efforts behind 
licensed spectrum sharing technology, similar 
approaches are emerging in other geograph-
ical regions. In the United States, the Federal 
Communications Commission (FCC) has issued 
their Notice of Proposed Rulemaking (NPRM) 
[14] targeting the use of small cells in 3.5 GHz 
band based on a scheme that is closely related to 
LSA. Accordingly, the spectrum is proposed to 
be managed by a spectrum access system (SAS) 
incorporating a dynamic database and, poten-
tially, other interference mitigation techniques. 
While LSA foresees only two tiers of services 
(incumbents and licensees), the FCC introduces 
the possibility of three tiers: incumbent access, 
priority access, and general authorized access 
(GAA).

In addition to regulation and standardization 
LSA activities, the respective research efforts are 
decisively gaining momentum [15]. For instance, 
the leading community conferences IEEE DYS-
PAN (Dynamic Spectrum Access Networks) and 
IEEE CROWNCOM (Cognitive Radio Oriented 
Wireless Networks) have recently reported an 
impressive number of research papers on LSA, 
ranging from spectrum occupancy measurements 
in 2.3–2.4 GHz bands to LSA trial demonstra-
tions in a live LTE network. This extensive 
research is supported by several visible project 
consortia, such as METIS-2, CORE+, CoMoRa, 
COHERENT, and some other 5G-PPP activities. 
All of the above creates fruitful soil for prompt 
development and adoption of the LSA ecosys-
tem, as well as subsequent effi cient deployments.

summAry on lsA performAnce promIse

While we expect additional global spectrum to 
be allocated for future mobile services as the 
result of the World Radiocommunication Con-
ference 2015 (WRC-15), it is very likely that 
such new frequency bands will also encompass 
other legacy primary services. Here, LSA may 
help deliver considerable benefi ts to the MNOs 
when employed in conjunction with their primary 
allocation under exclusive licenses. However, to 
ensure that LSA will not conflict with exclusive 
spectrum usage models, it should be based on 
effective market demand — LSA should come as 
a complementary solution for accessing spectrum 
on particular bands, rather than a replacement to 
conventional exclusive access.

In the future, LSA might also add to the 
beginning separation between the MNOs and the 
actual spectrum owners, with the latter offering 
more capacity to the former together with the 
associated spectrum availability guarantees. Cor-

respondingly, extremely flexible and adaptable 
LSA implementations will be required, and our 
work may serve as an important building block 
to make it happen. Understanding that LSA may 
eventually alter the rules of competition, most 
MNOs have generally adopted careful neutral 
behavior in expectation of when its potential 
benefits and associated limitations will become 
more clear. Seeking to resolve their concerns, 
this article sheds light on the expected LSA oper-
ation in a characteristic highly dynamic scenario.
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Abstract

Ever since the inception of mobile telepho-
ny, the downlink and uplink of cellular networks 
have been coupled, that is, mobile terminals have 
been constrained to associate with the same base 
station in both the downlink and uplink direc-
tions. New trends in network densification and 
mobile data usage increase the drawbacks of this 
constraint, and suggest that it should be revisit-
ed. In this article we identify and explain five key 
arguments in favor of downlink/uplink decoupling 
based on a blend of theoretical, experimental, 
and architectural insights. We then overview the 
changes needed in current LTE-A mobile systems 
to enable this decoupling, and then look ahead 
to fifth generation cellular standards. We demon-
strate that decoupling can lead to significant gains 
in network throughput, outage, and power con-
sumption at a much lower cost compared to other 
solutions that provide comparable or lower gains.

Introduction and Background
From the first to the fourth generation (1G–4G) 
of mobile networks, the downlink (DL) and 
uplink (UL) of a given communication session 
have been coupled: the mobile user equipment 
(UE) must associate with the same base station 
(BS) in both the DL and UL. Historically, this 
was a nearly optimal approach, since the stron-
gest BS-UE connection was the same in both 
directions. However, this conventional approach 
has recently come under scrutiny [1] given the 
possible gains that can be achieved by decoupling 
the association in the context of a dense hetero-
geneous cellular network, wherein different BSs 
can have highly variable transmit powers and 
deployment topologies.

The arguments in favor of the coupled sta-
tus quo are several. From a pure network design 
perspective, the logical, transport, and physical 
channels are easier to design and operate; this 
pertains particularly to the synchronization of 
acknowledgments, call admission and handover 
procedures, DL/UL radio resource management, 
and power control, among others. Decoupling 
the links also requires strong synchronization 
and data connectivity (e.g., via fiber) between the 
BSs. From a deployment and topology perspec-
tive, until just a few years ago cellular systems 

were designed and deployed under the assump-
tion of a homogeneous network with macrocells 
all transmitting with about the same power. From 
a traffic point of view, the load in both directions 
was approximately the same in voice-centric 2G 
and early 3G systems. Moreover, 3.5G (e.g., high-
speed packet access, HSPA) and 4G systems are 
dominated by downlink traffic, justifying the use 
of DL-centric association procedures rather than 
UL or decoupled ones.

The emergence of heterogeneous networks 
(HetNets) [2], where small cells at higher carri-
er frequencies and/or smaller transmit powers 
are deployed within the coverage area of macro-
cells, calls for revisiting the coupled association 
approach. Range extension has been included in 
4G to add a bias in the cell association to offload 
more traffic from macro to small cells. Data and 
control plane separation was introduced in [3]: 
the control information is sent by high-power 
nodes at lower frequencies, whereas the payload 
data is conveyed by low-power nodes at possibly 
higher frequencies. However, both range exten-
sion and data/control plane separation are based 
on a coupled DL/UL association, where DL and 
UL are associated with the same BS.

The motivation for downlink/uplink decou-
pling (DUDe) emerges from a holistic view of 
the two-way (DL/UL) traffic and the associa-
tion procedure of a UE, rather than adopting a 
coupled association a priori and then separately 
optimizing DL and UL transmissions. Since a 
coupled association is a particular sub-case of a 
decoupled one, a well designed association policy 
based on DUDe can in principle outperform a 
coupled association. But by how much? And at 
what cost?

More specifically, the main questions this arti-
cle attempts to answer are:
• What recent trends in cellular network

deployment and applications make the gains
from DUDe more relevant now than in the
past?

• What are the key benefits of a decoupled
association in terms of throughput gain,
reliability, and power conservation? What
are the challenges? How can these gains be
realized in current (e.g. Long Term Evo-
lution-Advanced, LTE-A) and future 5G
cellular networks?

Why to Decouple the Uplink and Downlink 
in Cellular Networks and How To Do It

Federico Boccardi, Jeffrey Andrews, Hisham Elshaer, Mischa Dohler, Stefan Parkvall, Petar Popovski, and Sarabjot Singh

Accepted from Open Call

Ever since the incep-
tion of mobile tele-
phony, the downlink 
and uplink of cellular 
networks have been 
coupled, that is, mobile 
terminals have been 
constrained to asso-
ciate with the same 
base station in both 
the downlink and 
uplink directions. New 
trends in network den-
sification and mobile 
data usage increase 
the drawbacks of this 
constraint, and sug-
gest that it should be 
revisited.

Federico Boccardi is with Ofcom; however, the views expressed here are his own and do not reflect those of his employer. Jeffrey Andrews is with the University of 
Texas at Austin; Hisham Elshaer is with Vodafone Group R&D and King’s College London; Mischa Dohler are with King’s College London; Stefan Parkvall is with 

Ericsson; Petar Popovski is with Aalborg University; Sarabjot Singh is with Intel.



IEEE Communications Magazine • March 2016 111

• How disruptive will these changes be to the
network architecture? Are the gains large
enough to be worth the trouble?
We note that research developments on

DUDe are recent and limited to a few contri-
butions. The interest in decoupling the downlink 
and uplink was indicated in [4–6], and further 
explored in a few subsequent contributions. In 
particular, [7–9] studied the throughput and sig-
nal-to-interference-plus-noise ratio (SINR) gains 
from a theoretical perspective, while [1] assessed 
DUDe via detailed industry-standard simula-
tions.

We begin the discussion in this article with 
the five key arguments in favor of DUDe, and 
provide evidence for the corresponding gains 
from very recent theoretical analysis and sim-
ulation-based experiments. Then we move on 
to discuss what changes will need to be made in 
the current and future cellular standards, and 
explain why, in our view, such changes are quite 
manageable. DUDe opens up many new interest-
ing research questions as well, which we identify 
throughout the article.

Five Reasons to Decouple the 
Downlink and Uplink

We now articulate the five principal arguments 
in favor of DUDe. Our arguments are support-
ed by a combination of recent theoretical and 
system-level simulation results by the present 
authors and others. In particular, the theoretical 
results are mostly sourced from recent work [7], 
in which we perform a comprehensive SINR and 
rate analysis with DUDe in a multi-tier cellular 
network with spatially random UEs and BSs. The 
UEs employ fractional UL power control, and 
small-cell biasing is used to achieve cell range 
expansion: both very similar to LTE. The results 
are mathematical and thus transparent, albeit in 
some cases based on idealized models to allow 
tractability. We refer to this approach as the ana-
lytical model.

The simulation results and parameters fol-
low largely from [1], and utilize an existing 
LTE HetNet deployment in conjunction with a 
high-resolution 3D ray tracing channel model 
that takes into account clutter, terrain, and 
building data. This ensures a highly realistic and 
accurate propagation model. The BS types and 
locations are based on a small cell test network 
in the London area and consist of five macro-
cells covering a 1 km2 area with a dense small 
cell deployment embedded in the area. The UE 
distribution is based on live traffic measure-
ments, and the UEs use the same UL fractional 
power control as in the analytical model. We 
assume that the DL association is based on the 
DL reference signal received power (RSRP). 
We refer to this approach as the simulation 
model.

As we see below, these two distinct approach-
es to modeling and analyzing DUDe are quite 
unified in terms of the conclusions they offer. 
Table 1 contains the cellular network notation 
and simulation parameters. We also use the 
same parameters for numerical evaluation of 
mathematically derived results using the analyt-
ical model.

Increased Uplink SNR and Reduced Transmit Power

In a typical HetNet scenario the DL coverage 
area of a macrocell is much larger than that of a 
low-power BS; indeed, this is why they are often 
called small cells. The coverage area disparity is 
primarily attributable to the differences in DL 
transmit powers, but is also due to the BS heights 
and antenna gains. In contrast, in the UL all 
transmitters have roughly the same maximum 
transmit power. Therefore, a device that is asso-
ciated with a macrocell in the DL might instead 
wish to be associated with a small cell in the 
UL to take advantage of the reduced path loss 
[8]. The positive effects are twofold. For UEs 
that are transmitting at the maximum power, a 
connection to a closer BS provides a higher sig-
nal-to-noise ratio (SNR). Moreover, for a fixed 
target SNR, the reduced path loss alternatively 
allows transmit power reduction via power con-
trol.

In Fig. 1, we observe the decrease in trans-
mit power via DUDe by comparing three cases 
via the simulation model. The first case is the 
baseline with a coupled DL/UL association and 
no small cell bias. The need for bias arises in a 
HetNet scenario where, due to load balancing, 
the UEs are steered toward being associated 
with a small cell if their received power is lower 
(up to the bias value in dB) than that received 
from the macrocell BS. The second case is still 
coupled, but the small cells have a 6 dB bias. 
We note that 6 dB has been shown in [10] to be 
a reasonable value for the bias. The third case 
is for DUDe. DUDe yields 2.3 dB at 50 percent 
and 3 dB at 95 percent cumulative distributed 
function (CDF) relative to the coupled associa-
tion with 6 dB bias.

Improved Interference Conditions

DUDe also decreases the UL interference due to 
multiple complementary effects.

First, and as an obvious consequence of the 
transmit power reduction demonstrated in the 
previous section, the UL interference generated 
to other BSs is correspondingly reduced by about 
2–3 dB. This is quite significant, especially for 
the low SINR UEs in the UL, since at low SINR 
in a dense network, decreasing the interference 
by 3 dB implies an approximate doubling of data 
rate.

Figure 1. CDF of the UE’s UL transmit power via the simulation model. Cell 
edge users (right side of figure) require higher transmit powers and thus 
achieve larger power reduction from DUDe.
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Second, DUDe provides the ability to inde-
pendently select the association that minimizes 
interference at both the UE and the BS. Uplink 
interference in a given spectral band is an aggre-
gation of many different UEs’ transmissions in 
different cells, as received by a given BS, say 
BS0. The interference generated by each of these 
UEs depends on its location relative to its own 
desired BS, the amount of power control, its 
distance to BS0, and the UL precoding weights. 
In contrast, the DL interference at a given UE 
depends on the BSs’ transmit power, the DL 
beamforming weights, and the distance to the 
different BSs. On top of this, the nearly inde-
pendent scheduling and loading in the DL and 
UL causes further randomness in the interfer-
ence. For all these reasons, average interference 

levels can be quite different in the DL and UL 
resources. Therefore, a decoupled association 
that allows the UE/network to seek out the best 
interference environment in the two links inde-
pendently can be expected to substantially out-
perform a coupled association, which must “split 
the difference.”

Third, DUDe will also prove a boon for 
device-to-device (D2D) communication, which, 
as of Third Generation Partnership Project 
Release 12 (3GPP Rel. 12), will take place in the 
UL bands. By lowering the UL transmit power 
and generating less interference, DUDe will cre-
ate a more benign environment for D2D receiv-
ers and thus allow more D2D transmissions to 
take place.

Finally, in addition to reducing the amount 
of average interference, DUDe also allows a 
reduction of the UL SINR variance, as shown in 
Fig. 2 (obtained via the simulation model), which 
translates into more efficient and effective UL 
schedulers and performance gains [11]. Specifi-
cally, with respect to a coupled association with 
a 6 dB bias, the decoupling yields a reduction of 
1 dB on average, which is about 25 percent at 50 
percent CDF.

Improved Uplink Data Rate

Unsurprisingly, increasing the desired received 
power and decreasing the interference leads to 
higher SINR, and hence a higher spectral effi-
ciency and data rate. However, there are addi-
tional factors that can complicate the effect of 
DUDe on the UL rate.

For example, consider an LTE HetNet with 
small cell range expansion and biasing. On aver-

Figure 2. CDF of the UE’s SINR standard deviation over time. DUDe reduc-
es the variations and improves performance.
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Table 1. Cellular network notation and parameter values.

Parameter UEs Macrocells Small cells

Max transmit power 20 dBm 46 dBm 30 dBm (unless otherwise specified)

Antenna system (simulation) 
1 Tx and 1 Rx 
Antenna gain = 0 dBi

2 Tx and 2 Rx  
Antenna gain = 17.8 dBi

2 Tx and 2 Rx 
Antenna gain = 4 dBi

Antenna system (analysis) The analysis considers 1 Tx and 1 Rx isotropic antenna system for UEs, macrocells, and small cells.

Downlink bias N/A 0 dB Varies from 0 to 8 dB

Spatial distribution (analytical) Uniform Poisson point process Poisson point process

Spatial distribution (simulation)
Hotspot distribution based on 
realistic traffic measurements

Based on the Vodafone LTE 
network deployment.

Based on the Vodafone LTE small 
cell test network deployment.

Spatial density 330 per km2 5 per km2 4 small cells per macrocell

Channel model (analytical)
Rayleigh small-scale fading, standard path loss with exponent = 3.5 Lognormal shadowing with standard 
deviation = 8 dB

Channel model (simulation) 3D ray-tracing propagation model

Power control Uplink fractional path loss compensation

Operating frequency 2.6 GHz co-channel FDD deployment

Bandwidth 20 MHz (100 frequency blocks)

Scheduler Equipartition of resources among UEs (analysis); proportional fair (simulation)
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age, the optimal DL bias is in the neighborhood 
of 5–10 dB as noted before, although with blank-
ing or interference avoidance, up to 18–20 dB 
may be used in certain scenarios [2, 10]. DL bias-
ing leads to a better association in both direc-
tions even with coupled association, since by 
expanding the DL small cell coverage region, 
more UEs associate with the nearby small cells 
in the UL as well, which is also the main point 
of DUDe. 

Nevertheless, we still observe very substan-
tial rate gains for DUDe even when compared 
to biased coupled associations. Detailed break-
downs of these rate gains in various config-
urations are given in [1, 7], with our findings 
summarized in Table 2. Here, picocells have 
transmit power of 30 dBm and femtocells 20 
dBm. The gains result mainly from the improved 
channel quality and also from the biasing as dis-
cussed above, which gives cell edge (5th percen-
tile) and median (50th percentile) UEs access 
to more resources, which results in a higher UL 
rate. It is quite encouraging that two very differ-
ent models and approaches to evaluating the rate 
gains both result in the conclusion that gains in 
the range of 100–200 percent are within reach, 
although the gains do erode somewhat with bias-
ing since the baseline improves. Finally, we note 
that a recent paper based on optimization theory 
with a different model also finds significant gains 
from DUDe [9].

Different Load Balancing in the 
Uplink and the Downlink

The load that a given BS has in the UL may be 
different from the load that the same BS has 
in the DL. This implies that it is not optimal to 
have the same set of UEs connected to the same 
BS in both the UL and DL, so at least some of 
the UEs should use decoupled access.

Additionally, DUDe allows pushing more 
UEs to underutilized small cells in the UL only 
since it is not limited by interference as is the 
case in the DL. In Fig. 3 we show that this results 
in a better distribution of the UEs among macro 
and small cells, which in turn allows for more 
efficient resource utilization and higher UL rates. 
We note that DUDe outperforms the baseline 
for both unbiased and biased association.

Low Deployment Costs with RAN Centralization

Implementing a decoupled cell association in 
a real network requires excellent connectivity 
and modest cooperation between different BSs. 
As we discuss in the subsequent section, the 
main requirement DUDe imposes is a low-la-
tency connection between the DL and UL BSs 
to allow fast exchange of control messages, 

like hybrid automatic repeat request (HARQ) 
messages. We emphasize that unlike the most 
sophisticated forms of cooperative multi-
point (CoMP), like joint processing, where a 
high throughput backhaul connection between 
BSs is required to allow rapid data exchange, 
DUDe does not impose a tight requirement on 
the backhaul capacity. Put another way, DUDe 
allows gains similar to uplink joint processing 
(about 100 percent edge and average through-
put gain, as just seen), but with lower deploy-
ment costs. Compared to using multiple-input 
multiple-output (MIMO) or new spectrum to 
increase the throughput, the cost comparison is 
even more favorable to DUDe. 

The ongoing trend toward using partial or 
full radio access network (RAN) centraliza-
tion in deployments where a high-speed back-
haul is available will be an enabler for DL and 
UL decoupling, as signaling will be routed to a 
central processing unit with low-latency connec-
tions. In particular, partial centralization refers 
to those local deployments (e.g., indoor) where 
the transmission points serving the same local 
area are all connected to the same baseband 
processing central unit. Full centralization, often 
referred as cloud-RAN, extends this approach to 
larger areas, where a large number of RF units 
are connected to the same baseband processing 
central unit.

Given this already ongoing trend toward more 
centralized RAN architectures, which are under-
pinned by low-latency connectivity between BSs, 
the incremental cost of DUDe appears negligible 
in such scenarios.

DUDe in LTE-A: Enabling Architectures
DUDe can, depending on the deployment sce-
nario and backhaul properties, already be sup-
ported by the existing LTE/LTE-A specifications. 
Illustrated in Fig. 4, three specific embodiments 
are discussed below.

Figure 3. The femtocell, picocell, and DUDe 
cases. We note that the total number of UEs in 
the system is kept constant across the different 
cases (Table 1).
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Table 2. Summary of predicted uplink rate gains averaged over all UEs in the network, as a result of DUDe. Picocells have transmit 
power of 30 dBm; femtocells, 20 dBm. We note that DUDe also outperforms the baseline when downlink biasing is used.

DUDe vs. picocells (bias = 0) DUDe vs. picocells (bias = 6 dB) DUDe vs. femtocells (bias = 0) DUDe vs. femtocells (bias = 8 dB)

Analysis Simulation Analysis Simulation Analysis Simulation Analysis Simulation

5th %-ile (cell edge) rate gain 115% 90% 50% 30% 270% 260% 140% 95%

50th %-ile (median) rate gain 95% 150% 30% 60% 260% 230% 120% 180%
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Centralized Processing

As mentioned before, in a deployment scenario 
with multiple radio units with a different cell-
ID connected to a centralized node (as in the 
case of a centralized RAN, C-RAN), DUDe is 
possible in LTE-A without additional standard-
ization support (Fig. 4a). The BS used for DL 
transmission to a specific UE is selected using 
conventional means, typically based on DL signal 
strength measurements. Uplink transmissions are 
received by one, or if macro diversity is desirable, 
multiple radio units as the specifications do not 
mandate the reception node. Either UL decod-
ing could be performed at the radio unit (or at 
the set of radio units), or sampled analog data 
could be forwarded to the centralized unit via a 
common public radio interface (CPRI) for fur-
ther processing.

Uplink-related control signaling (including, 
e.g., HARQ and power control commands) 
needs to be transmitted from the DL node. In 
the same way, DL-related control signaling from 
the terminal needs to be received by the UL 
node and forwarded to the DL node over the 
infrastructure.

Shared Cell-ID
An interesting extension of the approach 
described above is the so-called shared cell-
ID approach [6] (Fig. 4b), where radio units 
all belong to the same cell (i.e., have the same 
cell-ID). Here, channel state information (CSI) 
enhancements and quasi-co-location mecha-
nisms introduced in Release 11 as part of the 
CoMP work are used to rapidly, independently, 
and, from a terminal perspective, transparent-
ly switch transmission and reception points for 
a given terminal. This is a step away from the 
traditional cell-oriented paradigm toward view-
ing the antenna points as resources to be used in 
the best possible way to maximize performance. 
Furthermore, node association and mobility are 
handled via proprietary (non-standardized) solu-
tions, transparent to the mobile terminal, provid-

ing better mobility robustness in dense networks 
compared to methods relying on UE-centric 
measurements.

Although conceptually straightforward, both 
centralized processing and shared-ID approach-
es require a fairly low-latency backhaul to meet 
the timing requirements (e.g., to send HARQ 
messages). In a practical LTE-A rollout, the 
deployment is thus limited to remote radio units 
connected to a centralized baseband processing 
node.

Dual Connectivity

While the two solutions described above require 
a very low-latency backhaul, usually achieved via 
connecting radio units to the same central unit, 
DUDe can also be implemented with a less ideal 
backhaul. Dual connectivity, an extension first 
introduced in Release 12, allows for a terminal 
to be simultaneously connected to two cells and 
can be used for DUDe (Fig. 4c). We note that 
in Release 12, DUDe using dual connectivity is 
limited to inter-frequency deployments, that is, 
to deployments where the two cells transmit over 
different frequency bands; nevertheless, later 
releases may add support for intra-frequency band 
deployments. The two cells operate separately, 
handling their own scheduling and control signal-
ing (e.g., HARQ message), thereby significantly 
relaxing the backhaul requirements compared to 
the centralized baseband approach and enabling 
the standardized X2 interface to be used for inter-
BS communication. This solution has advantages 
and disadvantages. On one hand, a low-latency 
backhaul connection for the signaling is not need-
ed. On the other hand, mobility must be handled 
using standardized mechanisms, and the possibili-
ties for proprietary optimization are limited.

DUDe in 5G and Beyond
The next few years will see intense research and 
development on 5G. The ITU is starting their 
work on requirements under “IMT-2020,” and 
in 3GPP initial activities on 5G standardization 

Figure 4. The three discussed embodiments of DUDe are: a) centralized processing unit; b) shared cell-ID; c) the dual connectivity 
option.
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began at the end of 2015 with the overall goal of 
a large-scale trial around 2018 and commercial 
operation in 2020. Although any discussion of 
5G is by defi nition speculative, there is an emerg-
ing consensus on the data rate requirements and 
likely key technical features of 5G, including 
extreme BS densification, massive MIMO, the 
introduction of millimeter-wave bands, and pos-
sibly a “cell-less” architecture [5, 12].

With this view of 5G, in this section we dis-
cuss whether 5G (and beyond) standards should 
include other features to natively support DUDe. 
In other words, we discuss whether a design that 
is optimized for DUDe from its inception, rather 
than amended a posteriori, could lead to even 
higher gains.

mAJor ArchItecturAl chAnges?
An important question is whether a simple evo-
lution of today’s 3GPP architecture design dis-
cussed above would be able to effi ciently support 
DUDe in emerging heterogeneous 5G deploy-
ments. In the previous section, we discussed 
how the LTE-A architecture already supports a 
DUDe implementation when different BSs are 
connected via fiber to the same radio unit. For 
the case of different base stations not connected 
to the same radio unit, we discussed how sup-
port for DUDe in 4G is limited to different fre-
quencies. Any future 5G releases in 3GPP should 
thus simply allow for same-frequency dual con-
nectivity, which, despite having implications on 
resource and interference management, is not 
considered to be a major upgrade.

A further tweak is needed to ensure proper 
encryption of all data and control channels, par-
ticularly when communication via the X2 inter-
face is used between BSs. While each eNB can 
support tens of IP security (IPsec) tunnels, the 
management of security via IPsec is so cumber-
some that operators tend to deploy only a few 
IPsec gateways (GWs) per country. Indeed, LTE 
has seen most IPsec GWs deployed close to the 
serving GW (S-GW), which means that traf-
fic logically going via the X2 is actually routed 
via the S-GW; this incurs a delay that renders 
DUDe inefficient. While LTE-A enjoys some 
more IPsec GWs to deploy closer to the mobile 
edge, future 5G designs ought to improve secu-
rity mechanisms and implementations, allowing 
the encryption of X2 traffi c with lower latency.

Furthermore, some integration work is need-
ed with emerging paradigms that have proven 
useful for current coupled systems. First, as men-
tioned before, the integration of DUDe with 
the decoupled control/data plane and licensed 
assisted access (LAA) will require some architec-
ture modifi cations. Second, self-organizing net-
working (SON) paradigms will be instrumental 
in coordinating, in a non-confl icting manner [13], 
the increased degrees of freedom in the system.

Given the above discussion, however, we 
conclude that native support of DUDe does not 
require major design changes in 5G from an 
architectural perspective.

dude And hyper-densIfIcAtIon

The importance of decoupled selection of the 
DL/UL access points may grow significantly 
in the coming years, as 5G will feature hyper-

dense deployments in order to meet the high rate 
demands in crowded spots. One could argue that 
at extremely high densities of cells, DUDe will 
lead to lower gains since nearly all the devices 
will be associated with the nearest small cell in 
UL and DL. However, this will only be true if 
we assume that all the small cells will have the 
same power, traffi c, and deployment character-
istics. This is an unrealistic assumption, since 
future cellular deployments will be character-
ized by a mixture of user deployed and operator 
deployed cells, with different power levels, using 
frequencies ranging from below 1 GHz to tens 
of gigahertz, providing services for very differ-
ent types of traffi c and natively supporting D2D 
communications. DL and UL traffi c fl ows will be 
routed via a mixture of licensed and unlicensed 
carriers, requiring different allocation criteria.1 
Therefore, we expect that DUDe gains in future 
deployments will be even higher with respect to 
the ones presented above, especially if we consid-
er the generalized version in which a UE is asso-
ciated with multiple points and selects the DL or 
UL direction dynamically, as part of a scheduling 
and optimization process.

From a broader perspective, we believe 
decoupled access necessarily shifts the focus of 
algorithmic solutions and optimizations toward 
models that consider two-way traffic from each 
UE. This is part of a larger trend in wireless net-
work optimization that encompasses full-duplex 
communication, two-way relaying, and dynamic 
time-division duplex (TDD).

tdd, fdd, or A new wAy of dupleXIng?
DUDe can work with both FDD and TDD, with 
different implications from a system-level per-
spective and from a spectrum-related perspec-
tive.

TDD allows much more fl exibility in trading 
DL and UL resources compared to frequency-di-
vision duplex (FDD). With decoupling, as we 
have seen, fewer UL resources are needed to 
achieve the same UL rate vs. the coupled case, 
and those resources could be reassigned to the 
DL via dynamic TDD, which is in line with the 
two-way network optimization discussed above. 
Traditionally, another benefi t of TDD is the pos-
sibility of estimating the DL channel via UL ref-
erence signals. This is particularly important for 
channels with large dimensionality, such as with 
massive MIMO. Unfortunately, when DUDe is 
used, DL and UL transmissions originate and 
terminate at different locations, respectively, 
breaking the channel reciprocity. Much of the 
existing spectrum is paired FDD spectrum, so for 
both of these reasons massive MIMO may need 
to be supported without channel reciprocity.

In the medium/long term, DUDe together 
with different emerging technology trends could 
require rethinking the traditional FDD/TDD 
dichotomy. DUDe, hyper-densifi cation, and the 
use of higher frequencies and highly directional 
antenna arrays could enable duplexing approach-
es over the spatial domain. For example, the 
same band could be used for two different devic-
es, one receiving in DL from a BS, and the other 
one transmitting in UL to another BS. Assum-
ing an effective DL/UL spatially coordinated 
scheduling mechanism, this could allow full-du-

1 Recently, 3GPP fi nalized the 
work on LAA, where licensed and 
unlicensed carriers are aggregated. 
LAA uses licensed spectrum for 
control-related transmissions while 
sending data over both licensed 
and license-exempt carriers.
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plex-like performance leveraging on the spatial 
domain [14]. In addition, once analog/digital 
interference cancellation mechanisms become 
truly operational to support full temporal duplex, 
the DUDe concept is also beneficial since the 
generalized decoupling would allow the support 
of a DL and not necessarily the same UL user in 
the same spectral band.

dude wIth mIllImeter-wAve freQuencIes

Above, we discussed why DUDe could make 
channel estimation via channel reciprocity in 
TDD more difficult. This effect could be even 
more pronounced at millimeter-wave (mmWave) 
frequencies, where the large number of anten-
na elements used for beamforming would be 
enabled by channel reciprocity. 

However, there are other factors that point 
to DUDe as an important enabler for mmWave. 
For example, recent studies on electromagnetic 
field exposure [15] show that to be compliant 
with applicable exposure limits at frequencies 
above 6 GHz, the maximum transmit power in 
the UL might have to be several dB below the 
power levels used for current cellular technolo-
gies. Since the transmit power has an important 
impact on UL coverage (in particular for sound-
ing over a non-precoded channel), we believe 
a pragmatic approach would be to allocate 
UL over a lower frequency with a better link 
budget. That is, while in the rest of this article 
we discussed associating a UE with a macro-
cell in the DL and with a small cell in the UL, 
for mmWave the opposite strategy might prove 
fruitful: associating the UE to the mmWave 
small cell in the DL and to a sub-6-GHz macro-
cell in the UL.

conclusIons
In traditional cellular networks, it is practi-
cally an axiom that the uplink connection is 
always associated with the same base station 
that has been selected for downlink reception. 
In this article we revisit this axiom and intro-
duce the features of downlink/uplink decoupling 
(DUDe), a new architectural paradigm where 
downlink and uplink are not constrained to be 
associated with the same BS. This is becoming 
especially relevant in the wake of the densifi ca-
tion expected in future cellular networks, where 
each terminal has multiple access points in prox-
imity. We have identified five key arguments 
that demonstrate the usefulness of DUDe, 
based on a blend of theoretical, experimental, 
and architectural insights. We have shown how 
DUDe can lead to signifi cant gains in network 
throughput, outage, and power consumption 
at a much lower cost compared to other solu-
tions that provide comparable or lower gains. 
We have discussed the changes needed in the 
existing LTE-A systems in order to enable 
DUDe-based operation. We have then pre-
sented arguments why DUDe should natively 
be considered as a part of the future 5G sys-
tems. Interestingly, major changes to the radio 
access and core networking technologies are not 
needed. DUDe can be considered an innovative 
approach that affects the fundamentals of cellu-
lar networks, and thus opens up many opportu-
nities for research and design. 
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Abstract

This article explores the recently issued ITU-T 
Recommendations specifying “G.fast” (G.9701 
[1] and G.9700 [2]) that bring user bit rates up
to 1 Gb/s over twisted pairs from the distribution
point to customer premises. The overview and
some key research challenges of G.fast are dis-
cussed in [3]. The standardized G.fast transmis-
sion method and advanced crosstalk cancellation
techniques are presented here with specific per-
formance projections and measurement results
achieved during the first demonstrations and
trials, showing bit rates of 500 Mb/s over 250 m
and available reach up to 400 m. A description
of standardized tools for dynamic performance
maintenance, resource allocation, and power sav-
ing enhancing G.fast applications concludes this
article.

Introduction
Modern life depends on the Internet, and thus 
the demand for high-speed Internet access is 
rapidly growing. Digital subscriber line (DSL) 
technology, accordingly, keeps up with both cus-
tomer demand and the progress in competing 
access technologies, such as DOCSIS, WiMAX/
Long Term Evolution (LTE), and gigabit pas-
sive optical networking (G-PON). In 2010, the 
International Telecommunication Union Tele-
communication Standardization Sector (ITU-T) 
developed Recommendation G.993.5 [4], which 
set a 100 Mb/s benchmark in DSL services [5]. 
The new G.fast Recommendations [1, 2] specify 
1 Gb/s access over copper. 

To reach such high bit rates, G.fast uses only 
the last leg of the existing copper access network 
and in-premises wiring. These wires are usually 
unshielded, non-conditioned twisted pairs, flat 
pairs, or quads (four twisted wires) and known 
for very strong crosstalk, especially inside quads 
[3]. Reaching high bit rates over such low-qual-
ity copper is a difficult task that requires a sub-
stantially new approach. The main challenges 
encountered by engineers and the potential tech-
nical choices are discussed in [3], while this arti-
cle describes the adopted technical solutions.

The G.fast-based access network uses the 
fiber-to-the-distribution-point (FTTdp) archi-
tecture [6], which comprises a distribution point 

unit (DPU) connected to the central office 
(CO) by fiber (PON or point-to-point fiber). 
DPUs are installed close to the customer 
premises, typically in mini-cabinets mounted 
in basements of multi-dwelling units, on elec-
trical poles, in curb boxes, or in manholes [3, 
6], and connected to customer premises equip-
ment (CPE) via copper pairs. A DPU typically 
serves 4–20 lines, but bigger DPUs are expected 
in the future. A single-line DPU may serve as 
a fiber-to-the-home (FTTH) copper extension. 
DPUs can be powered locally, remotely, or by 
subscribers from the customer premises using 
reverse power feeding (RPF) [7]; the latter is 
very convenient for small DPUs. The achiev-
able bit rate over a particular line depends on 
its length and wire type. The maximum reach 
is 400 m, but the majority of installations are 
expected to be within 100 m. 

An example of a typical G.fast installation 
using RPF is shown in Fig. 1. The G.fast trans-
ceivers in the DPU (FTU-O) and in the CPE 
(FTU-R) are connected via a copper pair; the 
FTU-R resides in the network termination unit 
(NTU). The broadband services delivered to 
the DPU via a PON feeder are conveyed to the 
NTU and further distributed to various broad-
band applications via a high-speed in-premises 
network (e.g., WiFi). The RPF power sourcing 
equipment (PSE) in the NTU generates suf-
ficient power to supply the associated FTU-O 
and common functions of the DPU via the cop-
per pair. The DPU power supply unit (PSU) 
gathers the power sourced by PSEs of all active 
lines through corresponding power extractors 
(PEs). In other installations, the PSE may be 
separate from the NTU and also feed the NTU. 
The PSE can work during power outages using 
a backup battery. More RPF details can be 
found in [3, 7].

Analog phones are connected through adapt-
ers because RPF uses DC: the Foreign Exchange 
Office (FXO) adapter receives plain old tele-
phone service (POTS) signaling derived from 
voice over IP (VoIP) service by the analog tele-
phone adapter (ATA) and generates alternative 
signaling capable of running over in-premises 
wiring with RPF; the Foreign Exchange Sub-
scriber (FXS) adapter further recovers the orig-
inal POTS signaling. Both the FXO and FXS 
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are fed by the PSE. To avoid G.fast performance 
loss, no other devices should be connected to the 
in-premises wiring.

In other installations, the ATA may reside 
in the NTU, while derived voice service can be 
distributed throughout the premises via cordless 
phone technology or by using smartphone con-
nection to in-premises WiFi; no particular option 
for voice distribution is implied by G.fast.

G.9701 uses the frequency spectrum from
2.2 to 106 MHz with full crosstalk cancellation 
between the lines sourced by a DPU: near-end 
crosstalk (NEXT) is avoided by using synchro-
nized time-division duplexing (STDD), and 
far-end crosstalk (FEXT) is cancelled using vec-
toring. No alien crosstalk cancellation is defi ned. 
Other G.fast innovations include dynamic allo-
cation of resources between DPU sourced lines, 
efficient energy-saving techniques, and dynam-
ic performance maintenance. Pair bonding is 
defi ned to allow multiplication of customers’ bit 
rate.

G.fast customer installations vary by signal
attenuation and noise, and may be infl uenced by 
other technologies. For reliable self-installation 
provisioning, which reduces the operator’s cost, 
G.fast defi nes a fl exible and robust transmission
protocol, online reconfiguration, and dynamic
adaptation of bit rate, all maintained via robust
management channels. Zero-touch management
further reduces the operator’s cost by avoiding
truck rolls for future equipment upgrades and
adding new subscribers.

G.fast is a state-of-the-art copper access tech-
nology that offers fi ber-grade transmission speed 
over existing copper, minimizes energy consump-
tion, reduces maintenance cost, and provides 
great robustness and fl exibility for customers. 

fundAmentAls of G.9701 technoloGy
trAnsmIssIon method

G.9701 specifi es the functionality of G.fast trans-
ceivers (FTU-O and FTU-R) that establish a
high-speed transmission path between -O and
-R reference points (Fig. 1). The user’s data

packets from upper layers (L2+) are mapped 
into data transmission units (DTUs) that are 
conveyed transparently over the line. Reed-Solo-
mon forward error correction [8] improves noise 
immunity: each DTU is assembled from multi-
ple Reed-Solomon codewords, and DTU bytes 
are interleaved. The number of codewords and 
their size are confi gured to fi t the throughput of 
the line. Noise is further mitigated by retrans-
mission of DTUs received in error; the number 
of retransmissions for a DTU is limited by the 
latency bound. For retransmission and latency 
control, each DTU contains a sequence number 
and associated timestamp.

Discrete multi-tone (DMT) modulation [8] 
is used for passing DTUs and management data 
over the line. The advantages of DMT are well 
known, especially its capability to operate on lines 
with multiple bridged taps such as in-premises 
wiring. The specifi ed tone spacing of 51.75 kHz 
is 12 times that of very-high rate DSL 2 (VDSL2) 
[8] because G.fast loops are much shorter. Thus,
2048-tone DMT is sufficient to cover the cur-
rent G.fast frequency spectrum, simplifying the
design. Each DMT symbol is cyclically extended
using both prefi x and suffi x. The prefi x mitigates
inter-symbol interference and is confi gurable to
address a wide range of loop lengths. The suf-
fi x is applied for transmit spectrum shaping and
overlaps with the following symbol to improve
efficiency; suffix size always fits the size of the
windowing [8]. The default cyclic extension yields
a symbol duration of 20.83 s. Up to 14 bits can
be loaded per tone. To further increase bit rates,
future versions of G.fast may extend the frequen-
cy spectrum to 211.968 MHz.

The advantages of the G.fast duplex-
ing scheme (STDD) compared to FDD are 
described in [3]. With STDD, the upstream and 
downstream sets of DMT tones can be selected 
independently, making STDD fl exible in the fre-
quency domain. A particular selection depends 
on the deployment scenario, and involves chan-
nel characteristics and spectrum compatibility 
issues (see below).
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Figure 1. Example of G.fast deployment using RPF and derived POTS.
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The G.fast transmission format compris-
es superframes, each composed of MSF TDD 
frames (Fig. 2). Each TDD frame contains MF 
symbol periods (Tsymb). One set of contiguous 
symbol periods is assigned for downstream trans-
mission and another one for upstream transmis-
sion. The sum of guard times between upstream 
and downstream transmissions (Tg1 + Tg2) is one 
symbol period.

Superframes follow each other with no gaps; 
their boundaries are identified by downstream 
sync symbols. Both downstream and upstream 
sync symbols reside in a TDD sync frame, and 
carry probe sequences used for channel estima-
tion and other purposes (described below).

The maximum duration of a TDD frame is 
bounded by the propagation delay limit to MF = 
36 symbol periods. A setting of MF = 23 reduces 
round-trip delay. A superframe contains 8 and 
12 TDD frames, respectively, so its duration is 
always about 6 ms, which allows the superframe 
period to be used as a time base for initialization 
and management procedures.

The transmission path is maintained by the 
embedded operations channel (eoc) and robust 
management channel (RMC). The eoc is multi-
plexed into DTUs; it has a flexible bit rate that 
can support high-volume management data, but 
its robustness is about the same as user data. The 
RMC, in contrast, is defi ned to carry short mes-
sages and is much more robust due to high-re-
dundancy Reed-Solomon coding, tone selection, 
and conservative bit loading. Multiple repetitions 
are applied for critical RMC commands.

One RMC symbol per direction is sent in 
each TDD frame (Fig. 2). It carries the RMC on 
dedicated tones and DTU bytes on other tones. 
The positions of RMC symbols in a TDD frame 
and the sets of RMC tones are configured at 
initialization. Symbol positions from one to the 
next RMC symbol of the same direction repre-
sent a logical frame. The RMC carries acknowl-
edgments of received DTUs, supporting DTU 
retransmission, and conveys management com-
mands facilitating logical frame configuration, 
online reconfiguration (OLR), and transitions 
into and out of low-power states.

With STDD, the time positions of super-
frames, TDD frames, sync symbols, and RMC 
symbols are aligned across all lines sourced by 

a DPU (vectored group). The alignment is by 
symbol boundaries, and only a small deviation 
is tolerable to avoid NEXT and facilitate FEXT 
cancellation, discontinuous operation, and fast 
reconfi guration. 

feXt cAncellAtIon

FEXT cancellation is imperative for reach-
ing high bit rates. Similar to G.993.5, G.fast 
performs FEXT cancellation at the DPU: the 
downstream transmit signals are precoded by 
adding FEXT pre-compensation signals, and a 
post-processor subtracts FEXT components from 
the received upstream signal [3, 5]. The vector-
ing control entity (VCE) at the DPU performs 
channel estimation, and computes precoder and 
post-processor matrices for all connected lines. 
The particular methods of channel estimation, 
matrix computation, and FEXT cancellation are 
vendor discretionary. For downstream channel 
estimation, the VCE may assign the same or dif-
ferent precoder matrices for sync symbols and 
data symbols (including the use of non-precoded 
sync symbols).

Like G.993.5, G.fast uses linear precoding. 
However, the FEXT behavior in G.fast is fun-
damentally different, especially for quad-twist-
ed cables, due to G.fast’s much wider frequency 
spectrum. Figure 3 shows a typical G.fast FEXT 
channel: the in-quad crosstalk can be stronger 
than the direct channel at high frequencies. 
This complicates precoding because the added 
pre-compensation signals can substantially 
increase the transmit PSD. Thus, with a given 
PSD limit, pre-compensation signals associated 
with a line generating high crosstalk can suppress 
the power of the direct signal in other lines of 
the vectored group, causing substantial perfor-
mance loss [3].

To minimize this performance loss, down-
stream transmit PSDs are optimized across 
all the lines with precoder updates, includ-
ing transmit power reduction of tones caus-
ing high crosstalk. A transmitter-initiated 
gain adjustment (TIGA) is used to accom-
modate the change of precoder gain in the 
peer FTU-R receiver. Figure 3 shows that 
PSD optimization substantially improves the 
achievable signal-to-noise ratio (SNR). It 
may even exceed the single-line SNR due to 

Figure 2. G.fast transmission format.
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additional direct signal propagation via FEXT 
channels. The latter also has a negative effect: 
turning off a line in a vectored group requires 
a precoder update and likely changes perfor-
mance of the other lines.

Channel Estimation

Channel estimation is necessary to compute the 
FEXT channel matrix, and to derive precoder 
and post-processor matrices. Similar to G.993.5, 
probe sequences are carried by upstream and 
downstream sync symbols (Fig. 2). The values 
of the received probe signals are delivered to 
the VCE, which computes the channel matrix. 
The VCE assigns appropriate probe sequences 
(orthogonal, like Walsh-Hadamard sequences, or 
pseudo-orthogonal) to the lines of the vectored 
group using its own channel estimation strate-
gy. Probe sequences are repeated periodically, 
allowing efficient averaging for noise mitigation. 
Unlike G.993.5, probe sequences may include 
0-elements (no transmission of a sync symbol). 
By using 0-elements, the vectored group can be 
virtually divided into sub-groups; this reduces 
the aggregate FEXT inside each sub-group and 
speeds up channel estimation.

The assigned probe sequences are commu-
nicated to the FTU-R at initialization and can 
be updated via eoc during showtime (the state 
when user data is communicated). The VCE may 
request of the FTU-R to report DFT-output 
samples that represent the received probe signal 
in the frequency domain, or error samples that 
represent a normalized error vector between this 
received probe signal and the associated refer-
ence constellation point. The FTU-R uses the 
communicated downstream probe sequence to 
identify this constellation point, since the error 
may be comparable or even exceed the received 
signal due to strong FEXT.

The FTU-R report (vectoring feedback) is 
sent to the VCE via the eoc during showtime and 
via the special operations channel (SOC) during 
initialization. If available upstream capacity is 
insufficient, tone interpolation and decimation 

of the feedback in time and frequency are used, 
spreading the transmission over several probe 
sequence cycles.

Operation of a Vectored Group

Vectored group operation comprises three 
phases: tracking, joining, and leaving. During 
tracking, all lines of the group are in showtime: 
lines neither join nor leave the group, and each 
line tracks channel variations caused mainly by 
temperature changes and discontinuous opera-
tion. The latter may require frequent precoder 
updates facilitated by OLR procedures (TIGA, 
SRA, see below).

In the joining phase, new lines are added to 
the vectored group. During initialization of new 
lines, channel matrices, precoders, and transmit 
PSDs of new and showtime lines are jointly opti-
mized, improving overall performance. This also 
requires multiple OLR procedures and high-vol-
ume transfers of vectoring feedback in showtime 
lines; both are supported by the eoc. 

Lines can leave the group in an orderly or 
disorderly manner. Orderly leaving first ter-
minates transmission in both directions, then 
updates the channel matrices of the remain-
ing lines, allowing the FTU-R to then safely 
disconnect. A disorderly-disconnected FTU-R 
(e.g., unplugging) usually disturbs other lines 
substantially due to associated changes in their 
direct channel and increase of residual FEXT, 
which is obviously undesirable. Fast rate adap-
tation (FRA) and retransmission help mitigate 
error bursts until channel matrices are updat-
ed; the performance is restored by associated 
OLR procedures.

Details of the joining procedure are shown 
in Fig. 4. After a G.994.1 handshake [9], during 
which the two sides exchange capabilities, agree 
on a common operational mode, and set neces-
sary parameters to facilitate STDD, the FTU-O 
starts training by transmitting superframes 
containing only sync symbols modulated by a 
probe sequence (during O-VECTOR-1). This 
allows the VCE to learn and cancel downstream 

Figure 3. Left: direct and crosstalk channels of PE 0.5 mm quad cable (Germany); right: achievable downstream SNR.
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crosstalk from joining lines into showtime lines 
without disturbing showtime lines. After the pre-
coders of showtime lines are updated and the 
downstream crosstalk from joining lines is can-
celled, the FTU-O turns on the downstream SOC 
and sends to the FTU-R the necessary upstream 
initialization data. Since crosstalk between join-
ing lines is not cancelled, data transmitted over 
the SOC is scrambled using a unique scrambling 
seed in each joining line to avoid reception from 
a non-peer FTU-O. Furthermore, to improve 
robustness, the data is transmitted using repeti-
tions and is modulated by an ID-sequence, which 
is orthogonal relative to the ID-sequences of 
other joining lines. 

During R-VECTOR 1, the FTU-R transmits 
sync symbols modulated by a probe sequence, 
and the VCE estimates the upstream channel. 
After upstream crosstalk between all joining and 
showtime lines is mutually cancelled, a high-
speed upstream SOC is established to convey 
vectoring feedback for precoder training (during 
O-VECTOR-2). After O-VECTOR-2, the down-
stream crosstalk between all joining and show-
time lines is also cancelled. 

During PRM-UPDATE, both FTU-O and 
FTU-R optimize their transmit PSDs in condi-
tions when crosstalk is cancelled. One goal of 
optimization is to reduce the transmit power 
on tones with extra SNR margin. Another is to 
suppress tones generating very high crosstalk (to 
avoid performance loss in showtime lines). Other 
criteria, such as total power reduction, may also 
be applied [10].

During the channel analysis and exchange 
(CA&E) phase, FTUs establish their desired 
showtime settings, such as bit loading, DTU size, 
and RMC tone sets. After CA&E, lines transi-
tion into showtime. The expected joining time of 
a single line is significantly less than in VDSL2 
due to the shorter probe sequence cycle.

power sAVInG

Low power consumption is vital for G.fast, driv-
en by limited heat dissipation, remote/reverse 
powering of the DPU, and battery-fed opera-

tion of the CPE. Power-saving mechanisms are 
discontinuous operation (DO) and low-power 
states.

Discontinuous Operation: DO scales a trans-
ceiver’s power consumption with actual data 
throughput by transmitting only when data is 
available. During the remaining (quiet) symbol 
slots, essential analog and digital processing may 
be turned off, bringing substantial power savings.

In a vectored group with high crosstalk, turn-
ing off one line may change the direct channel 
of other lines, causing performance degrada-
tion. Therefore, strict coordination of turning 
slots quiet is applied across all vectored lines. 
Specifi cally, each logical frame is divided into a 
normal operation interval (NOI, the fi rst TTR 
slots) and a discontinuous operation interval 
(DOI, the remaining slots). During NOI, no 
quiet slots are allowed, while in DOI the first 
TA slots are quiet, and the remaining slots may 
be quiet if no user data is available or active 
otherwise. In some NOI and DOI slots with 
no data available, an FTU may transmit only 
pre-compensation signals (idle slots). The DO 
parameters TTR, TA, and total number of 
active slots (TBUDGET, Fig. 5) are determined 
by the DRA and VCE based on DPU dynamic 
resource allocation (see below). They are con-
fi gured per logical frame and coordinated across 
the vectored group via the RMC. Bit loadings 
and transmit PSDs during NOI and DOI are 
updated independently using OLR procedures. 
Figure 5 shows an example of downstream DO 
in a four-line DPU. The NOI includes fi ve slots 
(TTR = 5), and values of TA are set so that 
during DOI only one line is transmitting at a 
time, facilitating crosstalk avoidance; no trans-
mission in other lines and reduced vector pro-
cessing saves power.

Power Saving States: During low-power states, 
FTUs save power by transmitting only sync sym-
bols and RMC symbols in a few assigned TDD 
frames; all other slots are quiet. Furthermore, 
the transmit PSD and number of active tones in 

Figure 4. Joining timeline and examples of precoder and post-processor conversion in a 16-line DPU for 
tone #1160 (60 MHz).
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RMC symbols may be reduced. Two low-power 
states called L2.1 and L2.2 are defi ned. L2.1 effi -
ciently saves power when broadband services are 
off, while continuing VoIP services. When broad-
band service restarts, the line transitions back to 
normal in less than 1 s.

In case of a power outage at a customer 
premises equipped with battery backup, L2.2 
maintains only keep-alive traffi c (no broadband 
or VoIP services). Keep-alive is very slow, but 
provides fast recovery of services. An NTU in 
L2.2 also detects incoming phone calls and tem-
porarily transitions into L2.1 to support them. 
When the power is restored, the line moves into 
L2.1 (to support phone calls) and is ready to 
restart broadband service.

Transitions between states are triggered from 
the upper layers of the DPU, and by the DRA 
that monitors broadband traffi c and CPE battery 
status. They are facilitated by eoc/RMC com-
mands, similar to OLR transitions. 

dynAmIc performAnce mAIntenAnce 
G.fast maintains services under varying channel 
conditions, overcoming unpredictable changes 
in the channel response and noise without drop-
ping the link. Re-acquisition of the channel per 
transmission frame, as in IEEE 802.11n, is infea-
sible for G.fast due to its relatively long channel 
estimation time. Instead, G.fast uses a combina-
tion of two OLR types: seamless rate adaptation 
(SRA) and fast rate adaptation (FRA). SRA is 
accurate but slow and facilitates steady-state per-
formance optimization, while FRA is coarse and 
fast, and keeps the link stable under sudden deep 
drops in SNR. In addition, bit swapping is used 
to permanently adjust the SNR margin.

For SRA, similar to VDSL2, the FTU receiv-
er computes the optimum bit loading per tone 
and communicates it to the peer transmitter via 
the eoc. The bit loading update at the peer FTUs 
is synchronized to the start of a particular super-
frame by an RMC command. For robustness, this 
command is repeated multiple times and con-
tains a count-down to the targeted superframe, 
which allows the receiving FTU to identify it 
even in very harsh noise conditions.

For FRA, the G.fast spectrum is divided into 
up to eight contiguous sub-bands. An FRA com-
mand determines a coarse bit loading trim per 
sub-band. A trim-down avoids line drop upon 
unexpected substantial SNR loss. The trim 
request is generated by the receiver and commu-
nicated to the peer transmitter via the RMC; the 
transmitter quickly activates a bit loading update 
by sending an RMC synchronization command.

Since the RMC is much more robust than the 
data channel, it remains functional to recover the 
line from a temporary loss of data connectivity. 
As a receiver senses critical degradation of the 
channel, it requests via the RMC to trim down 
the bit loading in the affected sub-bands. After 
both the transmitter and receiver synchronous-
ly lower their bit loading according to the new 
channel conditions, data and eoc connectivity is 
recovered, and vectoring feedback is restored. 
Once vectoring coefficients are updated, the 
receiver optimizes bit loading by a trim-up FRA 
and/or SRA. This way, a stable link is maintained 
under harsh temporary conditions without sacri-
fi cing the steady-state performance by using extra 
SNR margin. The FRA timing is configured to 
avoid reacting to impulse noise, which is handled 
by retransmission.

The TIGA procedure is introduced into 
G.fast to facilitate updates of the precoder 
upon joining, leaving, tracking, and DO events, 
which in a high-crosstalk environment usually 
requires a change in the downstream transmit 
PSD and bit loading (see above). A TIGA eoc 
command is sent by the FTU-O to convey the 
necessary changes (bit loading and complex 
gain) to the receiver. The following RMC com-
mand provides a synchronous update of the 
precoder and parameters of the FTU-O trans-
mitter and FTU-R receiver across the vectored 
group.

spectrAl compAtIbIlIty And
coeXIstence wIth current deployments

G.fast spectral compatibility is determined by 
ITU-T G.9700 [2], which defi nes the PSD mask, 
transmit power limit, and a variety of spectrum 

Figure 5. Example of downstream DO in a 4-line group (23-symbol TDD frame).
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management tools established to reduce RFI 
egress into other DSL and radio services. The 
G.fast transmit power limit is 4 dBm. The PSD 
mask is –65 dBm/Hz below 30 MHz, drops to 
–73 dBm/Hz at 30 MHz, and further slopes 
down to –79 dBm/Hz at 212 MHz. G.fast suf-
fers from RFI ingress, especially from FM 
radio, and crosstalk generated by VDSL2 and 
in-premises networks using power line technol-
ogies (PLT) [11].

Compatibility with DSL Deployments

Taking into account the expected migration from 
DSL to G.fast services and unbundling, it is high-
ly desirable that G.fast be spectrally compatible 
with asymmetrical DSL (ADSL)/ADSL2plus and 
with VDSL2 deployed from an exchange or a 
cabinet. 

The most practical and reliable way to main-
tain spectral compatibility between DSL and 
G.fast is by spectral separation. G.fast is by 
design compatible with ADSL/ADSL2plus since 
the lowest frequency of G.fast is 2.2 MHz. For 
compatibility with VDSL2, the start frequency 
of G.fast is set above the VDSL2 spectrum; the 
latter depends on the used VDSL2 profile. Use 
of spectral overlap between VDSL2 and G.fast is 
studied in [12].

Compatibility with Broadcast, 
Amateur Radio, and PLT

For compatibility with broadcast radio, G.fast 
transmits substantially reduced PSD on frequen-
cies above 30 MHz. If no transmission is allowed 
inside international amateur-radio bands or the 
FM-radio band (87.5 MHz — 108 MHz), these 
frequencies are notched out from the G.fast 
spectrum.

In-premises PLT networks may impact 
G.fast performance due to crosstalk between 
in-premises electrical wiring and phone wiring. 
This crosstalk is difficult to predict, although 
recently studied statistical models [11, 13] 
show that in 90 percent of the cases crosstalk 
attenuation is 60 dB or even less on frequen-

cies above 30 MHz. ITU-T G.9977 defines a 
mechanism to reduce this crosstalk by adjust-
ing transmission parameters of G.fast and PLT 
network nodes via an arbitration device con-
trolled by the operator. 

Performance of G.fast
Theoretical Evaluation and Measurement Results

Capacity evaluations for G.fast 106 MHz and 212 
MHz profiles over a sample of PE-0.5 mm cable 
are shown in Fig. 6 (left). The simulation shows 
bit rates averaged over five 24-pair cable bind-
ers, each with line lengths uniformly distributed 
between 10 m and 400 m, using a start frequency 
of 2.2 MHz (dots show performance on differ-
ent pairs). The “optimized” option reflects PSD 
optimization described above, which is also used 
for 212 MHz performance projection with linear 
precoding. 

The wideband transmit power and PSD lim-
its meet G.9700. Flat spectrum background 
noise with a PSD of –140 dBm/Hz is applied 
to model the effect of QLN and receiver noise 
factor. For the 106 MHz profile, the aggre-
gate (upstream plus downstream) bit rate of 
500 Mb/s is achieved for lines up to 340 m. A 
similar distance is expected for 1 Gb/s service 
with 2-line bonding. For the 212 MHz profile, 
a 1 Gb/s aggregate bit rate can be reached for 
loops up to 220 m.

The measurement results in Fig. 6 (right) for 
a 16-pair group of another 0.5 mm 200 m cable 
with G.fast using the frequency range 23–106 
MHz also shows the clear advantage of vector-
ing; a 500 Mb/s bit rate is supported on all tested 
lines.

Management
Management Interfaces

Operators manage G.fast through the man-
agement information base (MIB) established 
at the DPU and in some cases at the NTU. 
At installation, the operator sets system con-
figuration parameters, and during showtime 
the operator reads out performance and test 

Figure 6. Simulated rate-reach curves (left) and actual measurement results (right) for 0.5 mm cables, 4 dBm TX power.
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parameters, reported events, and collected 
statistics using management objects defined 
in [14]. Operators can access the DPU MIB 
remotely via the network management sys-
tem (NMS). If the DPU is unpowered, a 
persistent management agent (PMA) acts 
as a proxy for the NMS. Relevant FTU-R 
management data are retrieved via the eoc. 
The NMS can access the NTU MIB, if estab-
lished, using TR-069 [15]. 

dIAGnostIc And performAnce predIctIon

Means for line diagnostics include collection 
of line attenuation (HLOG), quiet-line noise 
(QLN), and signal attenuation (SATN) for both 
upstream and downstream. Unlike VDSL2, these 
parameters can be monitored during showtime 
and, together with reports on crosstalk coupling 
and SNR margin, provide a detailed picture of 
the current line status.

A method to measure the downstream 
HLOG and QLN is based on reporting of the 
discrete Fourier transform (DFT) samples 
of the received signal for specific elements 
of a probe sequence. For instance, setting a 
certain element to 0 in all lines allows mea-
surement of the QLN. Furthermore, setting 
a particular element to 1 in one line and to 0 
in all other lines allows measurement of the 
HLOG. The vectoring feedback (from the 
FTU) can be configured to report DFT sam-
ples for selected probe sequence elements, 
while error samples are reported on other 
elements. Thus, by adding a few elements to 
a probe sequence, HLOG and QLN can be 
monitored without interrupting the service 
and channel estimation. 

dynAmIc resource AllocAtIon

Dynamic resource allocation (DRA) controls 
the number of transmission slots in each logical 
frame for all lines of the DPU as a function of 
traffi c loading, environmental conditions, power 
state, and battery status. By using DRA, service 
level agreements (SLAs) may be met using mini-
mized DPU power consumption.

The main inputs to the DRA function are:
• Downstream and upstream traffi c load indi-

cators for every line in the DPU. Current-
ly, these are simply per-traffic-class buffer 
occupancies, much like in G-PON. Using 
these indicators, the DRA adjusts the num-
ber of allowed transmission slots in a logical 
frame as a function of traffi c load, thereby 
scaling the power consumption with traffi c. 
The DRA can also switch a particular line 
to a low-power state if no broadband traffi c 
is required.

• Environmental conditions, such as DPU 
housing temperature. This keeps DPU 
power dissipation within acceptable limits. 

• Battery status indicator. The DRA can 
switch a particular line to a low-power state 
if the line is battery-fed as a result of power 
outage.
Based on these inputs, the DRA determines 

DO parameters (2.5.1) for each line. The param-
eter TBUDGET is coordinated across all DPU 
lines to control power dissipation and to address 
vectoring processing constraints.

conclusIons

G.fast brings DSL technology to a new level, 
comparable to the FTTH grade of service. It 
allows operators to offer their customers multiple 
broadband services, of both constant bit rate and 
variable bit rate, with total aggregated bit rate up 
to 1 Gb/s and low propagation delay. Such ser-
vices include multi-channel HD video, high-qual-
ity audio and voice, and modern multi-user 
interactive gaming. G.fast assumes operation 
over low-grade copper drop cables and in-prem-
ises wiring. Reverse power feeding resolves the 
issue of cabinet powering, and readiness for 
customer self-install substantially improves cost 
effectiveness, simplifi es system management, and 
brings convenience to the customer.
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I nformation is the link between business services and ICT (infor-
mation and communications technologies). Information modelling 

captures business requirements so they can be communicated in 
such a way that ICT applications are developed to support services. 
Information should be stable and organized in a way that enables 
service deployment flexibility when it comes to process and organi-
zation. Information modelling enables a common language within a 
business or an organization, and between businesses. Often, several 
different concepts commonly in use mean the same thing. Also, sim-
ilarly named concepts can have different meanings and definitions. 
Standardized information modelling is used to align these concepts 
and their definitions. As we evolve toward a truly networked society, 
the demand will grow for market driven standardization of modelling 
and the deployment of standardized business services.

The importance of standards to the work and careers of commu-
nications practitioners is the basis of this publication. It is a platform 
for presenting and discussing standards related topics in the areas of 
communications, networking, research, and related disciplines. 

This issue of the Communications Standards Supplement contains 
a number of open call papers as well as a feature topic on information 
modelling. Readers will notice the ongoing Commentary section 
with a recurring view from the IEEE-SA President. This time we are 
happy to also include a new IEEE Standards Education section to 
create awareness and understanding of the importance of standard-
ization and the critical role standards play in industry and society. The 
Standards News section offers the current status of standards work 
in various SDOs relevant to service management and information 
modelling, as well as pointers to SDO material. I trust that the reader 
will find these informative and illustrative of the fundamental role 
standards play in the communications networking ecosystem. 

The first article in the Open Call section, authored by Krista Jacob-
sen, is actually the first in a new series on patents and standardization. 
Jacobsen provides an initial tutorial that explains the patenting process 
in the United States. Patent Cooperation Treaty (PCT) applications are 
introduced, which are commonly used to file a single patent applica-
tion that can then make its way into the national offices of most coun-
tries. The article provides an overview of the policies underpinning 
patent law, the rights accompanying a patent, and the requirements 
and procedures to obtain a patent. In future editions of the supple-
ment, Jacobsen will contribute articles on: the obligation to disclose 
patents to standards setting organizations (SSO) and patent offices; the 
meaning of statements promising to license any such patents on “fair, 
reasonable, and non-discriminatory” (FRAND) terms; and an over-
view of antitrust law and the tension between SSOs and antitrust law.

Media synchronization is receiving renewed attention, with 
ecosystems of connected devices enabling novel media consump-
tion paradigms. The article by van Deventer et al. provides an 

overview of recently published standards, given the commercial 
interest in media synchronization that has spawned a new wave of 
international standards for media synchronization. 

The article by Filin et al. gives an overview of IEEE Std. 802.19.1 
for “TV White Space Coexistence Methods”. With the understanding 
of the need to provide coexistence solutions for different cognitive 
radio systems operating in white space frequency bands, this stan-
dard specifies radio technology independent methods for coexistence 
among dissimilar or independently operated TV band networks.

3GPP Release 12, including its special form of “broadcasting” 
communications for device-to-device (D2D) communications, has 
been adopted as the next generation public safety network. The 
article by Lien et al. provides a comprehensive overview of D2D 
operations in Release 12 to show that this was an unprecedented 
technology in cellular networks.

Following on with the 3GPP standards activities, the article by 
Lee et al. introduces a set of key technologies expected for 3GPP 
Release 13 and 14, as part of the continued evolution of LTE-Ad-
vanced and as a bridge from 4G and 5G. As the fourth genera-
tion (4G) LTE-Advanced network becomes a commercial success, 
technologies for beyond 4G and 5G are actively studied, from a 
research perspective as well as a standardization perspectives. 

Following the open call articles, Scott Mansfield and his edi-
torial team provide an informative feature topic, “Semantics for 
Anything-as-a-Service”, that shows the connection of end-to-end 
service management with information and data modelling. Man-
sfield et al. will introduce the feature topic papers in more detail.

Looking to the remainder of 2016, the Communications Stan-
dards Supplement will continue quarterly publication, and each 
issue will be “anchored” around a topic of current market relevance 
to drive focus. The next issue will contain a feature topic based on 
the recent ITU Kaleidoscope, “Trust in the Information Society”, 
presenting insight into the means of building information infra-
structures deserving our trust. Proposals for future feature topics 
are welcome as we look forward to the Communications Standards 
Supplement evolving into a stand-alone magazine in 2017.

Biography
Glenn Parsons [SM] (glenn.parsons@ericsson.com) is an internationally known expert in mobile back-
haul and Ethernet technology. He is a standards advisor with Ericsson Canada, where he coordinates 
standards strategy and policy for Ericsson, including network architecture for LTE mobile backhaul. 
Previously, he has held positions in development, product management and standards architecture in 
the ICT industry. Over the past number of years, he has held several management and editor positions 
in various standards activities including IETF, IEEE, and ITU-T. He has been an active participant in the 
IEEE-SA Board of Governors, Standards Board and its Committees since 2004. He is currently involved 
with mobile backhaul standardization in MEF, IEEE and ITU-T and is chair of IEEE 802.1. He is a Techni-
cal Editor for IEEE Communications Magazine and has been co-editor of several IEEE Communications 
Society Magazine feature topics. He graduated in 1992 with a B.Eng. degree in electrical engineering 
from Memorial University of Newfoundland.

Standardizing Information Modelling

Glenn Parsons

mailto:glenn.parsons@ericsson.com


3IEEE Communications Magazine — Communications Standards Supplement • March 2016

Commentary

Standards Tradition
IEEE has historically been the source of many highly respect-

ed and widely used standards. Some of these have become per-
vasive in our daily lives. However, the products or services that 
use those standards have not, historically, involved the IEEE in 
either product verification or product branding. Until recently, 
those tasks have been delegated to other organizations. History 
is changing. 

New Offering
The IEEE Standards Association now operates an initia-

tive known as the IEEE-SA Conformity Assessment Program 
(ICAP). This program extends the standards ecosystem by pro-
viding a means of producing an early conformance test and 
trusted products, and thereby serves to accelerate market adop-
tion of conforming products.

ICAP initiatives draw together the same subject matter 
experts from industry who wrote the IEEE standard to develop 
test suites associated with that standard and establish compli-
ance test programs that provide the producers and consumers 
with validated product certifications.

The Benefits of Conformity Assessment
Conformity assessment provides confidence and assurance to 

the market ecosystem that a product is compliant with industry 
standards and functions as designed. Markets significantly prefer 
products that have demonstrated compliance and interoperabil-
ity. For these reasons, conformity assessment has become a crit-
ically important aspect of conducting business in today’s global 
marketplace.

Conformity assessment provides benefits to diverse groups 
in the supply and demand chain. This includes the consumer, 
manufacturers, service providers, value-added resellers, and 
businesses.

•Consumers benefit from conformity assessment as it pro-
vides confidence and assurance that a product or service they 
purchase meets standards of quality [1].

•For manufacturers, conformity assessment minimizes the 
need to undergo multiple service providers’ internal test pro-
grams.

•For service providers, conformity assessment readily identi-
fies products that conform and are compliant with the industry 
standards. For service providers, conformity assessment read-
ily identifies products that conform and are compliant withthe 
industry standards.

Certified products ensure that key functionality is implement-
ed, while providing interoperability across multiple vendors’ 
solutions.

Examples
The IEEE conformity assessment program has successful-

ly been applied. One conformance certification is used by the 
Telecom and Power and Energy[2] Industry for IEEE Stan-
dard 1588, which is an IEEE Standard for a Precision Clock 
Synchronization Protocol for Networked Measurement and 
Control Systems, developed by the IEEE Instrumentation and 
Measurement Society. The Telecom Industry has used the IEEE 
certification to demonstrate compliance with IEEE Standard 
1588, thus providing improved networking ability in factory 
automation, test and measurement, and other telecommunica-
tions applications that require very close time synchronization. 
The 1588 Standard enables precise synchronization of clocks 
in measurement and control systems implemented with tech-
nologies such as network communication, local computing, and 
distributed objects, as does the IEEE Standard C37.118.1, IEEE 

Standard for Synchrophasor Measurements for Power Systems. 
Each of these programs began issuing certifications in 2015 [3].

More information on IEEE Standard 1588-2008 can be 
found at:

https://standards.ieee.org/findstds/standard/1588-2008.html
The IEEE Power and Energy Society’s Power System Relay-

ing Committee has been working on synchrophasor standards 
for 20 years. Phase measurement units (PMUs) and synchropha-
sor data provide grid operators with a more precise and higher 
resolution image of the grid in real-time. Such time sensitive 
information can help in numerous ways to alert the grid oper-
ators to grid stress early on, potentially avoiding power outages 
and maintaining power quality. 

The U.S.-Canada investigation into the 2003 Northeast black-
out recommended that synchrophasor data systems be installed 
immediately across North America for this purpose, hypothe-
sizing that had such a system been in operation the August 14, 
2003 blackout preconditions could have been identified, under-
stood, and mitigated without the subsequent grid collapse.

Country-wide or multi-national power systems cover thou-
sands of miles and thousands of pieces of equipment. Keeping 
such a large distributed system operational 100 percent of the 
year is a challenge. The Power and Energy industry is gaining 
unprecedented value from having phasor measurement units 
undergoing testing and certification prior to deployment to help 
ensure smooth functioning of the power grid. The IEEE certi-
fication process is being used to improve quality control, inter-
changeability of parts, reliability, development of plug and play 
devices, and to help ensure global acceptance of products and 
services for these industries.

A more thorough explanation of Synchrophasor Measure-
ments can be found at

http://ieeexplore.ieee.org/xpl/articleDetails.jsp?
arnumber=7052413

One description of the benefits of Synchrophasors is 
described in

https://www.smartgrid.gov/files/
Synchrophasor_Report_08_09_2013_DOE_2_version_0.pdf

More to Come
ICAP has additional program committees in the process of 

completing test suites across a range of technology areas, includ-
ing communications, power, and consumer electronics. The 
IEEE-SA supports these volunteer committees facilitating test 
suite development activities, interaction with laboratory partners 
for piloting and executing testing per the test suites, and provid-
ing an infrastructure for certification operations. The program 
also supports interoperability test events, relevant workshops 
and webinars of interest to the conformity assessment ecosys-
tem, and serves as a centralized conformity assessment resource 
for the IEEE community.

The Importance of Conformity Assessment
Consumers, manufactures, and service providers have 

well-deserved expectations relating to product reliability, effi-
ciency, and interoperability. Conformity assessment reflects the 
development of well-defined processes and procedures, which 
are designed to evaluate and confirm features and functional-
ity defined by industry standards. Conformity assessment has 
spurred innovation and has been a key factor in enabling prod-
ucts from a variety of producers to freely move across territorial 
boundaries with the assurance of operating safely, reliably, and 
within certain measurable performance criteria.

More information about ICAP can be found at:
http://standards.ieee.org/about/icap/index.html

About ICAP: The IEEE Standards Association (IEEE-SA) 
Conformity Assessment Program

By Bruce Kraemer, President, IEEE Standards Association

https://standards.ieee.org/findstds/standard/1588-2008.html
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?arnumber=7052413
https://www.smartgrid.gov/files/Synchrophasor_Report_08_09_2013_DOE_2_version_0.pdf
http://standards.ieee.org/about/icap/index.html
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ONF use UML Information Models 
to Generate Yang
By Nigel Davis, Ciena Fellow and 
Co-Chair, ONF Information Modeling 
Project Team

As part of the work to define the 
SDN controller, several ONF teams have 
focused on modeling network resources 
using UML. The tool chosen for this is 
the Eclipse platform-based open source 
UML tool, Papyrus. The ONF Core 
Information Model, which is at version 
1.1 (released November 2015), provides 
a recursive model of network resourc-
es that can be applied anywhere from 
the most abstract level of view through 
to the device view. The model is freely 
available via the ONF library (https://
www.opennetworking.org/sdn-resources/
technical-library and https://www.open-
networking.org/images/stories/down-
loads/sdn-resources/technical-reports/
ONF-CIM_Core_Model_base_doc-
ument_1.1.pdf). The model is derived 
from previous work by other bodies, 
notably ITU-T and the TM Forum, and 
the earlier 1.0 version of the ONF Core 
IM has been made available via ITU-T 
in G.7711. Other bodies are exploring/
using the ONF model as a basis for 
their network modeling activities.

While important as an enabler of 
consistency and coherence, the ONF 
Core IM alone is not sufficient. So the 
ONF teams have also focused on inter-
face design. The approach in ONF is to 
take the Core IM and use an emerging 
formal process of “pruning and refac-
toring” the model to form user centric 
interface views, where pruning is nar-
rowing of the definitions so as to match 
the needs of the view application, and 
refactoring is a controlled compact-
ing of the model to remove redundant 
elements and structure. Both pruning 
and refactoring maintain the semantics. 
The user centric views are presented as 
UML Information Models with clear 
traceability back to the Core Informa-
tion Model. The ONF teams have been 
working on the definition of the trans-
port API as well as the definition of 
the model for intent-based interaction 
(which focuses on constraint based out-
come oriented requests not cluttered by 
technology detail).

Again, a user centric view in an 
Information Model alone is not suffi-
cient; the key is code. To that end, the 
ONF teams have developed UML to 
Yang tooling that takes the Papyrus 
UML output for a view (decorated with 
the appropriate stereotypes enhancing 
the UML model definitions) and gen-

erates Yang schema that can then be 
fed into existing Yang tool chains. The 
UML to Yang tooling is open source 
and is available via the ONF support-
ed Eagle project (https://github.com/
OpenNetworkingFoundation/EAGLE-
Open-Model-Profile-and-Tools). The 
ONF teams are also considering tooling 
that produces other interface schema 
forms (especially for constraint based 
interfaces) and are currently working 
toward tooling support for the pruning 
and refactoring process.

Incidentally, in the ONF modeling 
work, the term Data Model is not used 
due to concerns over ambiguity of dis-
tinction between IM and DM.

Multi-SDO NFV Information Model-
ling Workshop
Michael Brenner (ClearPath Networks), 
ETSI NFV ISG Vice-Chair

ETSI’s NFV Industry Specification Group 
(ETSI NFV) convened a ground-break-
ing industry workshop to study how 
information modelling approaches could 
be aligned across the industry to simpli-
fy automation for network operators. The 
workshop brought together the leading 
Standards Development Organizations 
(SDOs) and Open Source communities 
hosted by CableLabs at their Louisville, 
Colorado (USA) location.

This was a significant and unique event 
because it is the first time the key standards 
organizations and open source commu-
nities have met together with a common 
purpose to accelerate alignment of their 
activities in relation to NFV. Participat-
ing organizations included 3GPP, ATIS, 
Broadband Forum, DMTF, ETSI NFV, 
IETF, ITU-T SG 15, MEF, OASIS/TOSCA, 
Open Cloud Connect, ONF, OpenDaylight, 
OPNFV, and the TM-Forum. Organiza-
tions that did not participate in this work-
shop are welcome to get involved in this 
collaboration by contacting ETSI.

Different information models and data 
models are being used among SDOs and 
open source communities resulting in 
fragmentation and complexity for imple-
mentation leading to increased cost and 
delaying time to market. Alignment of 
information models brings clarity of defi-
nition and drives consistent open APIs to 
enable integration across the entire ecosys-
tem, including SDN and NFV.

As a result of this workshop there 
is increased understanding of the chal-
lenges and opportunities in the develop-
ment and adoption of various modelling 
approaches. There was positive feedback 
from many delegates on the high value of 
the workshop and the increased awareness 

of efforts in peer organizations, and indi-
vidual commitment by key experts will 
significantly boost prospects for industry 
alignment going forward.

The workshop was co-chaired by 
ETSI NFV Vice-Chair Michael Brenner 
(ClearPath Networks) and Klaus Martiny 
(Deutsche Telekom), ETSI NFV Network 
Operator Council Vice-Chair. A collab-
oration plan was agreed on to achieve 
meaningful progress by the end of 2016. 
The first feedback from participating orga-
nizations will be in March 2016. The par-
ticipating organizations will independently 
progress their work, mindful of the collab-
oration milestones, and regular conference 
calls will take place to monitor progress, 
and when necessary another workshop 
will be convened to promote alignment.

Don Clarke (CableLabs), Chair of the 
ETSI NFV Network Operator Council, said: 
“It is vitally important that standards devel-
opment organizations foster closer collab-
oration as the industry moves toward a 
new era of software-based networking. This 
workshop surprised all of us by the quality 
of inputs from an unprecedented number 
of participating SDOs, and the enthusiasm 
of delegates to maintain momentum in fol-
low-ups bodes well for good progress over 
the coming weeks and months.”

Report from ITU-T Study Group 15 
Question 14
Hing-Kam Lam, ITU-T Study Group 15 
Question 14 Rapporteur

ITU-T Study Group 15 Question 14 is 
responsible for the management/control 
requirements and information and data 
models of telecommunications transport 
equipment.  The current work program 
includes the definition of a generic proto-
col-neutral information model for trans-
port resource (G.7711/Y.1702 (08/15)), 
protocol-neutral information models for 
Carrier Grade Ethernet (G.8052), MPLS-
TP (G.8152), and OTN (G.874.1), and the 
management requirements documents for 
those transport technologies.

Effective information modeling requires 
the use of UML tools. Over the past cou-
ple of years Q14 has been working with 
industry partners such as the ONF and 
MEF to develop a set of guidelines for the 
use of UML in information model devel-
opment for telecommunications equip-
ment management.  G.7711 has an annex 
with guidelines for the use of UML. Q14 
has standardized on the Eclipse Papyrus 
as the UML tool of choice. Working with 
the ONF, a set of guidelines that support 
the use of Papyrus has been created (ONF 
TR-515 Papyrus Guidelines 1.1). Utiliz-
ing the same tool set and guidelines doc-

https://github.com/OpenNetworkingFoundation/EAGLE-Open-Model-Profile-and-Tools
https://www.opennetworking.org/sdn-resources/technical-library
https://www.opennetworking.org/images/stories/downloads/sdn-resources/technical-reports/ONF-CIM_Core_Model_base_document_1.1.pdf
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uments allows the ITU-T to work closely 
and remain aligned with industry partners 
such as the ONF, MEF, and TM Forum.

Information models are an integral 
part of a model-driven lifecycle. As the 
network ecosystem becomes more agile, 
orchestrated, software-defined, and virtu-
alized, the creation of standardized APIs 
needs to become faster as well. Q14 is 
evaluating mechanisms to make the tradi-
tional standards development process fast-
er through the use of tooling that allows 
for information models to be translated 
into protocol-specific data models (such 
as YANG or JSON Schema). The ability to 
drive API development and documenta-
tion directly from the Eclipse environment 
(using a combination of Papyrus and Gen-
Doc) is increasing the efficiency of stan-
dards development.

What’s New at the MEF?
Scott Mansfield, Ericsson, Member of the 
MEF Board

The MEF Forum (MEF) continues 
to build on “The Third Network” mes-
saging, which provides an open, secure, 
on-demand, orchestrated framework for 
connectivity services. In addition to the 
Lifecycle Service Orchestration (LSO) 
reference architecture work, the MEF is 
organizing engagements with the Open 
Source community to validate and itera-
tively enhance the LSO definition. 

The LSO reference architecture iden-
tifies the actors in the ecosystem and the 
interfaces that need to be defined between 
the actors. This allows for the develop-
ment of open application programming 
interfaces (APIs) that can be leveraged to 
enable end-to-end connectivity services.

The MEF is changing its way of work-
ing to become a software-aware  standards 
development organization. In order to 
move from standards that are used to build 
static connectivity, a more agile approach 
that allows iterative development of stan-
dards along with open running code is 
needed. The framework requires the ability 
to prove interoperability and ensure that 
the services adhere to the specifications.  
New certification programs and hack-
athons provide the mechanisms necessary 
to exercise the framework. Coordination 
and collaboration with industry partners 
(including other Standards Setting Orga-
nizations, Industry Fora, and Open Source 
projects) are leveraged to address the com-
plete end-to-end connectivity service eco-
system. Establishing and executing on new 
open-source coordination initiatives such 
as OpenCE will provide practical experi-
ence with exercising the new agile stan-
dards development paradigm.

Exploring different strategies of engage-

ment will continue throughout 2016 for 
the MEF. In particular, a memorandum of 
understanding between the MEF and the 
ITU-T established a high-level framework 
of cooperation targeting the advance-
ment of Carrier Ethernet and future agile, 
assured, and orchestrated services, with 
emphasis on trust/assurance, conformance 
testing, 5G non radio area, LSO, SDN, 
NFV and Open Source implementation.

TM Forum Update on Work Related 
to Information Modeling
Kenneth Dilbeck, TM Forum

The Information Framework (previ-
ously known as the SID) is where the TM 
Forum focuses its efforts on information 
modeling. The Information Framework 
provides a reference model and com-
mon vocabulary for all the information 
required to implement the business pro-
cesses necessary for a digital service pro-
vider. It reduces complexity in service 
and system integration, development, and 
design by providing an off the shelf infor-
mation model that can be quickly adopted 
by all parties.

For background, the Information 
Framework currently is composed of 
approximately 2000 entities, more than 
500 added in the last few years in diverse 
areas such as metrics, charging and billing, 
payments, umbrella information model, 
and most recently virtualized network 
functions. The Information Framework 
is grouped into eight domains: marketing 
sales, product, customer, service, resource, 
engaged party, enterprise and common. 
The Information Framework is much 
more than a resource model, and provides 
the end-to-end associations and relation-
ships necessary to support a complete 
business. 

The Umbrella Information Model 
(UIM), added a little over a year ago, is 
the result of a joint work effort between 
NGMN, 3GPP, and the TM Forum to cre-
ate a set of umbrella entities that would 
allow the models from 3GPP and the TM 
Forum to be integrated in a much eas-
ier and predictable way. This work has 
been adopted by both 3GPP and the TM 
Forum, and has been an integral part of 
a number of TM Forum Catalyst projects 
(specialized POCs) that have proven that 
the UIM is very useful in managing hybrid 
networks. 

The UIM is also key to a work effort 
currently being considered by MEF, ONF, 
and the TM Forum to coordinate mod-
eling related to network resources. MEF 
and ONF have used the Information 
Framework as a launching point for their 
detailed work, so it is believed it would 

be very beneficial to the industry to coor-
dinate the network resource modeling to 
eliminate any overlap and maximize the 
effort of a limited pool of subject matter 
experts. 

The Information Framework has also 
been the basis for the APIs developed by 
the TM Forum. This places the APIs into 
a much broader end-to-end solution con-
text and increases their reusability and 
interoperability. This is true for the lega-
cy MTMN, MTOSI, OSS/J APis, and has 
recently been extended to a set of REST 
APIs that have been developed over the 
last two years. Currently there are a num-
ber of APIs available for public download 
at http://projects.tmforum.org/wiki/dis-
play/API/TM+Forum+Ecosystem+API+-
Portal.

The APIs are available for trouble 
ticket, product catalog, customer man-
agement, product inventory, product 
ordering, billing management, party 
management, SLA management, usage 
management, and performance manage-
ment. There are a number of APIs cur-
rently under development and more in 
the pipeline addressing areas such as 
virtualization, security, onboarding, and 
activation. 

Looking to the future, we will be 
increasing our ability to support NFV/
SDN and virtualization, IoT, and specif-
ic initiative such as SmartCity, SmartCli-
mate, and IoE.

ETSI NFV ISG: The Business  
Transformation of Network  
Operations through Virtualization 
of Network Functions
Steven Wright, AT&T, Chair ETSI NFV ISG

The NFV ISG vision of an open eco-
system for NFV enables rapid innovation 
in networks and services for vendors, net-
work operators, and service providers. The 
Network Functions Virtualization concept 
(NFV) was first introduced in a joint-car-
rier white paper published in October 2012.

Innovation in end-to-end services is 
enabled by software-based deployment 
and operationalization of virtualized net-
work functions (VNFs) on independently 
deployed and operated NFV infrastructure 
based on high volume industry standard 
servers.

Network operator business objectives 
driving the need for operational transfor-
mation through virtualization include:

•Rapid service innovation through 
software-based deployment and oper-
ationalization of network functions and 
end-to-end services.

•Improved operational efficiencies 

http://projects.tmforum.org/wiki/display/API/TM+Forum+Ecosystem+API+Portal
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resulting from common automation and 
operating procedures.

•Reduced power usage achieved by 
migrating workloads and powering down 
unused hardware.

•Standardized and open interfaces 
between network functions and their man-
agement entities so that such decoupled 
network elements can be provided by dif-
ferent players.

•Greater flexibility in assigning VNFs 
to hardware.

•Improved capital efficiencies compared 
with dedicated hardware implementations.

The ETSI NFV mission is to facilitate 
the industry transformation and devel-
opment of an open, interoperable eco-
system. As the focal point for the NFV 
ecosystem, the forum develops and main-
tains core NFV documentation, as well 
as collaborative relationships with other 
specialist SDOs and industry alliances, 
including open source communities. The 
ETSI NFV documentation and relat-
ed open source implementations enable 
open innovation in the design of VNFs 
and end-to-end network services com-
posed from them. 

Since the initial meeting in January 
2013, the ETSI NFV membership has 
grown to approximately 300 companies 
(including 38 network operators) and has 
delivered key NFV specifications cover-
ing requirements, use cases, architectural 
framework, terminology, management & 
orchestration, security, performance, and 
reliability. It has also sponsored multi-ven-
dor proofs of concepts to encourage 
interoperability and growth of an open 
ecosystem around virtualized network 
functions. Additional specifications are 
being developed for publication during 2016. 

Call for Papers

IEEE Communications Magazine

Next Generation 911

Background
In most parts of the world where a phone is used, users depend on the SOS, or Emergency service (ES).  In North America, this service 
is accessible by dialing 911 and in most parts of Europe by dialing 112.  Since its introduction in the 1950s, the service has adapted to 
technology changes: from wire line phones with fixed locations to supporting mobile phones.  However, the technology is improving 
faster than the ES infrastructure can keep up. Faster networks coupled with the heterogeneous access methods pose a challenge to 
the evolution of the ES.  As if this is not enough, the richer choices available to a user today for communication --- video, text mes-
saging, social networking portals like Facebook and Google+, instant messaging, web-based calling, and over-the-top Voice over IP 
applications – make the task of providing ES uniformly ever more difficult. The US and Europe have decided to approach ES through 
a clean-slate approach.  The redesign of the ES in US is known as Next Generation 911 (NG911) and in Europe as Next Generation 
112 (NG112).  The core of NG ES is Emergency Services IP Network (ESInet).  ESInet uses the Session Initiation Protocol (SIP) to deliver 
voice, video, text and data calls reliably and uniformly to the ES network.
Authors from industry and academia are invited to submit papers for this FT (Feature Topic) of IEEE Communications Magazine on 
next generation 911. The FT scope includes, but is not limited to the following topics of interest:
•Overview of NG911 implementation efforts
•Technical challenges in implementing NG911 systems
•Status of current implementation of NG911
•Status of NG911 deployment
•Issues in multi-modal NG911 devices
•Impact of social media on NG911 systems
•Societal impacts of the presence (or absence) of such services
•Over-the-top applications and NG911
•Security and privacy of NG911
•Public policy and funding issues with NG911
•Regulatory environment for NG911
•The role of standards (IETF, ITU-T) in NG911

Submissions
Articles should be tutorial in nature, with the intended audience being all members of the communications technology communities. 
They should be written in a style comprehensible to readers outside the specialty of the article. Mathematical equations should not be 
used (in justified cases up to three simple equations are allowed). Articles should not exceed 4500 words. Figures and tables should 
be limited to a combined total of six. The number of archivable references is not to exceed 15. Complete guidelines for manuscript 
preparation can be found via the link  http://www.comsoc.org/commag/paper-submission-guidelines. Please send a PDF (preferred) 
or MS-Word formatted paper via Manuscript Central (http://commag-ieee.manuscriptcentral.com). Register or log in, and go to the 
Author Center. Follow the instructions there. Select “November 2016 / Next-Generation 911”.

Important Dates
•Manuscript Submission Deadline: March 15, 2016
•Decision Notification : June 30, 2016
•Final Manuscript Due Date: August 31, 2016
•FT Publication Date: November 2016

Guest Editors
Vijay K. Gurbani                                      Salvatore Loreto                          Ravi Subrahmanyan                  Carol Davids
Bell Laboratories, Alcatel-Lucent, USA    Ericsson, Sweden                         Butterfly Network Inc., USA      Illinois Inst. of Technol., USA
vkg@bell-labs.com                                 salvatore.loreto@ericsson.com    ravi.subrahmanyan@ieee.org   davids@iit.edu

http://www.comsoc.org/commag/paper-submission-guidelines
http://commag-ieee.manuscriptcentral.com
mailto:vkg@bell-labs.com
mailto:salvatore.loreto@ericsson.com
mailto:ravi.subrahmanyan@ieee.org
mailto:davids@iit.edu


7IEEE Communications Magazine — Communications Standards Supplement • March 2016

S t a n d a r d s  E d u c a t i o n

We know that many products and technologies that influence 
and transform the way we live, work, and communicate rely on 
the development of technical standards. Standards fuel compati-
bility and interoperability, reduce costs and risk, simplify product 
development, enable innovation, hasten time-to-market for new 
products, support commerce, and can determine a company’s 
global competitiveness. Standards play a vital role in helping con-
sumers understand and compare competing products, and give 
confidence to investors.

In March 2016, a new six-week massive open online course 
(MOOC) entitled “Innovation & Competition: Succeeding through 
Global Standards,” will begin at the IEEE Standards University. 
This new course offers a practitioner’s view of standards and is 
geared to graduate students and emerging professionals in the 
fields of engineering, technology, computing, business, economics 
and law, particularly those working, or planning to work, in all 
facets of product planning, development, launch, and support. 

The course will enable participants to better contribute to their 
organizations and advance their careers. University faculty in 
related areas will also benefit from taking the course and be able 
to add value to students through their teaching. By completing this 
MOOC, students can expect to come away with an understanding 
of:
•The different types of standards.
•How standards impact trade and innovation.
•How standards evolve over time.

•Why companies participate in standards development.
•How standards are changing to meet emerging needs.
•How related activities can be integrated with other organizational
  functions.
•Strategic implications.
•How standards can be applied to product design and planning.
Consideration will also be given to related conformity assessment, 
regulation, and intellectual property management. 

Although educators may recognize the importance of standards 
and desire to incorporate standards topics into their course cur-
riculum, they may lack access to industry expertise in this arena. 
The information provided through this course can be a vehicle for 
professors to invite industry standards skills into their classrooms.

The IEEE Standards Education Committee has delivered suc-
cessful standards education workshops for several years, with very 
positive feedback. This course will significantly increase the impact 
of the IEEE’s standards education efforts to a global audience. 
Students will be able to attend the course at no cost or receive a 
certificate of completion for a small fee.

Funding for this course was provided by the IEEE Foundation 
Fund (FF) and the IEEE Life Members Fund (LMF). This is a joint 
project of IEEE Educational Activities and the IEEE Standards 
Association. The MOOC is part of the overall new IEEE Standards 
University. 

Visit IEEEx.org to watch a video introduction about the course 
and to enroll. 

Innovation & Competition: Succeeding through Global Standards:
A New Massive Open Online Course Delivered on IEEEx.org

By Yatin Trivedi, Member, IEEE Standards Education Committee

This online publication is sponsored by the IEEE Standards 
Education Committee, a joint committee of the IEEE Educational 
Activities Board and the IEEE Standards Association. Serving the 
community of students, educators, practitioners, developers, and 
standards users, we are building a community of standards educa-
tion for the benefit of humanity. 

IEEE’s Standards Education Program is committed to:
•Promoting the importance of standards in meeting technical,
  economic, environmental, and societal challenges.
•Disseminating learning materials on the application of standards
  in the design and development aspects of educational programs.
•Actively promoting the integration of standards into academic
  programs.
•Providing short courses about standards needed in the design
  and development phases of professional practice.

The March edition (http://www.standardsuniversity.org/e-mag-
azine/) contains a number of articles on trust and cyber security.

Abstracts
The Evolving Internet of Things (IoT) Requires New  
Approaches by Colleges and Universities in Educating All  
Students in Cyber Security
By William Butler, William “Vic” Maconachy, Helen G. Barker

Abstract
The Internet of Things (IoT) is quickly evolving, with 2016 pre-

dicted to be a critical year for the growth of connected devices, the 
sheer volume of data captured, and the types of ‘things’ connected 
(human-to-machine, machine-to-machine). The machine-to-ma-

chine category is growing at an exponential rate, along with the 
data captured and communicated to databases for categorization 
and analysis. Colleges and universities are challenged to educate 
students across the curriculum to understand the underlying tech-
nologies and the application of this technology to solve everyday 
problems. Students must learn that the IoT surrounds them and is 
already a critical aspect of their daily lives. Business, engineering, 
computer science, and cyber security departments across the coun-
try must plan to address student awareness through revamped 
departmental curricula and interdisciplinary opportunities across 
departments. It is this generation of future workers who will be 
tasked to solve the issue of security within the IoT. This article 
does not advocate a new degree, but rather a comprehensive inter-
disciplinary systems approach.

IoT Security Standards—Paving the Way for Customer  
Confidence
By Alan Grau

Abstract
With the opening of the Consumer Electronics Show in Las 

Vegas, the IoT has moved beyond the initial hype phase and even 
past the phase of early deployments. In July of 2014, HP Labs did 
a study of 10 popular IoT devices and found that the security was 
shockingly bad. The researchers studied 10 devices, looking at the 
end-to-end security capabilities of these devices, including privacy 
protection, authorization, encryption, user interface protection, 
and code security. They found that 70% of the devices had at least 
one major vulnerability! By the time they completed their study, 

The IEEE Standards University e-Magazine
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the researchers identified more than 250 vulnerabilities, an average 
of 25 security vulnerabilities per device. Security was clearly an 
afterthought—or worse—for these devices. An average consumer, 
or even a security savvy consumer, has little ability to know which 
brand of IoT device has better security or even any security. An 
OEM may claim “built-in security”, but that phrase alone means 
little. This article discusses the role and importance of security 
standards, challenges in creating security standards, and what’s 
emerging in the area of standards for IoT security.

Internet of Things Requirements and Protocols
By Kim Rowe

Abstract
More and more protocols are being added for the Internet 

of Things (IoT) as large vendors address the deficiencies of their 
products. These higher level  IoT protocols are suitable for a broad 
range of applications. Knowing the correct protocol or set of pro-
tocols for a given application which cover communication, securi-
ty, management, and scalability, is the first design consideration.  
After this, the best implementation of each of the protocols must 
be understood. From this understanding, the designer can select 
the optimal implementation of each protocol for the system and 
then from these, select the best set of protocol implementations 
for the system. For the IoT protocol space, standards are not yet 
converged for particular applications, and the market ultimately 
decides which of these standards are most relevant. This article 
examines the range of protocols available and the specific require-
ments that drive the features of these protocols, and considers the 
implementation requirements to build a complete system.

Full Articles
Protecting Against Cyber Threats

By Sangeeta Kodukula
Security Consulting Systems Engineer, Cisco Systems

In today’s digital age we cannot argue with the idea that the 
evolution of technology has contributed to many conveniences in 
our day-to-day life. Online banking, the ability to access corporate 
data from smart phones, and e-commerce, are just a few examples 
of how the digital evolution has changed the landscape of how we 
operate on a daily basis. While these conveniences have contribut-
ed to simplifying our daily operations, have we taken a moment to 
think about the possible repercussions of exposing sensitive data 
on the Internet? Similar to how the landscape of technology has 
changed, so has the evolution of the cyber threat.

Today’s hackers are more sophisticated than ever, and can 
make more than $1 million a year! Methodologies such as leverag-
ing exploit kits to deliver malware, ransomware, Distributed Deni-
al of Service (DDoS) attacks, and phishing attacks, are just a few 
examples of how these hackers infringe on their victims. Industry 
and the public sector are just as vulnerable as consumers who post 
sensitive data on the Internet. As a result, regulations such as PCI 
(Payment Card Industry) compliance, HIPAA (Health Insurance 
Portability and Accountability), and FIPS (Federal Information 
Processing Standard), are all examples of guidelines companies in 
these various verticals must adhere to in order to protect sensitive 
data from being compromised. These regulatory compliances con-
sist of a comprehensive checklist of requirements companies must 
align with in order to pass their compliance audits. These stan-
dards evolve as threats evolve. These compliances require industry 
to invest in IT security in order to protect and reassure their cus-
tomers’ sensitive data cannot be accessed from an unauthorized 
source. IT departments must invest in various layers of security 
by implementing Next-Gen Firewalls, Next-Gen Intrusion Pre-
vention System (IPS) solutions, encryption technologies, and VPN 

technologies, to name a few solutions. Why should companies care 
to invest in these technologies? The cost of a potential breach can 
cost a company millions of dollars, and it can bruise their overall 
brand reputation and cause their stock price to go down.

From a consumer standpoint we can take necessary precautions 
in order to minimize our risk as well. Measures that can be taken 
include creating strong passwords, changing passwords frequently, 
not openly distributing bank account details, and checking credit 
card statements thoroughly. These measures will help prevent one 
from becoming the next victim of cyber-crime.

Further reading:
PCI Compliance Standards: https://www.pcisecuritystandards.

org/
HIPAA Compliance Standards:  http://www.hhs.gov/hipaa/

for-professionals/security/laws-regulations/
FIPS Compliance Standards: http://csrc.nist.gov/publications/

fips/fips140-2/fips1402.pdf

Security and IoT in IEEE Standards

By Cherry Tom
Emerging Technologies Intelligence Manager, IEEE Standards Association

Security elements have been included in numerous IEEE stan-
dards and standards projects over many years. If one searches the 
IEEE standards status report[1] by entering “security,” and views 
the project scope, purpose, and/or abstract, multiple references to 
security can be seen. These standards and standards projects cover 
topics as diverse as vehicle communications, smart grid technolo-
gies, personal health devices, networking, mobile devices, and stor-
age devices. All these and more could conceivably be part of the 
Internet of Things (IoT). A number of these standards were devel-
oped before the term “Internet of Things” became widely used.

IoT Architecture
IEEE has a specific initiative (one of IEEE’s important, 

multi-disciplinary, cross-platform initiatives) for the Internet of 
Things (IoT). The IEEE IoT website includes a link for educational 
resources such as webinars, other videos, and podcasts. The link to 
the IEEE-SA IoT website is for standards and related information. 
In particular, the project IEEE P2413, Standard for an Architec-
tural Framework for the Internet of Things (IoT), has a subwork-
ing group focused on Quadruple Trust, i.e. “Protection, Security, 
Privacy and Safety”. This involves a holistic end-to-end approach, 
including development of a threat model for IoT [2]. This consid-
ers the various vertical applications for IoT and documentation of 
architecture needs to address the threat model. The participants 
in IEEE P2413 include representatives from major corporations 
involved in IoT from regions around the world and provide exper-
tise in all aspects of IoT, including security and compliance. To 
involve startup companies, IEEE-SA hosts a number of events 
where the companies can present their projects for evaluation as 
well as learn about the IEEE’s activities in IoT.

The following are examples of IEEE standards and projects 
related to security and IoT.

Cryptography
•The IEEE 1363 series of standards for public key cryptogra-

phy, beginning with IEEE 1363-2000, IEEE Standard Specifications 
for Public-Key Cryptography, and including IEEE 1363a-2004, 
IEEE 1-2008, IEEE 1363.2-2008, and IEEE 1363.3-2013, is devel-
oped by the 1363 WG.

•The IEEE 1619 series of standards for encryption in storage 
media, beginning with IEEE 1619-2007, IEEE Standard for Cryp-
tographic Protection of Data on Block-Oriented Storage Devices, 
and continuing with IEEE 1619.1-2007, and IEEE 1619.2-2010, is 
developed by SIS-WG, Security in Storage Working Group.

https://www.pcisecuritystandards.org
http://www.hhs.gov/hipaa/for-professionals/security/laws-regulations/
http://csrc.nist.gov/publications/fips/fips140-2/fips1402.pdf
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Devices and Sensors/Actuators

•Within the IEEE 1451/21450 [3]/21451 series of standards for 
transducers for sensors and actuators, including IEEE 21451-1-
2010, IEEE 21451-2-2010, IEEE 21451-4-2010, and IEEE 21451-
7-2011, a new project, IEEE P24151-1-4, Standard for a Smart 
Transducer Interface for Sensors, Actuators, and Devices – eXten-
sible Messaging and Presence Protocol (XMPP) for Networked 
Device Communication, being developed by the XMPPI–XMPP 
Interface Working Group, specifically addresses issues of security, 
scalability, and interoperability in session initiation and protocol 
transport.

•IEEE 2410-2015, IEEE Standard for Biometric Open Protocol, 
provides “Identity assertion, role gathering, multilevel access con-
trol, assurance, and auditing” [4], and was developed by the BOP 
– Biometrics Open Protocol working group.

•A new project approved in 2015, IEEE P1912, Standard for 
Privacy and Security Architecture for Consumer Wireless Devic-
es, being developed by the P1912 WG, will describe a common 
communication architecture and approaches for end user security, 
including device discovery/recognition, user authentication, and 
user control of tracking items/people and sharing of information.

•IEEE 2600-2008, IEEE Standard for Information Technology: 
Hardcopy Device and System Security, covers printers, copiers, 
and multifunction devices. It defines security requirements such 
as authentication, authorization, privacy, integrity, device manage-
ment, physical security, and information security.

Networking for IoT
•IEEE 802.1X-2010, IEEE Standard for Local and metropol-

itan area networks–Port-Based Network Access Control, cover-
ing common architecture, functional elements, and protocols for 
mutual authentication and secure communication between the 
clients of ports attached to the same LAN, and its amendment, 
IEEE 802.1Xbx-2014, were developed by the 1 – Higher Layer 
LAN Protocols Working Group.

•IEEE 802.1AE-2006, IEEE Standard for Local and Metro-
politan Area Networks: Media Access Control (MAC) Security, 
specifies “how all or part of a network can be secured transpar-
ently to peer protocol entities that use the MAC Service provided 
by IEEE 802 LANs to communicate”[5]. Its amendment, IEEE 
802.1AEbw-2013, expands its security capabilities. These were 
developed by the 1 – Higher Layer LAN Protocols Working Group.

•IEEE 802.1AR-2009, Standard for Local and metropolitan area 
networks – Secure Device Identity, enables the secure association 
of locally significant device identities with manufacturer provi-
sioned identities for use in provisioning and authentication pro-
tocols, and was developed by the 1 – Higher Layer LAN Protocols 
Working Group.

•The latest editions of IEEE 11-2012, IEEE Standard for 
Information technology–Telecommunications and information 
exchange between systems Local and metropolitan area networks–
Specific requirements Part 11: Wireless LAN Medium Access Con-
trol (MAC) and Physical Layer (PHY) Specifications, developed 
by the WG802.11 – Wireless LAN Working Group, and IEEE 
802.15.4-2015, IEEE Standard for Local and metropolitan area 
networks–Part 15.4: Low-Rate Wireless Personal Area Networks 
(LR-WPANs), developed by the WG802.15 – Wireless Personal 
Area Network (WPAN) Working Group, include extensive sec-
tions on security.

•IEEE project 15.9, IEEE Draft Recommended Practice for 
Transport of Key Management Protocol (KMP) Datagrams, 
developed by the WG802.15 – Wireless Personal Area Network 
(WPAN) Working Group, provides guidelines for support of key 
management in IEEE 802.15.4.

•IEEE 802.21a-2012, IEEE Standard for Local and Metropolitan 
Area Networks: Media Independent Handover Services – Amend-
ment for Security Extensions to Media Independent Handover 
Services and Protocol, was developed by the 21 – Media Indepen-
dent Handoff Working Group.

•The IEEE 1888 series, beginning with IEEE 1888-2014, IEEE 
Standard for Ubiquitous Green Community Control Network Pro-
tocol, and including IEEE 1888.1-2013 and IEEE 1888.2-2014, has 
a specific standard for security, IEEE 1888.3-2013, IEEE Standard 
for Ubiquitous Green Community Control Network: Security, and 
was developed by UGCCNET-SEC/P1888.3 WG – Ubiquitous 
Green Community Control Network: Security Working Group/
UGCCNET-SEC/P1888.3. It includes security requirements, archi-
tecture, authentication, authorization, and security procedures and 
protocols.

Infrastructure Systems
(Note: intranets may incorporate IoT while not necessarily con-

nected to the public Internet.)
•IEEE 692-2013, IEEE Standard for Criteria for Security Sys-

tems for Nuclear Power Generating Stations, developed by WG 
3.2 – Security Systems Working Group, addresses security system 
equipment for “detection, assessment, surveillance, access control, 
communication, and data acquisition”.

•The numerous IEEE smart grid systems standards [6] include 
a number focused on security, e.g. IEEE C37.240-2014 – IEEE 
Standard Cybersecurity Requirements for Substation Automa-
tion, Protection, and Control Systems, developed by 240 WG – 
PC37.240 Cyber Security Standard, and IEEE 1686-2013 – IEEE 
Standard for Intelligent Electronic Devices Cyber Security Capa-
bilities, developed by WGC1 – Substations Working Group C1.

Other Considerations
It should be noted that IEEE P2413 includes in its definition for 

properties of the “thing” in the Internet of Things, virtual proper-
ties such as might be derived from big data analysis. The IEEE Big 
Data Initiative includes standards development as a key focus area. 
Privacy and security remains a concern for Big Data.

While not official IEEE standards, the documents “Building 
Code for Medical Device Software Security” and “Avoiding the 
Top 10 Software Security Design Flaws” provide guidance for soft-
ware designers, including those involved in software for IoT. They 
were developed as part of the IEEE Cybersecurity Initiative.

In addition to IEEE, other organizations are also involved in 
standards for IoT and security. Another article, “IoT Interopera-
bility Requires Security”, includes along with IEEE, descriptions of 
the work in several of these organizations.

References
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[6] http://smartgrid.ieee.org/resources/standards
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Abstract
In an ideal world, the standards promulgated 

by standards-development organizations (SDOs), 
such as the IEEE, ITU, and ETSI, would always 
result from an impartial comparison of proposed 
solutions made in an environment “free of distor-
tion, bias, or manipulation by private interests.”1 
In the real world, however, standards tend to be 
a result of compromises and, in some cases, hard-
fought battles among parties, often competitors, 
who have diverse private interests. Considerations 
beyond technical merit are generally in play. For 
better or worse, one of those considerations is 
often the understanding that intellectual property 
may protect a candidate solution. 
Of the four types of intellectual 
property — patents, trademarks, 
copyrights, and trade secrets — 
the one that looms largest in the 
standards-development context is patents.

This article provides a foundational overview 
of patents and patent systems with a specific 
focus on the patent laws and procedures of the 
United States. Where feasible, the article also 
identifies similarities and differences in the pat-
ent laws and procedures of other countries.

Policy Considerations for Patent Systems
There is perhaps no more compelling testimonial 
to the importance of patents than the fact that 
nearly every country grants patent rights. Patent 
systems reflect governments’ determinations that 

the public benefits when inventors disclose their 
innovations publicly instead of keeping them 
secret. Thus, patent systems execute a bargain 
made between governments and inventors: in 
exchange for an inventor publicly disclosing how 
to make and use a new, useful, and nonobvious 
invention, the government grants the inventor 
a right to prevent others from exploiting that 
invention for a specified period of time, called 
the patent term, or at least the right to collect 
money from unauthorized parties who use the 
invention during the patent term. 

Patent systems encourage innovation not only 
by offering a period of exclusivity to inventors in 
exchange for disclosure of their inventions, but 
also by encouraging others to innovate. The Unit-
ed States Supreme Court stated in Aronson v. 
Quick Point Pencil Company that “patent law … 
promotes disclosure of inventions to stimulate 
further innovation and to permit the public to 
practice the invention once the patent expires.”2

As explained further below, “the invention” 
is defined by the claims of a patent. During the 
patent term, subject to some important caveats, 
the public is free to use all information disclosed 
in the patent except for the claimed invention.3 
After the patent expires, the claimed invention 
becomes part of the public domain.

What Is a Patent?
A patent is a government-issued, legally-enforce-
able document that defines an invention and grants 
the inventor the right to restrict others from exploit-

ing that invention for a limited 
period of time. Most countries 
have enacted their own patent 
laws, which tend to be similar, but 
not identical, to the laws of other 

countries. For now, there is no international patent, 
and applicants must obtain separate patents in each 
country in which they wish to protect their inven-
tions.4 The patents granted by individual countries 
are valid and enforceable only in the country of 
grant. In other words, a United States patent has 
no effect in Canada, Germany, or China, and, con-
versely, a Canadian, German, or Chinese patent 
has no effect in the United States.

All countries disallow certain types of innovations 
or discoveries from being patented, regardless of 
how important they may be. In the United States, 
for example, abstract ideas, laws of nature, and nat-
ural phenomena are not patentable.5 The overarch-
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1 Amicus Curiae Brief of the American Antitrust Institute in Support of Neither Party, In re Rambus Inc., 2006 WL 
2330117 (F.T.C. 2006) (No. 9302).  
 
2 440 U.S. 257, 262 (1979); see also Kewanee Oil Co. v. Bicron Corp., 416 U.S. 470, 496 (1974) (“The decision of 
Congress to adopt a patent system was based on the idea that there will be much more innovation if discoveries are 
disclosed and patented than there will be when everyone works in secret.”). 
 
3 As explained below, there may be other applications or patents claiming other portions of the disclosure, and the 
claims of those applications or patents may further restrict the scope of information available for public use. 
 
4 Europe is in the process of establishing a “European patent with unitary effect,” also known simply as the “unitary patent,” 
which will enable a party to obtain a single patent that will be valid in multiple European countries. 
 
5 The state of the law of subject matter eligibility in the United States is murky at present, and attorneys, examiners, 
and courts charged with applying the Supreme Court’s holdings in recent subject matter eligibility cases are strug-
gling to define how to recognize claims for ineligible subject matter. For example, claims for graphical user interfaces, 
software, and methods of doing business may be abstract ideas.
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ing policy concern is that granting a patent for an 
abstract idea (e.g., the creation of a contractual rela-
tionship), a law of nature (e.g., gravity), or a natural 
phenomenon (e.g., a mixture of bacteria that does 
not have significantly different characteristics from 
what occurs in nature) would remove “the basic 
tools of scientific and technological work” from the 
public domain.6 The application of a law of nature in 
a new and useful way may be patentable in the Unit-
ed States, but as the Supreme Court recently stated, 
a claim “must limit its reach to a particular, inventive 
application” of the law of nature.7

Other countries also forbid the patenting of 
certain subject matter. For example, Canada does 
not issue patents for scientific principles, abstract 
theorems, methods of medical treatment or sur-
gery, higher life forms, or forms of energy (e.g., 
electromagnetic and acoustic signals, regions of 
the electromagnetic spectrum, electric currents, 
and explosions) [1]. The European Patent Coop-
eration Treaty forbids the patenting of discoveries, 
scientific theories, mathematical methods, aesthet-
ic creations, presentations of information, playing 
games, doing business, computer programs, and 
schemes, rules, and methods for performing men-
tal acts [2]. Consequently, what is patentable sub-
ject matter in one country may not be patentable 
subject matter in another country.

The United States grants three different types 
of patents for three different types of innova-
tions. Plant patents protect distinct and new vari-
eties of plants that are invented or discovered 
and then asexually reproduced [3]. Design pat-
ents protect ornamental designs embodied in or 
applied to a manufactured article [4]. Utility pat-
ents, which are the most common type of patent, 
and also the type most likely to be implicated in 
SDO settings, protect processes, machines, man-
ufactured products, or compositions of matter [5]. 
Utility patents generally have a term of 20 years 
from the earliest effective filing date.8 Other 
countries grant patents that are similar to the 
utility patent of the United States.

It may surprise readers to learn that a patent 
does not confer to the patent holder any affirma-
tive right — that is, a right to do something. For 

example, a patent does not give the patent hold-
er a right to make a product incorporating the 
claimed invention. One reason is that by making 
a product incorporating the claimed invention, 
the patent holder might also be incorporating 
another party’s innovation, which itself might 
be protected by a patent. Instead, a patent gives 
its owner the right to prevent others from mak-
ing, using, selling, offering to sell, importing, or 
exporting the claimed invention during the pat-
ent term [6, 7]. Thus, at least in theory, a pat-
ent confers to its owner a right to exclude others 
from doing something they might otherwise do.9 
Litigation is often required to determine whether 
a patent owner can, in fact, prevent another party 
from pursuing an allegedly-infringing activity.

Like other assets, patents may be transferred 
from one owner to another. Thus, independent 
inventors who do not have the resources to take 
advantage of their patents may sell them to 
another party who might be in a better position 
to exploit those patents, such as by licensing the 
patents to others.10 Likewise, a company whose 
employees have invented a new and useful tech-
nology may obtain patents to protect that tech-
nology and sell those patents to another entity.11 

Patent Applications
The process to obtain a patent on an invention 
begins with the filing of a patent application in 
a patent office, such as the United States Patent 
and Trademark Office (USPTO), the European 
Patent Office, or the Japan Patent Office. Sever-
al countries, including the United States, require 
inventions made within their borders to be filed 
in that country’s patent office before filing in any 
other country.12 One reason for this requirement 
is so that the government may screen applica-
tions for any information that might jeopardize 
national security. In the United States, if the 
application passes the screening, the USPTO 
grants a foreign filing license that authorizes the 
applicant to file the application in foreign countries.

Assuming a patent applicant has complied with 
any foreign filing license requirements, the appli-

6 Gottschalk v. Benson, 409 U. S. 63, 67 (1972) (“Phenomena of nature, though just discovered, mental processes, and 
abstract intellectual concepts are not patentable, as they are the basic tools of scientific and technological work.”). 
 
7 Mayo Collaborative v. Prometheus Labs., 132 S. Ct. 1289, 1302 (2012). 
 
8 The word “generally” is appropriate because a patent granted on an application filed before June 8, 1995 has a term 
of 17 years from its issue date. The significance of the effective filing date is discussed below.  
 
9 Although the right to exclude others from exploiting a patented invention is central to United States patent law, 
the Supreme Court’s 2006 decision in eBay Inc. v. MercExchange L.L.C. weakened a patent owner’s right to exclude. 
Before eBay, a court would automatically issue a permanent injunction barring an infringer from further infringe-
ment of a patent found to be valid and infringed. But in eBay, the Supreme Court held that a patent owner is entitled 
to a permanent injunction only if certain criteria are met. For example, unless the patent holder shows that money 
damages (i.e., payments to the patent holder from the infringer) are inadequate to compensate the patent holder for 
the infringement, the court will not grant an injunction to prevent an infringer from further infringement during the 
patent term. The patent holder is still entitled to receive money damages as compensation for the infringement, but 
the patent holder cannot stop the infringement altogether. Patent holders may still try to enjoin the importation of 
infringing products, however, by filing a complaint at the International Trade Commission (ITC). 
 
10 Parties whose businesses focus on acquiring and licensing patents, rather than developing and manufacturing 
products, are often pejoratively, and in some cases unfairly, referred to as “patent trolls.” A less inflammatory term is 
“non-practicing entity.” 
 
11 Most companies require employees to sign employment agreements obligating them to assign, to the companies, 
any inventions conceived in the scope of their employment.
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cant may file a patent application directly in the 
patent office of each country in which the appli-
cant seeks a patent. For example, an inventor may 
file a patent application in the USPTO to seek a 
United States patent, a separate application in the 
State Intellectual Property Office of the People’s 
Republic of China to seek a Chinese patent, and 
yet another application in the Canadian Intellec-
tual Property Office to seek a Canadian patent. 
Because each patent office has its own procedures 
and fees, and most countries only allow licensed 
practitioners to file patent applications, the cost 
and complexity of filing separate patent applica-
tions in multiple countries may be high.

As an alternative to filing separate patent appli-
cations directly in the patent offices of all of the 
countries in which an applicant seeks patents, an 
international treaty called the Patent Cooperation 
Treaty (PCT) enables applicants to file a single pat-
ent application in a designated patent office and 
later, from this single application, elect to seek sep-
arate patents in some or all of the 148 “contracting 
states” that are signatories to the PCT, including 
the United States and most other industrialized 
nations. When the PCT applicant later selects 
some or all of the 148 contracting states, the PCT 
application enters the so-called “national phase” in 
each of those contracting states, at which point it 
becomes a separate, stand-alone application in each 
of the selected contracting states. Each contracting 
state’s patent office then determines whether to 
grant a patent based on the national-phase applica-
tion.13 The PCT therefore allows applicants to file 
and pay fees for a single “placeholder” application 
and postpone, typically for up to 30 months from 
the priority date of the application,14 the decision 
of exactly where to seek separate patents on the 
basis of that single application.

In the United States, in addition to applications 
entering the national phase from PCT applications, 
there are two general classes of patent applications: 
nonprovisional and provisional. Other countries’ 
patent applications are equivalent to the nonprovi-
sional application in the United States, but may be 
subject to content or structure requirements that 
differ from those in the United States.

Nonprovisional Applications
A patent applicant files a nonprovisional appli-
cation to start the examination process in the 
USPTO, which is conducted by a patent exam-
iner. If a claimed invention meets all require-
ments for patentability, the examiner allows the 
application to issue as a patent. The interaction 
between patent applicants and examiners, called 
prosecution, is discussed in a section below.

In the United States, a nonprovisional appli-
cation must include “a written description of the 
invention, and of the manner and process of mak-
ing and using it, in such full, clear, concise, and 
exact terms as to enable any person skilled in the 
art to which it pertains, or with which it is most 
nearly connected, to make and use the same” [8]. 
Other countries have similar requirements.15 
Most nonprovisional applications include both a 
written description of the invention and one or 
more drawings to illustrate the invention, such 
as scale drawings, block diagrams, or flowcharts. 

The legal scope of the invention for which the 
patent applicant seeks protection is defined by 
one or more claims. In the United States, the 
claims must particularly point out and distinctly 
claim the subject matter that the inventor regards 
as the invention [9]. Other countries have similar 
requirements.16 

That the claims, and only the claims, define 
the scope of the invention cannot be overstat-
ed. Although the body of a patent application 
may disclose a host of information about the 
invention, including, for example, background or 
other information previously known and avail-
able to the public, it is the claims that establish 
the scope of the eventual patent holder’s right to 
exclude. Moreover, the claims define what will 
not be within the eventual patent owner’s right 
to exclude, because, subject to some caveats, the 
public may use information that is disclosed but 
not claimed in a patent.17 Thus, although the 
claims of a patent application may be challenging 
for non-lawyers to read and parse, the claims are 
the most important part of a patent application. 

The USPTO recognizes several types of non-

12 See, e.g., 35 U.S.C. § 184(a) (“Except when authorized by a license obtained from the Commissioner of Patents a 
person shall not file or cause or authorize to be filed in any foreign country prior to six months after filing in the Unit-
ed States an application for patent … in respect of an invention made in this country… .”); Patent Law of the Peo-
ple’s Republic of China, Article 20 (“Any unit or individual that intends to apply for patent in a foreign country for 
an invention or utility model accomplished in China shall submit the matter to the patent administration department 
under the State Council for confidentiality examination. …”). 
 
13 One exception is in Europe, where the European Patent Office assesses patentability for the member states of the 
European Patent Organisation.  
 
14 The priority date of an application is explained below. 
 
15 See, e.g., European Patent Convention, Article 83 (“The European patent application shall disclose the invention 
in a manner sufficiently clear and complete for it to be carried out by a person skilled in the art.”); Patent Act of Can-
ada, § 27(3) (“The specification of an invention must … set out clearly the various steps in a process, or the method 
of constructing, making, compounding or using a machine, manufacture or composition of matter, in such full, clear, 
concise and exact terms as to enable any person skilled in the art or science to which it pertains, or with which it is 
most closely connected, to make, construct, compound or use it… .”); Australian Patents Act, § 40(2) (“A complete 
specification must: (a) disclose the invention in a manner which is clear enough and complete enough for the inven-
tion to be performed by a person skilled in the relevant art… .”). 
 
16 See, e.g., European Patent Convention, Article 84 (“The claims shall define the matter for which protection is 
sought.”); Patent Act of Canada, § 27(4) (“The specification must end with a claim or claims defining distinctly and in 
explicit terms the subject-matter of the invention for which an exclusive privilege or property is claimed.”); Australian 
Patents Act, § 40(2) (“A complete specification must: … end with a claim or claims defining the invention… .”).
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provisional applications. In addition to origi-
nal nonprovisional application filings, there are 
continuing applications, which claim the benefit 
of the filing date of an original nonprovisional 
application referred to as the parent application. 
Continuing applications include continuation, 
divisional, and continuation-in-part applications. 

A continuation application includes the parent 
application’s written description and drawings, 
but different claims. The claims of a continuation 
application may be directed to the same inven-
tion as claimed in the parent but using different 
language, or the continuation application may 
claim a separate invention disclosed by, but not 
claimed in, the parent application. For exam-
ple, if the parent application discloses both an 
automobile engine and a steering mechanism but 
only claims the engine, a continuation applica-
tion might claim the steering mechanism.

An applicant typically files a divisional appli-
cation in response to an examiner’s determina-
tion that the claims filed in a parent application 
are directed to multiple distinct inventions (i.e., 
they lack “unity of invention”). A patent may 
only claim a single invention, and the examiner 
might find, for example, that claims directed to 
an apparatus are for a different invention than 
claims directed to a method of making or using 
that apparatus. Consequently, the examiner may 
require the applicant to choose which one of 
the multiple distinct inventions to pursue in the 
application. The applicant may then pursue the 
claims of any non-elected inventions in divisional 
applications. Like a continuation application, a 
divisional application includes the parent appli-
cation’s written description and drawings, but 
different claims. 

A continuation-in-part (CIP) application 
includes some or all of the disclosure of the 
parent application as well as new disclosure in 
the form of additional written description and, 
typically, drawings. Material in the CIP appli-
cation that also appears in the parent applica-
tion is entitled to the priority date of the parent 
application, whereas the priority date of the new 
material is the filing date of the CIP application. 
The priority date of an invention is important 
because, as discussed below, it establishes a cut-
off date for information that could otherwise 
prevent the applicant from receiving a patent for 
the invention.

A continuing application must be filed in the 
USPTO before a patent issues from the par-
ent application. As long as a parent application 
is pending, the patent applicant in the United 
States may file continuation, divisional, and CIP 
applications claiming the benefit of the parent 
application. The terms of patents issuing from 
those continuing applications are determined 
based on the effective filing date of the earli-
est-filed related nonprovisional application.

Provisional Applications
Instead of filing a nonprovisional application, an 
applicant may file a provisional application in the 
USPTO to establish a priority date for a purport-
ed invention without having to fulfill the formal 
requirements to file a nonprovisional application. 
The USPTO does not examine provisional appli-
cations, and therefore the provisional filing fee is 
substantially less than the fees due when filing a 
nonprovisional application. Moreover, there is no 
required format for a provisional application, and 
provisional applications do not need to include 
claims. Therefore, the time required to prepare a 
provisional application may be less than the time 
required to prepare a nonprovisional application. 

It is important to recognize, however, that 
a provisional application establishes a priority 
date for a later-claimed invention only if the pro-
visional application provides a disclosure that 
enables a person having ordinary skill in the 
art to make and use the later-claimed invention 
without undue experimentation. Many attorneys 
recommend drafting at least a few claims during 
the preparation of the provisional application to 
ensure that the provisional application establish-
es a priority date for the later-claimed invention. 
Consequently, the time required to prepare a 
high-quality provisional application may not be 
significantly less than the time required to pre-
pare a nonprovisional application.

All provisional applications expire one year 
after filing. To preserve the priority date of mate-
rial disclosed in a provisional application, within 
twelve months of the provisional application’s 
filing date the applicant must either convert the 
provisional application to a nonprovisional appli-
cation or, more commonly, file a nonprovisional 
application claiming the benefit of the provision-
al application.18

Patentability
A patent applicant is entitled to a patent in a 
selected country only if the invention meets 
that country’s requirements for patentability. 
Although countries vary in their specific wording 
of the requirements for patentability, the common 
thread is that a purported invention is only patent-
able if it is new, has some constructive use, and is 
nonobvious over what is already known from the 
perspective of a person having ordinary skill in 
the relevant art.19 The hypothetical person having 
ordinary skill in the art is presumed to be cogni-
zant of the entire universe of prior art in existence 
on the priority date of the claimed invention [10]. 

The priority date of the claimed invention is 
the filing date of the earliest-filed related appli-
cation that discloses the claimed subject matter. 
If an application does not claim the benefit of 
an earlier-filed application (i.e., it does not claim 

17 As explained below, the applicant may amend the claims during prosecution, and therefore the claims originally 
filed may differ from the claims in the later-issued patent. Thus, relying on the claims of a published application to 
determine what information disclosed in the application is dedicated to the public may be risky. Also, as stated above 
and explained below, the applicant may file continuing applications while a parent application is pending, and these 
continuing applications may claim portions of the disclosure not claimed in the parent application. 
 
18 Converting a provisional application to a nonprovisional application adversely affects the term of any patent that 
eventually issues from the application. Thus, most patent attorneys recommend filing a nonprovisional application 
claiming the benefit of the provisional application.
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the benefit of a provisional or parent applica-
tion), the priority date is the application’s filing 
date. If, however, the application claims the ben-
efit of an earlier-filed application that discloses 
the claimed subject matter, the priority date is 
the priority date of that earlier-filed application 
(i.e., the filing date of the provisional application 
or the priority date of the parent application). 
One can see now why the quality of a provisional 
application’s disclosure matters: a provisional 
application that does not adequately disclose the 
invention later claimed in a nonprovisional appli-
cation claiming the benefit of the provisional 
application does not establish a priority date that 
is earlier than the filing date of the nonprovision-
al application.

The prior art against which the patentabil-
ity of a claimed invention is assessed includes 
the patents and printed publications in existence 
as of the priority date of the claimed invention. 
Therefore, an earlier priority date is benefi-
cial because it reduces the universe of prior art 
against which the patentability of the purported 
invention is evaluated. 

An inventor’s own disclosures made before the 
priority date of a claimed invention may be prior 
art. In many countries, public disclosure of an 
invention prior to filing a patent application consti-
tutes prior art to the later-filed application claiming 
that invention. Therefore, if an inventor presents a 
conference paper disclosing the invention before 
filing a patent application, that conference paper 
may bar a patent from issuing from the later-filed 
application. Although the United States gives 
inventors a one-year grace period during which to 
file a patent application after publicly disclosing an 
invention, the contours of the grace period changed 
in 2013, and some uncertainty surrounds the grace 
period’s scope. For this reason, and because public 
disclosure may bar patentability in other countries, 
most patent attorneys recommend that inventors 
always file a patent application before publicly dis-
closing their inventions.

Patent Prosecution
The interaction between patent applicants and 
patent examiners is called prosecution. Prosecu-
tion is conducted in writing. If the examiner deter-
mines that the claimed invention does not meet all 
requirements for patentability, the examiner sends 
the applicant a document, called an office action 
in the United States, setting forth the reasons why 
the examiner contends that the claimed inven-
tion is unpatentable. Reasons examiners provide 
for rejecting claims may include that the claimed 
invention is disclosed in the prior art, the claimed 
invention would have been obvious to a person 
having ordinary skill in the art as of the priority 
date, the claims are directed to unpatentable sub-
ject matter, or the claims (e.g., in a continuation 
application) are not adequately supported by the 
written description and drawings. 

In response to an office action, the applicant, 
generally represented by a licensed patent prac-
titioner, may submit a written response in which 
the applicant may amend the claims to address 
the examiner’s rejections (e.g., to distinguish the 
claimed invention from the prior art), or, if the 
applicant disagrees with the examiner’s conten-
tions, explain why, in the applicant’s view, the 
examiner is incorrect. A patent office and appli-
cant may have several rounds of communications 
before one of two possible outcomes results: 
either the patent office grants a patent, or the 
applicant abandons the application. In some 
cases, the process of prosecuting an application 
to either grant or abandonment may take years, 
particularly if the applicant and examiner can-
not reach agreement, in which case the applicant 
may appeal the examiner’s decision. 

Conclusion
Patent systems are designed to reward those who 
invest the time and resources to invent and are 
willing to disclose their innovations to the pub-
lic. Because a patent gives its owner the right 
to exclude others from taking advantage of the 
invention during the patent’s term, only those 
innovations that are new, useful, and nonobvi-
ous relative to the prior art in existence as of 
their priority dates are worthy of a patent grant. 
This article provided an overview not only of the 
policies underpinning patent law and the rights 
accompanying a patent, but also the require-
ments and procedures to obtain a patent, which 
include preparation and prosecution of a patent 
application in a patent office.
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existence as of their 

priority dates are wor-
thy of a patent grant.
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Abstract
Media synchronization is getting renewed 

attention with ecosystems of connected devices 
enabling novel media consumption paradigms. 
Social TV, hybrid TV, and companion screens 
are examples that are enabling people to con-
sume multiple media streams at multiple devices 
together. These novel use cases require media 
synchronization, as unfortunately there are sub-
stantial delay differences between the various 
delivery routes for television and 
streaming media. Broadcasters 
have started using proprietary 
solutions for over-the-top media 
synchronization, such as media 
fingerprinting or media watermarking technol-
ogies. Given the commercial interest in media 
synchronization and the disadvantages of propri-
etary technologies, consumer-equipment manu-
facturers, broadcasters, and telecom and cable 
operators have started developing a new wave of 
international standards for media synchroniza-
tion. This article provides an overview of recent-
ly published standards from the most relevant 
bodies: IETF, ETSI, MPEG, DVB, HbbTV, and 
W3C.

Introduction
Media synchronization is relevant whenever two 
or more associated media streams are played out 
together. The classic example is synchronization 
of audio and video for a television broadcast 
in order to achieve lip synchronization. More 
recent examples are social television (TV), 
hybrid TV and companion screen. Social TV, 
a.k.a. “watching apart together”, has multiple 
users watching the same TV broadcast while 
communicating with each other by voice, chat, 
or other social media. Hybrid TV converges 
multiple media streams from different channels 
(broadcast, Internet) into one single TV stream 
(e.g. broadcast video with subtitles or alternative 
audio received via the Internet). The compan-
ion screen provides user interaction or media on 
tablet devices associated with a television broad-
cast (e.g. a play-along quiz, alternative audio, or 
alternative camera views).

Requirements on synchronicity differ per use 
case. Social TV is the least demanding case. If 
there is no audio crosstalk, users won’t notice delay 
differences of less than a second, and often they 
do not even notice a four-second difference [1]. 
Hybrid TV is the most strict case, since lip-sync 
requires audio and video to be synchronized 
within 40 milliseconds [2]. The companion-screen 
case would be between those two extremes, add-
ing the challenge of achieving synchronization 
between two separate devices where communica-
tion latency must be compensated for.

Even the least demanding requirement cannot be 
met by today’s media delivery technologies. There 
can be up to six seconds difference in delivery of a 
single broadcast channel in a single country via dif-
ferent providers [3]. Transcoding buffers are a major 
contribution to those delay differences. Transmis-
sion delays are also significant. For example a single 
satellite hop introduces over a quarter of a second 
delay due to the non-infinite speed of light. Internet 
delivery using content delivery networks (CDN) is by 
far the slowest delivery technology. It can easily take 
30 seconds to perform all required delivery steps, 
from transcoding and segmenting to segment buffer-
ing at the media player client. A recent test showed 
a 72 seconds delay between a UK broadcaster’s orig-
ination of a television channel and its delivery via 
Internet outside the UK [3].

Broadcasters have started using over-the-top 
media-synchronization technologies based on 
audio fingerprinting or audio watermarking for 
offering synchronized companion-screen content, 

as these technologies are rela-
tively easy to deploy even in the 
absence of standards. However, 
they fail when the audio level 
is low or if there is background 

sound in the viewing environment, and consid-
erable confusion may occur when a clip from 
a program is being reused in another program. 
Any system must make a compromise between 
factors such as recognition speed, robustness, 
and perceptibility of any changes to the audio or 
ability to discriminate across a volume of audio 
material [4]. Both fingerprinting and water-
marking poorly handle user interactions, such as 
pause, seek, rewind, and fast forward. Another 
concern is cost. There is the cost for changing 
the workflow to get the watermark into the audio 
of a broadcast before the encoder. Licensing fees 
for commercial solutions typically scale with the 
number of channels, the amount of content on 
those services being watermarked and/or the 
amount of activity from client applications (e.g. 
searches of an audio fingerprinting database). 
Finally, the lack of standards may result in high 
vendor switching costs.

Media synchronization has re-emerged as an 
active field of standardization during the last few 
years [5], several of which have been published 
in 2014. This article provides a comprehensive, 
but approachable, overview of recently published 
standards for media synchronization from the 
most relevant standardization bodies: IETF, 
ETSI, MPEG, DVB, HbbTV, and W3C.

Table 1 provides an overview of the standards 
for media synchronization discussed in this arti-
cle. The following sections will provide further 
information about each of the standards, detail-
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ing their main features, followed by a discussion 
about the current status of the standardization 
effort, and offering some insights on future 
developments.

Synchronizing RTP Streams: IETF RFC 7272
The IETF has standardized the use of the 
Real Time Control Protocol (RTCP) for the 
generic synchronization of Real Time Proto-
col (RTP) streams at different devices, e.g. 
social TV. RFC 7272 [6], published in 2014, 
defines the interaction between a synchroniza-
tion client (SC) and a media synchronization 
application server (MSAS). The SC reports 
synchronization status information to the 
MSAS. The MSAS receives status information 
from multiple receivers in a single synchro-
nization group. It can thus calculate a com-
mon playout time for all receivers. Based on 
this, the MSAS sends synchronization settings 
instructions to the SCs. A common clock that 
is synchronized across all receivers is assumed. 
No particular synchronization method is man-
dated, although several are suggested, includ-
ing the Network Time Protocol (NTP).

Synchronization status information is defined 
in an RTCP extended report block, and contains, 
among others, the following information:
•	A synchronization group identifier that dis-

tinguishes different groups of SCs that syn-
chronize RTP streams.

•	The packet-received RTP timestamp, identi-
fying the RTP packet for which the timing is 
reported.

•	The NTP time that a packet arrived at the 
input of the device.

•	Optionally, the time that the contents of the 
packet were presented to the user.
The synchronization settings instructions are 

sent in a similar RTCP extended report. The 
main difference is that it contains a 64-bit pack-
et-presented timestamp, allowing accurate con-
trol of presentation times. This is, for example, 
required in use cases such as audio beam form-
ing or video wall displays.

Further, RFC 7272 specifies a Session 
Description Protocol (SDP) parameter that 
enables RTP entities to advertise their capabili-
ty in various session control protocols. Further-
more, IETF has specified SDP parameters for 
negotiation of clock synchronization capabilities 
in RFC 7273.

Social TV: ETSI TS 183 063
ETSI TISPAN specifies inter-device media syn-
chronization as part of their Internet Protocol 
Television (IPTV) release 3 specifications, first 
published in 2011 [7]. The main use is social TV, 
in which various users can enjoy remote shared 
TV experiences, and which is spoiled by major 
path-delay differences between systems. The ETSI 
specification uses and expands upon RFC 7272.

A difference from RFC 7272 is that in the 
ETSI specification, the SC can be included in a 
TV, but it can also be part of an access network 
(see Fig. 1). This enables synchronization of large 
groups of legacy TVs by buffering at one node in 
the network. This requires that the delays from 
this node to those receivers are similar for all 
receivers, and that the SC compensates for those 
delays. Also, the MSAS can be a separate entity 
in the network, but it can also be contained in a 
TV. This enables a peer-to-peer style of synchro-
nization.

To support this separation between function 
and element, ETSI specifies the session setup 
procedures. ETSI uses the Session Initiation Pro-
tocol (SIP) protocol for setting up media ses-
sions, and uses the SDP protocol for specifying 
the synchronization part. In the SDP description 
exchanged between the TV and the IPTV sys-
tem, the address of the MSAS is indicated. This 
can be a function in the network, or a function in 
another terminal.

An extension by ETSI to RFC 7272 is to 
support synchronization of the same content in 
different formats. In such a case, the RTP time-

Figure 1. ETSI TS 183 063 functional entities for IDMS.
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Table 1. Standards for media synchronization.

Body Standard(s) Year Purpose Timeline(s) Correlation Wall clock Coordination

IETF RFC 7272 [6] 2014 Social TV RTP timestamp N/A Any (e.g. NTP) RTCP extension

ETSI TS 183 063 [7] 2011 IPTV, Social TV RTP timestamp RTCP extension Same as IETF RTCP extension

MPEG TEMI [8] 2014 Timeline MPEG TEMI N/A NTP / PTP N/A

DVB TS 103 286-2 [9] 2014 Companion screen Various CSS-MRS protocol CSS-WC protocol CSS-TS and CSS-TE protocols

HbbTV TS 102 796 v1.3.1 [10] 2015 Hybrid TV, companion 
screen Same as DVB API Same as DVB DVB CSS-TS, API

W3C SMIL [11] 2008 Multimedia presentations Interactive Semantic N/A SMIL scheduler
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stamps reported by receivers are for different 
timelines. To support this situation, ETSI has 
defined a Synchronization Client prime (SC′), 
to be contained in a stream modifying entities 
such as a transcoder (see also Fig. 1). The SC’ 
reports the mapping of timestamps in the incom-
ing stream with those in the outgoing stream. 
This allows for conversion between those time-
stamps by the MSAS, thereby supporting SCs 
receiving original streams and SCs receiving 
modified streams that may be located in different 
networks.

External Media Items for Broadcast: 
MPEG TEMI

The backbone of the media broadcasting indus-
try is the MPEG-2 transport stream (TS) for-
mat, used throughout the broadcast chain. The 
MPEG-2 TS format specifies how video and 
audio or other media packets from one or sev-
eral TV channels, called programs in MPEG-TS 
terminology, are scheduled within a continuous 
stream of bytes. One challenge of the standard 
is to ensure that the target receiver behaves 
properly and consumes input data in time, 
avoiding buffer overflow, and to allow build-
ing systems with a limited amount of memory. 
This is achieved by a complex set of constraints 
on each bit in the byte flow, governed by the 
program clock reference (PCR) signal sent in 
the byte stream for each program. Decoding 
and presentation timestamps reference this 
clock. This forms an intrinsic timeline for the 
program, and is typically lost during transcod-
ing or transmuxing of the source. To overcome 
this drawback, the MPEG group has defined an 
extension to MPEG-2 TS allowing for the car-
riage of extrinsic media clocks, along with other 
features, under the name ‘TEMI’ (Timing and 
External Media Information).

Earlier standards define such a mechanism 
using a dedicated elementary stream in the mul-
tiplex for the transport of an extrinsic clock. 
However, the method, while elegant, can be quite 
costly; at least one TS packet (188 bytes) has to 
be used to send the extrinsic clock of a program. 
When the clock has to be sent with each video 
frame for frame-accurate synchronization, this 
adds up to 75 kb/s for a 50 Hz video signal, more 
than the bandwidth used by some audio streams. 
TEMI addresses this issue by defining standard 
signaling, which is not affected by changes to 
PCR and that can be inserted before the start of 
a video or audio frame in the same TS packet. 
This design makes it possible to reduce the above 
signaling to 4 kb/s.

TEMI provides different ways of defining the 
extrinsic timeline:
•	Sending a media time/media timescale pair, 

which can be compared with the presenta-
tion time of other media. Typically, this is 
compared with the composition time of an 
ISOBMFF track, or with the current time in 
an MPD period of an MPEG-DASH session.

•	Sending an NTP or PTP (Precision Time 
Protocol) timestamp that matches time-
stamps associated with packets of the other 
media, for example interpolated NTP time 
of an RTP packet.

•	Sending a time code of the media frame to 
be matched with a time code embedded in 
the other media, for example embedded as 
a track in ISOBMFF files or as an extension 
header in RTP packets.
TEMI also provides tools to signal the uni-

form resource location (URL) of one or several 
additional content items to be played synchro-
nously with the broadcast, along with their 
MIME (Multi-Purpose Internet Mail Extensions) 
types. These items are assigned a timeline iden-
tifier, associated with each TEMI timing infor-
mation. This allows sending URLs of associated 
services at a much lower frequency than timing 
information. Finally, TEMI provides a way of 
announcing when additional media content will 
become active by sending countdown signals for 
a given timeline identifier. TEMI content may 
also be marked as splicing points, indicating that 
the previous non-splicing content will resume at 
the end of the splice. This helps receivers to opti-
mize their resources.

Figure 2 shows how TEMI may be used to 
signal and synchronize 3D or 4K enhancements 
(URL#1) and other additional contents such as 
subtitles or alternate audio (URL#2) to an exist-
ing broadcast signal, and signal upcoming splic-
ing content (URL#3), typically for ad insertion 
purposes.

As a further continuation of TEMI activity, 
MPEG is investigating unified signaling of the 
different timelines defined in its various system 
layers (MPEG-4, ISO Base Media File Format, 
MPEG-DASH), along with specifying the miss-
ing tools enabling hybrid delivery of media con-
tent, such as signaling of coding dependencies 
between different containers.

Companion Devices: DVB CSS
The group Digital Video Broadcast – Companion 
Screens and streams (DVB-CSS) has developed 
a standard [9] to synchronize a media stream on 
a companion device with a media stream on a 
television set. The DVB-CSS architecture (Fig. 3) 
has one TV device and one or more compan-
ion screen applications (CSAs) running on com-
panion screen devices that are connected via a 
home network, typically WiFi. Both TV and CSA 
independently receive media streams from the 
broadcaster (not shown). The presentation of 
the media streams is synchronized by using a set 
of new protocols and a new material resolution 
service.

A typical synchronization scenario is as fol-
lows. The user tunes their TV to a broadcast ser-
vice. The TV receives the service, which includes 
a broadcast stream and metadata for media 
synchronization. The user pairs their compan-
ion device with the TV and starts a CSA. The 
TV provides the CSA with content identification 
and other information (CSS-CII protocol), which 
includes the service endpoints for the other pro-
tocols. The CSA queries the material resolution 
server (CSS-MRS protocol) and obtains mate-
rial information that describes the structure of 
the broadcast (composition of materials and 
sub-materials such as programs, sections with-
in programs, and adverts). It also describes the 
relationship between this structure and timelines. 
DVB-CSS supports several types of timelines, 
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including MPEG transport stream presentation 
timestamp, ISOBMFF composition time and 
time relative to the start of a period in an MPEG 
DASH presentation. It also supports the use of 
TEMI as a timeline, but not as a means of spec-
ifying the external media stream to be played by 
the companion screen.

This combination of information from the TV 
and a server enables the CSA to determine which 
streams it should present and how its timeline 
correlates to that of the media being presented 
by the TV. However, the CSA manages its own 
behavior and is not directly controlled by the TV.

In parallel, the CSA synchronizes its wall clock 
with the TV (CSS-WC protocol). When the user 
starts a selected media stream on its companion 
screen, the CSA synchronizes the stream’s time-
line with the timeline of the broadcast stream on 
the TV (CSS-TS protocol described below). The 
CSA can also subscribe to trigger events (CSS-
TE protocol) that are received by the TV from 
the broadcaster as part of the signaling within 
the broadcast stream.

The Wall Clock Synchronization protocol 
(CSS-WC) is a request-response UDP-based pro-
tocol that enables the client (CSA) to estimate a 
clock at a server (the TV) and measure and com-
pensate for network round-trip delay. The proto-
col design is similar to the client/server mode of 
NTP but significantly simplified. Although many 
devices implement NTP to set their system-wide 
clocks, a CSA running on a device cannot always 
check if an NTP client process is functioning 
or query the accuracy of clock synchronization. 
Media synchronization also does not require the 
shared clock to be with reference to absolute real 
world time and can therefore avoid complexities 
such as leap-seconds. Frame accurate media syn-
chronization requires accuracy of the order of 
milliseconds, and the chances of achieving this 
are improved if the protocol operates directly 
between the TV and CSA instead of via a hier-

archy of intermediate servers on more distant 
network segments.

The Timeline Synchronization protocol (CSS-
TS) is a websocket-based protocol that carries 
the timing information needed for coordina-
tion between the CSA and TV. Messages con-
veyed by this protocol describe the relationship 
between wall clock time and timeline position. 
This enables the CSA to accurately estimate the 
current TV timeline position despite possible 
network transmission delays. Timeline positions 
reported by the TV are expected to take account 
of any delays between the point at which it sam-
ples the timeline position in its media pipeline 
and the display of the media. Similarly, if a set-
top box and an HDMI-connected display is used, 
then the STB is expected to make a best-effort to 
compensate for the play-out delay of the display. 
HDMI signaling may be used for this purpose.

Hybrid TV: HBBTV 2.0
HbbTV is an industry forum that specifies a 
HTML+JavaScript application programming 
interface (API) for browser-based applications on 
TVs, launched in 22 countries as of March 2015. 
The new HbbTV 2.0 specification [10] includes 
features for media synchronization, which are 
a profile of DVB CSS. In an HbbTV 2.0 TV, 
media synchronization is possible between the 
TV and a CSA or another HbbTV 2.0 TV acting 
in the role of a CSA. It is implemented as a pro-
file of the DVB-CSS specification, and it is only 
activated when an interactive application running 
on the TV explicitly requests it. The DVB-de-
fined CSS-CII, CSS-WC, and CSS-TS protocols 
are used in HbbTV 2.0, but HbbTV 2.0 TVs are 
not required to implement CSS-TE.

Media synchronization functionality between 
TV and CSA is available for most media types 
that the TV can be playing, including both broad-
cast and streamed broadband content. Required 
support for media synchronization between mul-

Figure 2. TEMI usage in hybrid broadcast.
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tiple streams within the TV is limited to combi-
nations where one stream (possibly together with 
a synchronizing subtitle data stream) is delivered 
by broadcast and another stream by broadband.

HbbTV 2.0 specifies a single API that can be 
used for both single-TV multi-stream synchroni-
zation and inter-device synchronization. For the 
latter, an HbbTV terminal can act as both “mas-
ter” and “slave,” enabling streams on two TVs 
to be synchronized with each other. The API 
controls the life cycle of the MediaSynchoniser 
JavaScript object. This object is initialized by the 
API and populated with media objects, corre-
sponding to to-be-synchronized media streams. 
The API also has methods to enable and disable 
the inter-device protocols explained above.

A media synchronization buffer is option-
al in HbbTV 2.0. Even without a buffer in the 
TV, media synchronization may be possible. 
The broadcaster can preload media streams 
for the CSA (or a slave HbbTV terminal) on a 
CDN. The broadcaster could editorially delay 
the broadcast stream, although this is not typi-
cally done for live streams. If any of the media 
streams is MPEG DASH (HbbTV only supports 
this type of standards-based adaptive streaming), 
then it is mandatory to buffer the stream on a 
CDN. If the TV has a media-sync buffer, then it 
will be at least 30 MByte large. This is sufficient 
to reliably buffer at least 10 seconds of encoded 
high definition television (HDTV) content.

Multimedia Presentations: 
W3C SMIL and ITU NCL

Synchronized multimedia integration language 
(SMIL) and nested context language (NCL) are 
the most relevant examples of declarative and 
structured rich media formats. SMIL has been 
standardized by the World Wide Web Consor-
tium (W3C) [11], while NCL is the multimedia 
presentation standard for IPTV selected by ITU 

(ITU H.761) [12]. They are both XML-based 
integration formats, and as such they do not 
directly define media objects. Instead, they define 
the temporal and spatial relationships between 
the different media objects, enabling media syn-
chronization of distributed objects across hetero-
geneous devices. They both sit on top of other 
low-level transmission and delivery standards, 
which are in charge of executing the low-level 
synchronization primitives. 

The core part of these standards is the sched-
uler. The scheduler is in charge of constructing 
a time graph of the presentation, based on the 
duration of the media items and on the tem-
poral synchronization between them. Based 
on the time graph, media items composing the 
presentation become active or inactive at spe-
cific moments in time. The scheduler is dynam-
ic, allowing for the description of adaptable 
presentations based on events (from the user, 
from the network, from third-party entities like 
a broadcaster). They can be used for a variety 
of use cases from social television applications 
(including secondary screen support) to video 
conferencing services, to late-binding mashup 
videos [13].

NCL and SMIL have a strict separation 
between the document’s content and structure, 
and it provides non-invasive control of pre-
sentation timing, linking, and layout. In NCL, 
authors can declaratively describe the tempo-
ral behavior of a multimedia presentation using 
connectors and links. SMIL acts as a container 
format in which spatial, temporal, linking, and 
interactive primitives can be used to position, 
schedule, and control a wide assortment of 
multimedia presentations. Both languages also 
allow for some form of procedural control. The 
biggest difference between the two languages is 
that while SMIL provides high-level constructs 
defining a restricted set of temporal relation-
ships, NCL allows an author to create a set of 

Figure 3. DVB-CSS architecture [9].
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custom relationships from a toolkit of language 
primitives as objects.

Both languages incorporate the recurrent 
aspects from a multimedia presentation [14]:
•	Media items: defining what to render (video, 

images, text, and sometimes 3D objects). 
For selectivity purposes, the document 
model might also provide mechanisms for 
rendering one of multiple alternative assets.

•	Style: defining how to render media, includ-
ing multimedia styling options and digital 
effects such as zooming within an image.

•	Spatial composition: defining where to ren-
der media in order to provide a meaningful 
and aesthetically attractive presentation.

•	Temporal composition: defining when to 
render media including the start time and 
duration of media items, and also synchro-
nization constraints between the items.

•	User interaction: defining how to influence 
the presentation.

Conclusion
Current standardization efforts target specific 
use cases, such as social TV, hybrid broadcast/
broadband services, and companion screens, 
which require media synchronization. This article 
provides an overview of them, highlighting the 
current industry push for such new services, both 
at the IP media stream level (IETF RTCP, ETSI 
TISPAN) and the MPEG-2 transport stream 
level (DVB CSS, MPEG TEMI). It also includes 
more fundamental standards (W3C SMIL and 
ITU NCL) that can serve as models for future 
more general synchronization primitives.

Successful standardization efforts are key 
for industrial partners. Vendors in HbbTV have 
already committed to implement at least the 
mandatory aspects of HbbTV 2.0 (including the 
profile of DVB-CSS) in their new TV products, 
with the expectation of seeing compliant prod-
ucts by 2017. Meanwhile broadcasters, including 
the BBC, are already exploring the services that 
media synchronization will enable [15].
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Abstract
Understanding of the need to provide coexis-

tence solutions for different cognitive radio sys-
tems operating in white space frequency bands, 
in December 2009 the IEEE 802 Executive Com-
mittee started project 802.19.1 
to develop a standard for “TV 
White Space Coexistence Meth-
ods”. This standard, published in 
June 2014, specifies radio tech-
nology independent methods for coexistence 
among dissimilar or independently operated TV 
band networks. In this article we present the 
key concepts of the IEEE 802.19.1 coexistence 
system, its architecture, and protocol. We also 
provide an example of the IEEE 802.19.1 coexis-
tence system implementation and operation.

Introduction
In radio communications, spectrum is a very 
limited resource. Several measurements and 
studies have indicated that often many licensed 
frequency bands are under-utilized [1]. In par-
ticular, TV bands have been shown to have 
unused spectrum, and later measurements have 
only confirmed such a result [2]. This provides 
an opportunity for radio systems to identify and 
use temporally unused spectrum, thus improving 
spectrum utilization. To enable such an opportu-
nity, two requirements must be satisfied:
1.	Radio systems must have the capability to 

identify and use the temporally unused 
parts of the spectrum.

2.	Radio regulations must be in place to allow 
radio systems to operate in the temporally 
unused parts of licensed frequency bands.
The first requirement can be satisfied by the 

current state of radio communication technology, 
in particular by using cognitive radio systems [3]. 
The second requirement is currently satisfied 
in some countries. For example, the FCC has 
published several documents allowing secondary 
user access to TV white space (WS) for fixed and 
portable devices [4, 5]. In the U.K., Ofcom has 
published several related documents [6, 7], and 
has recently approved license-exempt access to 
TV WS based on its framework [8]. In Japan, 
MIC has published rules for secondary operation 

in TV WS [9]. Related studies are ongoing in 
Singapore, CEPT, and ITU-R.

Frequency bands in which radio regulations 
allow cognitive radio systems to operate in tem-
porally unused parts of these frequency bands 
are typically called “WS frequency bands.” Here, 
the term “white space” refers to the temporally 
unused parts of the frequency bands. Radio sys-
tems to which these frequency bands are assigned 
are called “primary radio systems” or “primary 
users.” Cognitive radio systems that operate in 
WS of these frequency bands are called “second-
ary radio systems” or “secondary users.” Using 
U.S. radio regulations [4, 5] as an example, TV 
broadcast systems and wireless microphones are 
the primary users, while cognitive radio systems 
are the secondary users. In this example, WS fre-
quency bands are limited to some channels in TV 
frequency bands.

In addition to regular functionality of radio sys-
tems operating in licensed bands (delivery of user 
traffic), cognitive radio systems operating in WS 
frequency bands shall have two additional func-
tions: primary user protection, and coexistence 
with other secondary users. The first function is 
typically mandatory for regulatory compliance, 
since a cognitive radio system is operating as a 

secondary user. This means that 
it is allowed to operate only in 
temporally unused parts of WS 
frequency bands.

The second function, i.e., 
coexistence with other cognitive radio systems, 
is not required by radio regulations. The rea-
son to have this function is as follows. WS is not 
exclusively assigned to one particular cognitive 
radio system. Any cognitive radio system that sat-
isfies radio regulations for primary user protec-
tion can use WS. Consequently, more than one 
cognitive radio system can select the same WS 
for its operation. In such a case, several cogni-
tive radio systems operating in the same WS may 
cause interference to each other, which may lead 
to performance degradation or even the inability 
to continue operation. The mechanisms that allow 
cognitive radio systems to avoid such interference 
situations are called “coexistence mechanisms.”

The coexistence mechanisms can be put into 
one of two categories:
•	Mechanisms of coexistence between similar 

cognitive radio systems.
•	Mechanisms of coexistence between differ-

ent cognitive radio systems.
The first category is also called “self-coexis-

tence mechanisms.” By similar cognitive radio 
systems we mean cognitive radio systems oper-
ated according to the same radio communica-
tion standard. Examples of radio communication 
standards for radio systems capable of operating 
in WS frequency bands are IEEE 802.22 [10] and 
IEEE 802.11af [11]. Typically, self-coexistence 
mechanisms are incorporated into a radio com-
munication standard, and thus are used by cog-
nitive radio systems operating according to this 
standard. A self-coexistence mechanism defined 
in the IEEE standard 802.22 is based on time 
scheduling. Base stations that need to coexist 
with each other share one or several superframes 
for transmission. Within the shared frames, each 
base station uses only specific frames for transmis-
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sion. The IEEE 802.11af self-coexistence mecha-
nism is based on the well known CSMA protocol.

 Self-coexistence mechanisms provide vari-
ous means to solve the coexistence problems for 
cognitive radio systems operating according to 
the same radio communication standard. How-
ever, such mechanisms cannot be used to solve 
the coexistence problem for different cognitive 
radio systems operating according to different 
radio communication standards. For example, an 
IEEE 802.11af station cannot join a frame sched-
ule used by IEEE 802.22 base stations. Also, an 
IEEE 802.22 base station is not capable of sup-
porting the IEEE 802.11af CSMA protocol.

Understanding the need to provide coexis-
tence solutions for different cognitive radio 
systems operating in WS frequency bands, in 
December 2009 the IEEE 802 Executive Com-
mittee initiated project P802.19.1 to develop a 
standard for “TV White Space Coexistence 
Methods” [12]. This standard was published in 
June 2014. It specifies radio technology indepen-
dent methods for coexistence among dissimilar or 
independently operated TV band networks [13], 
and it defines services and mechanisms to enable 
coexistence between different cognitive radio sys-
tems operating in the TV WS frequency bands.

We will use the term “WS radio system” to 
refer to a cognitive radio system operating in TV 
WS frequency bands in the remainder of the arti-
cle. Also, we use the term “coexistence system” 
to refer to a management system that is based on 
the IEEE 802.19.1 standard and that is aimed at 
providing coexistence services between different 
WS radio systems operating as secondary users.

In this article we present an overview of the 
IEEE 802.19.1 standard. The article is organized 
as follows. We describe the IEEE 802.19.1 sys-
tem architecture, and key elements of the IEEE 
802.19.1 coexistence protocol. We give an exam-
ple of the IEEE 802.19.1 coexistence system 
implementation. Finally, we conclude the article.

System Architecture
The IEEE 802.19.1 system architecture, as shown 
in Fig. 1, is designed to perform three key tasks 
required to solve coexistence problems between 
different WS radio systems:
•	Discovery of WS radio systems that need to 

coexist with each other.
•	Changing operating parameters of these WS 

radio systems to improve their performance.
•	Providing a unified interface between differ-

ent types of WS radio systems and a coexis-
tence system.

Neighbor Discovery
The first task of a coexistence system is to dis-
cover WS radio systems that need to coexist with 
each other. To solve the first task, a logical enti-
ty called a coexistence discovery and informa-
tion server (CDIS) is defined. Its key function is 
to support discovery of the neighbor WS radio 
systems. Two WS radio systems are neighbors if 
they are likely to cause one-way or mutual harm-
ful interference to one another if they operate on 
the same frequency channel.

Neighbor relationships between WS radio sys-
tems depend on multiple parameters. The most 
obvious parameters are the locations of the WS 

radio systems and their radiated power, which 
in turn depends on transmission power, anten-
na height, antenna pattern, and propagation loss. 
The next set of parameters characterizes the 
receivers of a potential victim, for example, receiv-
er sensitivity, noise floor, or minimum required 
SNR. Also, different radio access technologies 
may have different ranges of operating SINR val-
ues, and may have different levels of robustness to 
interference and to different types of interference. 
Finally, signal propagation is different in different 
frequency bands. As a result, two WS radio sys-
tems may be neighbors on one frequency channel 
and may be not neighbors on another channel.

 There are many different ways to take into 
account all these factors. As a result, different 
neighbor discovery algorithms with different per-
formance and complexity can be developed and 
implemented. Some examples of such algorithms 
are given in the IEEE standard 802.19.1.

Coexistence Management
The second task of a coexistence system is to con-
tinuously update operating parameters of WS radio 
systems in a way that improves their performance. 
The IEEE standard 802.19.1 provides two coexis-
tence services to solve this task, namely, informa-
tion service and management service. Within the 
information service, the coexistence system pro-
vides neighbor discovery information to a WS radio 
system, and the WS radio system autonomously 
updates its operating parameters. Within the man-
agement service, the coexistence system manages 
the operating parameters of a WS radio system. To 
provide the management service, a logical entity 
called a coexistence manager (CM) is defined.

A CM collects registration information from 
WS radio systems it serves, neighbor discovery 
information from a CDIS, and available frequen-
cy bands information from a TV white space 
database. The CM evaluates this information and 
makes coexistence decisions on operating param-
eters of the WS radio systems it serves. Then the 
CM requests corresponding reconfiguration of 
the WS radio systems it serves. 

A CM can only control operating parameters of 
the WS radio systems that are subscribed to its man-
agement service and are served by this CM. Neighbor 
WS radio systems may be served by different CMs. 
In this case, a CM can negotiate with a neighbor CM 
to modify operating parameters of the neighbor WS 
radio systems served by the neighbor CM.

Figure 1. IEEE 802.19.1 system architecture.
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The IEEE 802.19.1 standard is designed to 
adapt only high-level operating parameters of a 
WS radio system. For example, a coexistence sys-
tem can adapt such high-level parameters as the 
operating channel, the large-scale transmission 
schedule, and the transmission power. It does not 
aim to modify such low-level operating param-
eters as inter-frame resource allocation, mod-
ulation and coding scheme, and the portion of 
transmission power allocated to individual users.

Similar to neighbor discovery, there can be 
multiple algorithms for making coexistence deci-
sions on a WS radio system’s operating param-
eters or for performing negotiation between 
different CMs. Examples of such algorithms are 
provided in the IEEE 802.19.1 standard.

Unified Interface
Once a coexistence system is deployed and in 
operation, it is intended to serve various types 
of white space radio systems. Corresponding-
ly, there is a need to have a unified interface 
between different types of WS radio systems and 
a coexistence system. This task is solved by defining 
a logical entity called a coexistence enabler (CE). 

A CE provides a unified interface between a 
WS radio system and the IEEE 802.19.1 coexis-
tence system. As shown in Fig. 1, the interface 
between a CE and a WS radio system is outside of 
the scope of the IEEE 802.19.1 standard. In fact, 
the service access point is defined in an abstract 
manner in the standard, while exact implementa-
tion is left up to manufacturers. Such an approach 
is very beneficial, because it does not require any 
changes in already published and future standards 
in order to use coexistence services provided by the 
IEEE 802.19.1 coexistence system. A CE will serve 
as a translator of WS radio system specific messag-
es to messages exchanged between a CE and a CM.

Coexistence Protocol
The key elements of the IEEE 802.19.1 coexis-
tence protocol include the following procedures:
•	Subscription.
•	Registration and registration update.
•	Providing coexistence set information.
•	Reconfiguration.
•	Obtaining channel classification information.
•	Sharing coexistence set information.
•	Coexistence set element reconfiguration.

The subscription procedure is the first proce-
dure that a WS radio system needs to perform in 
order to join the IEEE 802.19.1 coexistence sys-
tem. This procedure is used to confirm the WS 
radio system subscription level, i.e., information 
service or management service. After the sub-
scription, a WS radio system provides its registra-
tion information to the coexistence system using 
the registration procedure.

The registration information includes general 
information about the WS radio system such as:
•	Network ID.
•	Network technology (e.g., IEEE 802.11af, 

IEEE 802.22).
•	Network type (e.g., fixed, mode 1).
The registration information also contains 

capabilities and operating parameters such as:
•	Available frequency bands (from TV WS 

database).
•	Operating frequency bands.

Also, the registration information contains 
such important elements as discovery informa-
tion, which includes the following parameters:
•	Location information.
•	Transmission power related information 

(e.g., maximum transmission power).
•	Receiver information (e.g., sensitivity, noise 

figure).
The discovery information is forwarded 

from the CM to the CDIS, where the discovery 
of potential neighbors is performed. Potential 
neighbors are WS radio systems that are likely to 
interfere with each other if they operate on the 
same channel.

The result of the discovery process is the 
coexistence set information. For each WS radio 
system a coexistence set is a set of its potential 
neighbors. This information is announced from 
CDIS to CM using the providing coexistence set 
information procedure.

Based on the information received from the CE 
and the information received from the CDIS, the 
CM decides on the best configuration of the WS 
radio systems that it serves. The IEEE 802.19.1 
standard does not mandate specific coexistence 
decision algorithms to be used by the CM. After 
such decisions have been made, the CM generates 
reconfiguration requests and sends them to the WS 
radio systems that need to be reconfigured using 
the reconfiguration procedure. The four proce-
dures mentioned above create a basic set of the 
coexistence protocols. They are illustrated in Fig. 2.

In a typical deployment there will be multiple 
CMs serving different WS radio systems. When 
WS radio systems served by different CMs are 
potential neighbors, there is a need to exchange 
information between CMs, and there may be a 
need to ask a neighbor CM to reconfigure its WS 
radio system.

The sharing coexistence set information 
procedure is used to exchange the minimum 
required information needed between different 
CMs. This procedure is a result of the trade-
off between enabling efficient coexistence deci-
sion making and privacy. Different CMs do not 
disclose private information about WS radio 
systems they serve, e.g., location information. 
However, they do provide information necessary 
for efficient decisions, such as operating channels 
of the WS radio systems.

Figure 2. Basic procedures of the IEEE 802.19.1 coexistence protocol.
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In some cases, a CM cannot create an accept-
able configuration by reconfiguring only the WS 
radio systems it serves, while such a configuration 
could be created by minor reconfiguration of WS 
radio systems served by a neighbor CM. This is 
due to the uneven usage of spectrum by different 
WS radio systems. To enable such reconfigura-
tion, the coexistence set element reconfiguration 
procedure is used. A reconfiguration request 
from one CM to another CM is not mandatory, 
and will be accepted only if it does not result in 
the performance degradation of the operating 
WS radio systems.

Implementation Example
An implementation example of the IEEE 
802.19.1 TV WS coexistence system is shown in 
Fig. 3. More details can be found in [14].

At the time of this experiment only IEEE 
802.11af systems were available. However, they 
were implemented in two options: with 5 MHz 
bandwidth and with 10 MHz bandwidth. Both 
systems position central frequency in the middle 
of a TV channel. Correspondingly, a 5 MHz sys-
tem needs one TV channel for operation, while 
a 10 MHz system needs three TV channels for 
operation. These systems cannot leverage the 
CSMA self-coexistence mechanism of IEEE 
802.11af due to their different bandwidths. The 
experiment shows how IEEE 802.19.1 coexis-
tence system can be used for their coexistence.

The TV WS database has been implemented 
in a server that is located remotely and can be 
accessed via the Internet. CDIS and CMs are 
implemented in general purpose PCs that are 
located locally. One CDIS and two CMs have 
been deployed.

Several IEEE 802.11af networks have been 
deployed. Each network has one access point (AP) 
and one station (STA). Each AP is coupled with 
a CE. Three IEEE 802.11af 5 MHz networks are 
denoted as WS radio systems 1, 2, and 3. They 
are served by CM 1. Two 10 MHz 802.11af net-
works are denoted as WS radio systems 4 and 5. 
They are served by CM 2. All five networks are 
subscribed to a management service. Also, all 
five networks are located in such a way that they 
are all neighbors to each other.

Available channels have been assigned as fol-
lows. WS radio system 1 has two available chan-
nels: 728–734 MHz and 746–752 MHz. WS radio 
system 2 has two available channels: 734–740 
MHz and 746–752 MHz. WS radio system 3 has 
one available channel: 746–752 MHz. WS radio 
systems 4 and 5 have three available channels: 
728–734 MHz, 734–740 MHz, and 740–746 MHz.

In total, five WS radio systems have four avail-
able channels. Each of three 5-MHz WS radio 
systems needs one channel for its operation, 
while each of two 10-MHz WS radio systems 
needs three channels for its operation (because 
the 10-MHz WS radio system central frequency 
is positioned in the middle of a TV channel).

According to the evaluation scenario, WS 
radio systems 1, 2, 3, 4, and 5 join the IEEE 
802.19.1 coexistence system and start operation 
one by one. When a WS radio system comprised 
of an access point and a station starts operation, 
the operating frequency is selected randomly 
from the available channels. 

Figure 4 shows the resulting configuration 
after WS radio systems 1, 2, and 3 have started 
operation, as viewed in a CM GUI. Red bold 
arrows between WS radio systems show neigh-
bor relationships for a pair of WS radio systems. 
According to Fig. 4, all WS radio systems are 
neighbors. Colored circles show coverage areas. 
Different colors correspond to different oper-
ating frequencies, with the legend shown in the 
right upper part of the CM GUI.

WS radio system 1 has selected the 728–734 
MHz channel for operation. WS radio system 2 
has selected the 734–740 MHz channel for oper-
ation. WS radio system 3 has selected the 746–
752 MHz channel for operation.

After WS radio systems 1, 2, and 3 have 
selected their operating channels, there are no 
available channels for WS radio systems 4 and 5. 
Recall that WS radio systems 4 and 5 use 10 
MHz of bandwidth and need three consecutive 
channels for their operation.

To resolve this situation, CM 2 obtains infor-
mation about WS radio systems 1, 2, and 3 from 
CM 1, and request CM 1 to reconfigure WS 
radio systems 1 and 2 to allow WS radio systems 
4 and 5 to operate. Figure 5 shows the resulting 
configuration after all WS radio systems have 
started operation, as viewed in a CM GUI. Note 
that for 10 MHz systems, coverage areas are split 
into three sectors to illustrate three TV channels 
used by these systems.

Now WS radio systems 1, 2, and 3 use the 
746–752 MHz channel for their operation, and 
WS radio systems 4 and 5 use the 728–734 MHz, 
734–740 MHz, and 740–746 MHz channels for 
their operation. Fig. 5 shows that all five WS radio 
systems are operating. WS radio systems 1, 2, and 
3 are of the same type and can share the same 
frequency bands using the self-coexistence mech-
anisms of the IEEE 802.11af. Similarly, WS radio 
systems 4 and 5 are of the same type (but different 

Figure 3. Implementation example of the IEEE 802.19.1 TV WS coexistence 
system.
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from white space radio systems 1, 2, and 3) and 
can share the same frequency bands using self-co-
existence mechanisms of the IEEE 802.11af.

In this evaluation scenario, the IEEE 802.19.1 
coexistence system creates such a confi guration 
of the operating frequencies of the WS radio sys-
tems that the number of the operating systems is 
maximized. In particular, the number of operat-
ing WS radio systems has increased from three 
5-MHz systems to fi ve radio systems comprising 
three 5-MHz systems and two 10-MHz systems.

conclusIons
The IEEE 802.19.1-2014 standard defi nes radio 
transmission technology independent methods 
for coexistence of different or independently 
operated cognitive radio systems in TV WS fre-
quency bands. This article presented the key con-
cepts of the IEEE 802.19.1 coexistence system, 
its architecture, and protocol. Also, an example 

of an IEEE 802.19.1 coexistence system imple-
mentation and operation was shown.

When development of the IEEE 802.19.1 
standard began, only a few WS radio system stan-
dards were available, including IEEE 802.22 and 
IEEE 802.11af. Currently, other standardization 
bodies are developing radio systems for opera-
tion in TV WS. For example, the IEEE 802.15.4m 
standard has been published [15]. Also, there are 
trials of WS radio systems based on proprietary 
technologies. The IEEE 802.19.1 coexistence sys-
tem is expected to become an enabler for the 
seamless operation of these radio systems.
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Figure 4. Configuration of operating channels after WS radio systems 1, 2, and 
3 have started operation.
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Figure 5. Configuration of operating frequencies after all WS radio systems 
have started operation.
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Abstract
Since 2012, 3GPP Release 12 (the beyond 

fourth generation (B4G) network) has been 
adopted as the next generation public safety net-
work to be deployed in 2015. In addition to con-
ventional high data rate transmissions in LTE-A, 
a public safety network is required to further sup-
port communications for users 
out of base station (BS) cover-
age. Avoiding any signal relay 
via BSs, direct data exchanges 
among users, known as device-
to-device (D2D) communications, have conse-
quently emerged as the most crucial innovation 
and the mandatory technology for a public safety 
network. However, due to the tight schedule for 
standardization, a special form of “broadcasting” 
communications has been adopted by D2D com-
munications in Release 12. To fully comprehend 
such an unprecedented technology in cellular 
networks, this article provides a comprehensive 
overview of D2D operations in Release 12. From 
the system architecture to the radio interface, the 
provided insights boost the knowledge to prac-
tice D2D communications over cellular networks.

Introduction
Cellular networks have been deployed for sev-
eral decades to provide ubiquitous wireless and 
mobile services to individuals. In past decades, 
communications among millions of mobile devic-
es has been provided solely relying on connecting 
to widely deployed BSs. Although this state-of-
the-art paradigm provides strong mobility man-
agement to enable seamless wireless services, 
it may not be efficient in terms of spectral uti-
lization, energy consumption, and transmission 
latency. This inefficiency becomes particularly 
severe when data exchanges occur between two 
mobile devices located close to each other. In 
recent studies, it has been shown that direct data 
exchanges among two nearby mobile devices 
(without data relay via BSs) may provide better 
performance in terms of spectrum, energy, and 
transmission latency [1–4]. Consequently, these 
technical merits have driven the development of 
D2D communications [5].

Technologies for D2D communications have 
been studied for several years, and successful 
examples include Infrared Data Association 
(IrDA), Bluetooth, and WiFi Direct. Operating 
on high frequency and unlicensed bands, existing 
D2D technologies enjoy a wider bandwidth and 
a lower cost of deployment. However, they also 
suffer from low spectrum efficiency, low power 
efficiency, short communication distances, and 
vulnerability to interference. Therefore, devel-
oping D2D technology compatible with widely 
deployed cellular networks turns out to be an 
effective solution to largely enhance the capabili-
ty of D2D communications. With potential tech-
nical merits, however, D2D communications in 
cellular networks did not attract much attention 
in standardization work. This stagnation persist-
ed until 2012, when the Federal Communica-
tions Commission (FCC) of the United States 
endorsed 3GPP Release 12 (also known as the 
B4G network) as the next generation nation-
wide public safety network. When public safety 
events (such as rescue, conflagration, riots, acci-
dents, etc.) occur, the LTE/LTE-A shall be the 
first network (FirstNet) responsible for provid-
ing communication services [6]. In addition to 
the conventional communication requirements 
of high data rates, low latency, priority control, 
and reliability, a public safety network must fur-
ther support urgent communications when BSs 

are paralyzed by natural disas-
ters or malicious attacks. For 
this additional requirement, 
D2D and group communications 
have been included as two key 

features in 3GPP Release 12 [7–10]. However, 
because of the tight schedule in the standards 
development, D2D communications are designed 
to be a special mode of “broadcasting” commu-
nications to simplify the design flow. In other 
words, for public safety, D2D communications 
are a sort of “open-loop” communications in 
Layer 1 and “groupcast” (one-to-many) commu-
nications in Layer 2. Specifically, a D2D receiver 
does not provide any feedback message (includ-
ing channel state information, CSI, and acknowl-
edgements) to a D2D transmitter.

The evolution of cellular network radio 
access solutions, from Global System for Mobil-
ity (GSM), Universal Mobile Telecommunica-
tions System (UMTS), LTE, to LTE-A, can be 
divided into two categories of communications: 
“closed-loop” and “open-loop”. “Closed-loop” 
implies that feedback messages are provided 
from a receiver to a transmitter. For example, 
the UMTS system adopts code division multi-
ple access (CDMA), by which a receiver period-
ically informs the transmitter about the received 
power level. The transmitter is thus able to 
adjust transmission power (such an inner-loop 
power control is performed 1500 times per sec-
ond). On the other hand, LTE/LTE-A systems 
adopt orthogonal frequency division multiple 
access (OFDMA), by which a receiver continu-
ously estimates the present CSI, and informs the 
transmitter about the optimum modulation and 
coding scheme (MCS) for the subsequent data 
transmission. These closed-loop operations boost 
Layer 1 and Layer 2 to adapt to dynamic channel 
variation, which is the key enabler to enhance 
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transmission data rates. On the other hand, GSM 
and Multimedia Broadcast Multicast Services 
(MBMS) in 3GPP Release 6 to Release 8 adopt 
open-loop communications, while only low data 
rate voice and unreliable multimedia services 
are supported. Although open-loop may sup-
port multimedia transmissions for public safety, 
the potential and performance to support high 
data rate, low latency, and reliable communica-
tions still remain open for further investigations. 
Release 12 D2D communications thus open a 
new paradigm, which may fundamentally inspire 
and change future designs of cellular networks.

To fully comprehend the practice of such a 
novel technology, in this article we provide a 
comprehensive survey of the standardization of 
3GPP Release 12 D2D communications. This 
survey begins top-down from the system archi-
tecture and resource/mobility management in 
the air interface to physical layer procedures, to 
provide key principles and the design philosophy 
of Release 12 D2D communications.

System Architecture of 
D2D Communications

Scenarios and Reference Architectures of 
D2D Communications

In addition to public safety, the use cases of D2D 
communications in the future can be in general 
commercial/social applications, traffic offload-
ing from networks, and integration of existing 
infrastructure services. To potentially support all 
these purposes, a general concept of proximity 
services (ProSe) is used to construct the system 
architecture of D2D communications. However, 
Release 12 ProSe only emphasizes public safety 
communications, which will support urgent D2D 
communications when:
•	All BSs are available.
•	A part of BSs are available, while other BSs 

are paralyzed.
•	All BSs are paralyzed.

To support these three cases, Release 12 D2D 
communications can be divided into the following 
three scenarios, as shown in Fig. 1. In LTE-A, a 
BS is referred as an eNB, and we also align with 
this terminology in this article.
•	In-coverage. This scenario indicates that the 

considered user equipment (UE) is within 
coverage of the eNB(s).

•	Out-of-coverage. This scenario indicates that 
the considered UE is out of the eNB’s cov-
erage.

•	Partial-coverage. This scenario indicates 
that some UEs are within coverage, while 
other UEs are out of the eNB’s coverage.
To support the above scenarios, the reference 

architecture of ProSe is illustrated in Fig. 2a. In 
addition to the conventional Uu interface 
between an eNB and a UE, and the S1 interface 
between an eNB and the evolved packet core 
(EPC), the following interfaces are included.

PC5: PC5 is the interface for D2D broadcast-
ing communications. The details of PC5 will be 
discussed later.

PC1: To provide diverse wireless services 
based on D2D communications, various ProSe 
applications (ProSe APPs) can be installed in a 
UE. These ProSe APPs can exchange data with 
the remote ProSe APP server via PC1.

PC2: The ProSe functionalities supported by 
the EPC are referred as ProSe Function. PC2 
is the interface defined between the ProSe APP 
server and ProSe Function. This interface can be 
used for ProSe Function to update application 
data for its ProSe database.

PC3: To identify the existence of other UEs, 
a UE may proceed to D2D discovery. Thus, PC3 
is the interface between a UE and ProSe Func-
tion used for the configurations of D2D discov-
ery and communications. If two UEs register to 
different public land mobile networks (PLMNs) 
or even belong to different radio access net-
works (RANs) such as LTE-A and WiFi, D2D 
discovery may rely on ProSe Function in the 
EPC via PC3.

PC4: As ProSe Function defines the ProSe 
functionalities supported by the EPC, PC4 speci-
fies the interaction between ProSe Function and 
the EPC. It can be used to authorize ProSe ser-
vices for session/mobility management.

PC6: PC6 is the interface between multiple 
ProSe Functions in different PLMNs. It can be 
used for D2D discovery between UEs subscribed 
to different PLMNs.

PC7: PC7 is the interface between ProSe 
Functions in the visiting PLMN (VPLMN) and 
the home PLMN (HPLMN). It can be used for 
HPLMN to handle the ProSe service authorization.

PC8: PC8 is the interface between a roaming 
UE and HPLMN ProSe Function. It can be used 
for ProSe Function in the HPLMN to configure 
D2D communications of UEs.

Figure 1. Release 12 D2D communications are divided into three scenarios: a) in-coverage; b) out-of-coverage; and c) partial-
coverage.
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SGi: SGi is the interface used for APP data 
and the application level control information 
exchanges.

For UEs out of eNBs’ coverage, each UE is 
able to exchange data directly with other UEs if 
signal strength is acceptable	, thus forming an ad 
hoc network among UEs, as shown in Fig. 2b. 
Instead of PC5 for all radio layers, PC5ah is a 
lower-layer interface (only Layer 1 and Layer 2) 
for the ad hoc D2D network.

D2D Discovery
A complete D2D discovery procedure involves 
operations in different layers, and the main steps 
are illustrated in Fig. 3 and Fig. 4. Suppose that 
a user (called Jasmin) owning UE-A wishes to 
enjoy D2D wireless services (as shown in Fig. 3). 
The APP of the UE-A sends a request to the 
third party APP server to obtain the friend list 
of Jasmin. In the application layer, each friend 
of Jasmin is associated with a friend-identity 
(Friend-ID), which may be an email address, a 
phone number, or a nickname in the APP. After 
obtaining the friend list, the APP of UE-A then 
sends a request via 3GPP layers to the ProSe 
server to obtain an expression code for each 
Friend-ID. Through the prior negotiation, the 
ProSe server may already have the mapping 
parameters between each Friend-ID and the cor-
responding expression code. Thus, the APP is 
able to obtain the expression code via the reply 
from the ProSe server. Next, the APP of the 
UE-A is able to perform two modes of discovery 
to either announce its existence or find a partic-
ular friend. For these two discovery modes, there 
are two corresponding discovery messages:
•	Mode A (“I am here”). This message con-

tains the expression code of Jasmin.
•	Mode B (“Who is there/Are you there”). 

This message contains the expression code 
of a wanted friend.
If the APP of UE-A chooses to announce 

its existence, the expression code of Jasmin is 
forwarded to the 3GPP layers of UE-A, as 
shown in Fig. 3. The 3GPP layers then broad-
cast a Mode A discovery message containing the 
expression code of Jasmin. When a friend of Jas-
min (e.g., UE-B) receives a Mode A message, 
UE-B knows the existence of UE-A. The 3GPP 
layers of UE-B then send this knowledge to its 
APP. On the other hand, if the APP of UE-A 
chooses to find a particular friend (e.g., Alice 
owning UE-B), the APP of UE-A forwards the 
corresponding expression code of Alice to the 
3GPP layers of UE-A, as shown in Fig. 4. The 
3GPP layers of UE-A then broadcast a Mode 
B discovery message containing the expression 
code of Alice. When UE-B receives the Mode B 
message, UE-B replies with a Mode A discovery 
message to UE-A to inform UE-A of its exis-
tence. After identifying each other, the two UEs 
are ready to perform D2D communications.

Please note that following the above steps, two 
UEs know the existence of each other in the appli-
cation layer. However, this does not imply that two 
UEs are able to identify each other in Layer 1. Since 
the content of a discovery message is only meaning-
ful for the application layer, in Layer 1 a transmitter 
does not know the existence of the receiver (and 
thus the existence of the link). Such a paradigm is 
very different from the conventional Uu interface, 
where the discovery procedure between a UE and 
an eNB is initiated from Layer 1.

Air Interface of D2D Communications
Mobility/Resource Management

In Release 12 D2D communications, the pag-
ing procedure is not supported, especially for 
UEs out of coverage. As a result, mobility man-
agement is very limited, which only focuses on 
radio resource management. In the air interface 
of D2D communications, there are two modes of 
resource allocations:

Figure 2. a) Reference architecture of ProSe with roaming; b) reference architecture of ProSe with one-to-many communications in 
ad hoc mode.
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•	Mode 1. An eNB schedules radio resources 
for a UE to transmit direct data and control 
information for D2D communications.

•	Mode 2. A UE on its own “randomly” selects 
resources from the pre-configured resource 
pools to transmit direct data and control 
information for D2D communications.
Mode 1 resource allocation is supported by 

in-coverage UEs, while Mode 2 resource alloca-
tion can be supported by both in-coverage and 
out-of-coverage UEs. For Mode 2 resource allo-
cation, if a UE is within eNBs’ coverage, then the 
resource pools for this UE may be configured 
by eNBs. When a transmitter UE determines 
the radio resources for D2D data transmissions 
(either scheduled by the eNB or randomly select-
ed by the UE), the transmitter UE has to inform 
the receiver UE about its radio resource selec-
tion. This information is referred to as sidelink 
control information (SCI), which will be detailed 

later. To provide reliability in open-loop com-
munications, transmission repetition is used for 
both control and data transmissions. Each trans-
mission of SCI is repeated twice, while the num-
ber and resources for the transmission repetition 
of each data packet (known as the time domain 
resource pattern of transmission (T-RPT)) are 
indicated by SCI. In addition, SCI also contains 
the modulation and coding scheme (MCS) for 
each data transmission, and the receiver group 
ID of each data transmission. Radio resource 
allocation for SCI transmissions also follows 
the Mode 1 and Mode 2 allocations. In other 
words, before data transmissions, a transmitter 
UE needs to first determine the radio resourc-
es for SCI. However, these radio resources 
are unknown by a receiver UE. Consequently, 
a receiver UE needs to perform non-coherent 
detection of these radio resources. By successful-
ly detecting SCI, a receiver UE is able to obtain 

Figure 3. D2D discovery procedure using the Mode A discovery message.
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the “locations” of radio resources for data trans-
missions.

Please note that although closed-loop link 
adaptation schemes such as adaptive modula-
tion and coding, hybrid automatic repeat request 
(H-ARQ), and beam-forming, are precluded by 
Release 12 D2D communications, it is possible 
for a transmitter UE to dynamically change the 
MCS. The dynamic MCS is not for link adapta-
tion. Instead, since multiple video and audio cod-
ing/decoding standards can be supported by D2D 
communications, the transmitter UE is able to 
properly arrange radio resources for various mul-
timedia transmissions through the dynamic MCS.

D2D Physical Signals and Channels
In Layer 1, the physical uplink share channel 
(PUSCH) in the conventional Uu (eNB-UE) link 
is reused for D2D broadcasting communications. 
The reason of adopting the uplink channel is 
two-fold. First, in the PUSCH, transmitters are 
UEs and the receiver is an eNB. When a UE is 
uploading data to an eNB, other UEs are able 
to perform D2D communications concurrently if 
interference from the D2D link to the eNB is lim-
ited. In contrast, if the physical downlink share 
channel (PDSCH) is reused for D2D communi-
cations, a common transmitter is an eNB. In this 
case, if two UEs perform D2D communications 
concurrently with the downlink transmission, the 
eNB becomes a strong interference source to 
significantly degrade the performance of D2D. 
As a result, operating D2D communications at 

the PUSCH obtains higher spectrum efficiency. 
Second, single carrier frequency division multiple 
access (SC-FDMA) is adopted for the PUSCH 
in LTE/LTE-A, while orthogonal frequency divi-
sion multiple access (OFDMA) is adopted for 
the PDSCH. Considering that the peak to aver-
age power ratio (PAPR) in SC-FDMA is smaller 
than that in OFDMA, operating D2D communi-
cations at the PUSCH also obtains higher energy 
efficiency. To support D2D communications, the 
following physical signals and channels are addi-
tionally provided along with PUSCH.

•Sidelink Synchronization Signals and Physi-
cal Sidelink Broadcast Channel (PSBCH). Since 
a synchronous operation may provide better per-
formance in terms of interference management, 
spectrum utilization, and power consumption as 
compared with an asynchronous operation, it is 
expected that all eNBs and all UEs will follow 
the same timing reference. For this purpose, an 
eNB or a UE can transmit its timing reference 
for other UEs to synchronize to. An eNB or a 
UE transmitting its timing reference is referred 
as a D2D synchronization source. As a result, 
there can be multiple collocated D2D synchro-
nization sources. The transmitted signals carry-
ing the timing reference are thus referred to as 
sidelink synchronization signals. Therefore, an 
eNB is certainly a D2D synchronization source, 
and the corresponding sidelink synchronization 
signals is the Release 8 primary and second-
ary synchronization signals. In addition to the 
sidelink synchronization signals, a D2D synchro-

Figure 4. D2D discovery procedure using the Mode B discovery message.
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nization source also transmits the PSBCH, which 
carries information to support D2D synchroni-
zation, such as the frame number for D2D com-
munications, system bandwidth, the ID of the 
synchronization source, the type of synchroniza-
tion source (i.e., the timing reference is derived 
by a UE or an eNB), time division duplex (TDD) 
or frequency division duplex (FDD) configura-
tion, and the stratum level (this will be detailed 
in the following section).

•Discovery Signal and Physical Sidelink Dis-
covery Channel (PSDCH). As mentioned in Fig. 3 
and Fig. 4, the higher-layer discovery procedure 
is initiated by the APP generating the discovery 
message. In Layer 1, D2D discovery is achieved 
using Layer 1 discovery signal exchange via the 
PSDCH. For this purpose, there are two types of 
discovery procedures supposed by Layer 1.
•	Type 1: Radio resources for discovery 

signal transmissions are allocated on a 
non-UE-specific basis. That is, the allocated 
radio resources can be used by all UEs to 
transmit their discovery signals.

•	Type 2: Radio resources for discovery 
signal transmissions are allocated on a 
per-UE-specific basis. That is, the allocated 
radio resources are only utilized by a specif-
ic UE to transmit the discovery signal.

	  *Type 2A: Radio resources are allocated 
at each discovery signal transmission time 
instant.

	  *Type 2B: Radio resources are semi-per-
sistently allocated for discovery signal trans-
missions.

	 The Type 1 discovery procedure can be 
supported by out-of-coverage UEs. In this 
case, the radio resource allocation can be 
pre-configured by the operator. On the 
other hand, the Type 2 discovery procedure 
can be supported by in-coverage UEs, by 
which radio resources are scheduled by an 
eNB.
Reference Signal. To assist the receiver UE 

to demodulate data, the transmitter UE can 
transmit the demodulation reference signal 
(DMRS) for the receiver UE to perform chan-
nel estimation. In LTE/LTE-A, the DMRS does 
not provide out-of-band channel information of 
the channel, thus the sounding reference sig-
nal (SRS) is used to estimate CSI outside the 
allocated radio resources. However, since the 
radio resource pools for D2D communications 
are scheduled by an eNB or pre-configured, fre-
quency selective scheduling outside these radio 
resource pools is not allowed. Therefore, the 
SRS is avoided by D2D communications.

Physical Sidelink Control Channel (PSCCH) 
and Physical Sidelink Share Channel (PSSCH). 
Similar to the PUCCH and the PUSCH used 
for uplink control and data transmissions, the 
PSCCH and the PSSCH are used for Layer 1 
control and data transmissions in D2D commu-
nications. On the PSCCH, a D2D transmitter 
can transmit sidelink control information (SCI) 
format 0, which carries the MCS used for D2D 
communications, the frequency hopping flag to 
indicate whether to activate frequency hopping 
in D2D communications, the RB assignment and 
hopping resource allocation to indicate the RB 
allocation, T-RPT as aforementioned, and the 

timing advance (TA) to indicate the timing dif-
ference between the downlink timing and the 
uplink timing.

It is possible that the above signals and chan-
nels may occupy the same radio resources. In this 
case, the sidelink synchronization signals and the 
PSBCH have the highest priority.

Physical Procedures
The major target of Release 12 D2D is to sup-
port public safety communications. Therefore, in 
addition to the communications between an eNB 
and a UE that shall be supported when all eNBs 
function normally, the communications among 
UEs shall be supported as well when some or 
all eNBs are paralyzed. To support this target, 
two physical layer procedures are crucial for par-
tial-coverage and out-of-coverage UEs.

D2D Synchronization
The D2D synchronization procedure is the first 
physical layer procedure as a UE powers on. 
In D2D communications, each UE needs to 
determine:
•	Whether to be a D2D synchronization 

source.
•	How to derive the timing reference if it 

decides not to be a synchronization source.
If an eNB is available, then all UEs can derive 
the timing reference directly from an eNB. How-
ever, for partial-coverage and out-of-coverage 
cases, some UEs may not receive the synchroni-
zation signals from an eNB. In these two cases, 
the D2D synchronization procedure is required 
to achieve the following two goals.
•	In the partial-coverage case, it is expected 

that the timing references of all UEs (even 
not in the coverage of an eNB) align with 
the timing reference of the eNB.

•	In the out-of-coverage case, the timing ref-
erences of all UEs shall align with each 
other.

To achieve these goals, multi-hop synchroniza-
tion is supported by D2D. That is, a timing ref-
erence generated from a UE or an eNB can be 
forwarded to multiple UEs, and these UEs can 
subsequently forward the received timing refer-
ence to other UEs. The D2D synchronization 
procedure includes the following principles, as 
illustrated in Fig. 5.

•When a UE powers on, it detects the syn-
chronization signals from an eNB. If the synchro-
nization signals from an eNB can be detected, 
this in-coverage UE synchronizes to the eNB 
with a similar procedure of the cell search in 
Release 8.

•In spite of the successful synchronization 
with an eNB, an in-coverage UE shall continu-
ously detect the D2D synchronization signals and 
the PSBCH transmitted from other UEs. As pre-
viously mentioned, the PSBCH carries the ID of 
the synchronization source, the type of the syn-
chronization source, and the stratum level (the 
hop-count of the D2D synchronization signals). 
If an in-coverage UE detects the D2D synchroni-
zation signals and the PSBCH indicating that the 
synchronization source type is a UE, this implies 
that there must be an out-of-coverage UE gener-
ating its own timing reference. In this case, the 
in-coverage UE transmits the D2D synchroniza-
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tion signals and the PSBCH (where the synchro-
nization source type is an eNB) and becomes a 
synchronization source. By providing the timing 
reference to out-of-coverage UEs, it is expected 
that the timing reference of this out-of-coverage 
UE aligns with the timing reference of the eNB.

•If no synchronization signal from an eNB 
can be detected, an out-of-coverage UE synchro-
nizes to an in-coverage UE if the D2D synchroni-
zation signals and the PSBCH transmitted by an 
in-coverage UE can be detected. If multiple D2D 
synchronization signals and PSBCHs from differ-
ent in-coverage UEs are detected, an out-of-cov-
erage UE selects one appropriate in-coverage 
UE (and thus the D2D synchronization signals 
and the PSBCH) to derive the timing reference 
by taking the stratum level and signal strength of 
different PSBCHs into account.

•If no D2D synchronization signals and 
PSBCH from an in-coverage UE can be detect-
ed, an out-of-coverage UE synchronizes to 
another out-of-coverage UE if the D2D synchro-
nization signals and the PSBCH transmitted by 
an out-of-coverage UE can be detected. In other 
words, the D2D synchronization signals and the 
PSBCH from an in-coverage UE have a high-
er priority than those from an out-of-coverage 
UE. If multiple D2D synchronization signals and 
PSBCHs from different out-of-coverage UEs are 
detected, the out-of-coverage UE selects one 
appropriate out-of-coverage UE (and thus the 
D2D synchronization signals and the PSBCH) 
to derive the timing reference by taking into 
account the stratum level and signal strength in 
different PSBCHs.

•If neither D2D synchronization signals and a 
PSBCH from an eNB nor D2D synchronization 

signals and a PSBCH from a UE (both in-cov-
erage and out-of-coverage) can be detected, a 
UE transmits the D2D synchronization signals 
and the PSBCH, and becomes a synchronization 
source.

The performance of timing synchronization 
using the above D2D synchronization procedure 
is evaluated in Fig. 6. By randomly deploying 175 
UEs (and among 175 UEs, there are 20 in-cov-
erage UEs), we can observe from Fig. 6 that the 
timing references of 175 UEs can reach a con-
sensus (i.e., differences between the timing ref-
erences of 175 UEs and the eNB are less than 3 
ms). This result confirms the effectiveness of the 
above D2D synchronization procedure.

Distributed Resource Access
As mentioned above, for Mode 1 D2D com-
munication resource allocation and the Type 2 
discovery procedure, the eNB schedules radio 
resources to in-coverage UEs. Thus, interference 
from D2D communications to cellular uplink 
transmissions and among different in-coverage 
D2D transmissions can be avoided. However, for 
Mode 2 D2D communication resource alloca-
tion and the Type 1 discovery procedure, radio 
resources are selected by UEs from the common 
resource pools. Although the resource pools for 
D2D communications can be pre-configured 
not to overlap the resources for cellular uplink 
transmissions, multiple UEs may select the 
same radio resources to result in interference. 
Unfortunately, in open-loop communications, a 
receiver UE is not able to inform the transmit-
ter UE to change radio resources when interfer-
ence occurs. Therefore, each transmitter UE is 
required to autonomously mitigate interference 

Figure 5. Principles of the D2D synchronization procedure.
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by avoiding occupying the same radio resources 
(i.e., resource collisions) with other UEs. For this 
purpose, each transmitter UE should “whiten 
interference.”

To minimize the number of resource colli-
sions, each out-of-coverage UE avoids select-
ing contiguous radio resources. Instead, each 
transmitter UE randomizes the radio resource 
occupation over the resource pools, which con-
sequently randomizes/whitens interference. How-
ever, purely random radio resource selection 
largely increases the search space to detect need-
ed data at the receiver side, which significant-
ly increases receiver complexity. To tackle this 
engineering constraint, random radio resource 
selection is implemented by forming a number 
of time-frequency hopping patterns. When a 
time-frequency hopping pattern is selected by a 
transmitter UE, this pattern may be adopted for 
a period of time. Such a semi-persisted pattern 
considerably limits the search space to facilitate 
data detection at the receiver side.

Conclusion
In this article, a comprehensive overview of the 
state-of-the-art D2D communications in 3GPP 
Release 12 is presented, including reference 
architectures, discovery procedure, mobility/
resource management, physical channels and sig-
nals, as well as physical procedures, to discuss 
practical issues and enable mechanisms for D2D 
communications over the B4G network. From 
this article, it is known that D2D communications 
in Release 12 adopt open-loop transmissions, 
which is very different from the conventional 
paradigms in UMTS and LTE/LTE-A adopt-
ing closed-loop communications. Nevertheless, 
Release 12 is just the beginning stage for the 
development of D2D communications, and a 
number of issues and performance optimizations 
still remain open for further investigations.
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Figure 6. Timing differences between UEs and the eNB. In this simulation, 
initially, 175 UEs randomly distributed over a 1 km2 area have a timing 
offset to the eNB. The timing offset is uniformly distributed over  
[–5, 5] ms. Transmission power of the D2D synchronization signals is  
23 dBm. If the signal to interference and noise power of the received D2D 
synchronization signals exceeds 0 dB, the D2D synchronization signals can 
be successfully detected.
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Abstract
As the fourth generation (4G) LTE-Advanced 

network becomes a commercial success, technol-
ogies for beyond 4G and 5G are being active-
ly investigated from the research perspective as 
well as from the standardization perspective. 
While 5G will integrate the latest technology 
breakthroughs to achieve the best possible per-
formance, it is expected that 
LTE-Advanced will continue to 
evolve, as a part of 5G technol-
ogies, in a backward compatible 
manner to maximize the benefit 
from the massive economies of scale established 
around the 3rd Generation Partnership Project 
(3GPP) LTE/LTE-Advanced ecosystem from 
Release 8 to Release 12. In this article we intro-
duce a set of key technologies expected for 3GPP 
Release 13 and 14 with a focus on air interface 
aspects, as part of the continued evolution of 
LTE-Advanced and as a bridge from 4G to 5G. 

Introduction
The wireless cellular network has been one of 
the most successful communications technologies 
of the last three decades. The advent of smart-
phones and tablets over the past several years 
has resulted in an explosive growth of data traf-
fic. With the proliferation of more smart termi-
nals communicating with servers and each other 
via broadband wireless networks, numerous new 
applications have also emerged to take advan-
tage of wireless connectivity. 

After the introduction of the 4G LTE-Ad-
vanced [1, 2] standard in 3GPP Rel-10, LTE-Ad-
vanced has continued to evolve through several 
releases and has become a global commercial 
success. The research community is now increas-
ingly looking beyond 4G and into future 5G tech-
nologies, both in standardization bodies such as 
3GPP and in research projects such as the EU 
FP7 METIS. ITU-R has recently finalized work 
on the “Vision” for 5G systems, which includes 
support for explosive growth of data traffic, 
support for massive numbers of machine type 
communication (MTC) devices, and support for 
mission critical and ultra-reliable and low laten-
cy communications [3]. While today’s commer-

cial 4G LTE-Advanced networks are mostly 
deployed in legacy cellular bands from 600 MHz 
to 3.5 GHz, recent technology advancements 
will allow 5G to utilize spectrum opportunities 
below 100 GHz, including existing cellular bands, 
new bands below 6 GHz, and new bands above 
6 GHz, including the so-called mmWave bands. 
There are coordinated efforts across the world to 
identify these new spectrum opportunities. There 
were decisions for new spectrums below 6 GHz 
at the World Radio-communication Conference 
(WRC)-2015, and further decisions for new spec-
trums above 6 GHz are expected at WRC-2019. 

From the 5G technology roadmap perspective, 
we expect a dual-track approach to take place 
over the next few years in 3GPP. The first track is 
commonly known as the “evolution” track, where 
we expect the evolution of LTE-Advanced will 
continue in Rel-13/14 and beyond in a backward 
compatible manner, with the goal of improving 
system performance in the bands below 6 GHz. 
It is also our expectation that at least a part of 
5G requirements can be met by the continued 
evolution of LTE-Advanced. For example, laten-
cy reduction with grant-less uplink access and 
shortened length of a transmission time inter-
val (TTI) can make the over-the-air latency less 
than 1 ms. The second track is commonly known 
as the “new RAT” track in 3GPP, which is not 
limited by backward compatibility requirements 

and can integrate breakthrough 
technologies to achieve the best 
possible performance. The “new 
RAT” 5G system should meet 
all 5G requirements as it would 

eventually need to replace the previous genera-
tion systems in the future. The “new RAT” track 
is also expected to have a scalable design that 
can seamlessly support both above and below 6 
GHz bands.

In this article, we focus on a set of important 
air interface features of LTE-Advanced in 3GPP 
Rel-13. We also discuss air interface features 
that are expected to be specified in 3GPP Rel-14. 
In the continued evolution of LTE-Advanced in 
Rel-13 and Rel-14, it is important to emphasize 
continuity and backward compatibility in order 
to leverage massive economies of scale associat-
ed with the current ecosystem developed around 
LTE/LTE-Advanced standards from Rel-8 to 
Rel-12. 

Rel-13 includes three major technology cate-
gories. The first category is the enhancement of 
spectral efficiency, and its representative technol-
ogy is full dimension MIMO (FD-MIMO) that 
aims to drastically increase spectral efficiency via 
the use of a large number of antennas at the base 
station. The second category is the utilization 
of additional frequency resources and includes 
licensed assisted access (LAA) for utilizing unli-
censed spectrum while guaranteeing coexistence 
with existing devices and enhanced carrier aggre-
gation (eCA) with up to 32 component carriers. 
In the third category are the technologies to 
support new services. A representative exam-
ple is further cost reductions for MTC devices 
that can also support extended coverage. Other 
technologies in this category include enhance-
ment of device-to-device (D2D) proximity ser-
vices that was specified in Rel-12 for the support 
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of peer discovery as well as direct communica-
tion between proximity UEs, indoor positioning 
enhancements, and single-cell point-to-multi-
point (SC-PTM) as a complementary tool for 
support of enhanced multimedia broadcast and 
multicast service (eMBMS). 

Discussion on the evolution of LTE-Advanced 
in Rel-14 is already occurring. It is expected that 
there would be continued evolution of the fea-
tures introduced in Rel-13, such as FD-MIMO 
and LAA. It is also expected that Rel-14 would 
introduce technologies for latency reduction, 
which is one of the most important aspects for 
improving the user experience but has not been 
improved much since the introduction of LTE. 
Technologies for vehicle-related services (V2X) 
such as vehicle-to-vehicle (V2V), vehicle-to-in-
fra (V2I), and vehicle-to-pedestrian (V2P) have 
recently attracted significant attention from 
the cellular industry as another opportunity for 
LTE-Advanced technologies to be extended to 
support vertical industries, and are expected to 
be specified in Rel-14. As a technology for fur-
ther improving spectral efficiency by allowing 
non-orthogonal downlink transmissions within 
a cell, the enhancement for downlink multius-
er transmission using superposition coding was 
studied during Rel-13 for potential specification 
work in Rel-14. 

The rest of this article is organized as fol-
lows. First, we describe FD-MIMO, LAA, and 
eCA with up to 32 component carriers, which 
would be the representative features in Rel-13 
for improving spectral efficiency and utilizing 
additional frequency resources. Second, we intro-
duce MTC as a representative example of Rel-13 
technologies for support of new services. Third, 
we describe the features that are expected to be 
specified in Rel-14. The final section provides 
concluding remarks. 

Full Dimension MIMO 
FD-MIMO is one of the key candidate technolo-
gies considered for the evolution toward beyond 
4th generation (B4G) and 5th generation (5G) 
cellular systems. The key idea behind FD-MIMO 
is to utilize a large number of antennas placed in 
a two-dimensional (2-D) antenna array panel to 
form narrow beams in both the horizontal and 
vertical directions. Such beamforming allows the 
enhanced NodeBs (eNB: 3GPP terminology for 
base station) to simultaneously transmit to multi-
ple user equipments (UE: 3GPP terminology for 
mobile station) to realize high order multi-user 
spatial multiplexing.

Figure 1 depicts an eNB with FD-MIMO 
implemented using a 2-D antenna array panel, 
where every antenna is an active element allow-
ing dynamic and adaptive precoding across all 
antennas. By utilizing such precoding, the eNB 
can simultaneously direct transmissions in the 
azimuth and elevation domains for multiple UEs. 
The key feature of FD-MIMO in improving the 
system performance is its ability to realize high 
order multi-user multiplexing.

3GPP has conducted several studies since 
December 2012 in an effort to provide specifi-
cation support for FD-MIMO. The first step was 
a study item [4] for developing a new channel 
model for future evaluation of antenna technol-

ogies based on 2-D antenna array panels. The 
channel model provides the stochastic charac-
teristics of a three-dimensional (3-D) wireless 
channel. Based on the new channel model, a fol-
low-up study item [5] on FD-MIMO was initiated 
in September 2014 to evaluate the performance 
benefits of standard enhancements targeting the 
2-D antenna array operation with up to 64 anten-
na ports over a standard-transparent approach 
such as vertical sectorization utilizing antenna 
elements in the vertical direction. 

FD-MIMO has two important differentiating 
factors compared to MIMO technologies from 
previous LTE releases. First, the number of 
antennas can be increased beyond eight, e.g. to 
64. As a result, FD-MIMO significantly improves 
beamforming and spatial user multiplexing capa-
bility. Second, specification support for FD-MIMO 
is targeted for antennas placed on a 2-D planar 
array. Using the 2D planar placement is also 
helpful in reducing the form factor of the anten-
nas for practical applications.

Figure 2 summarizes the cell average through-
put of FD-MIMO for various eNB antenna con-
figurations (left) and various numbers of UEs 
per cell (right), where all UEs are distributed on 
the same horizontal plane, i.e. without UE distri-
bution along the vertical direction. More details 
can be found in [6]. The antenna configuration is 
determined by the number of transmit antennas 
(NT) and the 2-D antenna placement (NH × NV) 
where NH and NV are the number of antennas on 
the horizontal and vertical directions, respectively. 

The performance of MIMO utilizing up to 
eight transmit antennas was evaluated to be 
around 2.8 bps/Hz for cell average throughput 
and 0.1 bps/Hz for 5 percent-tile user throughput 
(cell edge performance) when there were 10 UEs 
per cell. Compared to these values, Fig. 2 (left) 
shows dramatic performance enhancements for 
FD-MIMO of up to 400 percent or more for 
both cell average throughput and 5 percent-tile 
user throughput. Additionally, Fig. 2 shows that 
although a one-dimensional horizontal antenna 
array provides the best performance, FD-MIMO 
with 2-D arrays also provides significant perfor-
mance improvement while allowing for practical 
implementations.

Figure 1. Conceptual diagram of a FD-MIMO system realizing high order 
MU-MIMO through a 2-D antenna array.

CPRIConnector

IP

LTE
infrastructure

FD-MIMO baseband
High-order
MU-MIMO

Patch antenna FD-MIMO 2D
antenna array

Feed
network



IEEE Communications Magazine — Communications Standards Supplement • March 201638

Figure 2 (right) shows the cell average 
throughput for NT = 64 antennas and for 10, 
20, and 30 UEs per cell. It was assumed that 
the eNB transmits spatially multiplexed signals 
to all UEs in the cell. The results show that as 
the number of UEs per cell increases, the cell 
throughput of FD-MIMO also increases due to 
the associated increase in the order of multi-user 
spatial multiplexing.

Taking into account the significant perfor-
mance benefit observed in the feasibility study 
and the available time for the specification work, 
LTE-Advanced in Rel-13 specified support for 
FD-MIMO with up to 16 transmit antenna ports 
at the eNB. The following enhancements were 
specified in Rel-13:
•	Enhancement of downlink reference signals 

for measurements from a larger number of 
antennas on a 2-D array panel.

•	Enhancement of channel state information 
(CSI) such as CSI reporting mechanism and 
codebook for spatial beamforming in both 
horizontal and vertical directions.

•	Enhancement of demodulation reference 
signals to enable high order multi-user mul-
tiplexing.
FD-MIMO is expected to bring significant 

performance enhancements to future genera-
tions of cellular networks due to the wide range 
of deployment environments. FD-MIMO can 
be deployed not only for outdoor macro cells 
but also for smaller cells such as indoor, micro, 
and pico cells. Additionally, considering that the 
antenna spacing is inversely proportional to the 
carrier frequency, FD-MIMO systems can be 
deployed with smaller form factors for higher 
frequency bands. 

Licensed-Assisted Access Using LTE 
Due to the sharply increased demand for wireless 
broadband data, the use of unlicensed spectrum is 
now being considered as a potential complement 
to LTE systems operating in licensed spectrum. 
Although licensed spectrum affords operators 

exclusive control for providing guaranteed QoS 
and mobility, available bandwidths are typically 
limited and can be very costly to obtain. In par-
ticular, the 5 GHz unlicensed band has attract-
ed considerable interest for LTE deployments 
due to the potentially large amount of global-
ly available spectrum (>400 MHz). However, 
LTE operation in unlicensed spectrum needs to 
coexist with the operation of other radio access 
technologies (RATs), such as Wi-Fi, and this 
leads to unique design challenges compared to 
LTE operation in licensed bands. In June 2015, 
3GPP completed the study on licensed-assisted 
access to investigate and identify possible designs 
to allow LTE to coexist with Wi-Fi in unlicensed 
bands [7], and started a work item for specifica-
tion support. 

In Rel-13, only downlink transmissions using 
the unlicensed band were specified, and the 
principle of uplink channel access and the nec-
essary forward compatibility mechanism were 
developed so that the uplink transmission can be 
added in future releases without modifications 
to the downlink design. LAA operation in Rel-
13 uses carrier aggregation to tightly integrate 
licensed spectrum and unlicensed spectrum. The 
primary cell (PCell) is maintained on licensed 
spectrum to provide control, system information, 
and continuity for high-QoS services, since unli-
censed carriers are likely to be only intermittent-
ly available in order to satisfy the coexistence 
requirement of LAA with other RATs. The main 
deployment scenarios targeted by the LAA in 
Rel-13 include outdoor and indoor small cell 
deployments, with and without the presence of 
macro cell coverage, and with licensed and unli-
censed carriers collocated in the same box.

3GPP intends to define a single global solu-
tion framework ensuring that LAA can meet 
regulatory requirements for all different regions 
and can co-exist among operators or with other 
RATs operating on the same band. As a result, 
a major focus of the work in 3GPP was to per-
form extensive evaluations for the LAA design 

Figure 2. FD-MIMO cell average throughput for various antenna configurations (left) and various numbers of UEs in a cell (right).
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functionalities that ensure fair coexistence with 
Wi-Fi deployments. For example, one can con-
sider a typical Wi-Fi network with two differ-
ent Wi-Fi nodes. If one of them is replaced by 
a hypothetical LAA node, it should be ensured 
that the throughput and latency of the remaining 
Wi-Fi node should not be negatively impacted 
relative to the original Wi-Fi/Wi-Fi setup. Like-
wise, coexistence evaluations were also carried 
out for multi-operator LAA scenarios, since 
coordination and synchronization between nodes 
belonging to different operators cannot be uni-
versally assumed.

One key mechanism for enabling LAA/Wi-Fi 
and multi-operator LAA coexistence is listen-be-
fore-talk (LBT). LBT governs when a LAA cell 
may access the channel. For example, according 
to the European regulations in [8] for load-based 
equipment, clear channel assessment (CCA) 
must be performed prior to starting a new trans-
mission. An extended CCA is performed if the 
medium is determined to be occupied during 
the CCA and transmission is postponed until the 
channel is considered clear. An LBT mechanism 
is expected to be a major part of the specifica-
tion support for LAA. The intermittent nature 
of LAA transmissions also has significant impli-
cations on existing LTE functionalities such as 
radio resource management (RRM) measure-
ments, automatic gain control (AGC) settings, 
coarse and fine time/frequency synchroniza-
tion, and CSI measurements. Further, support 
for uplink operation on unlicensed spectrum 
requires careful study of the resource allocation 
and feedback mechanisms that may be impacted 
due to their current reliance on synchronized 
and fixed timelines.

Due to its capability to aggregate traffic 
across both licensed and unlicensed bands, and 
due to its advanced link management techniques, 
LAA is expected to improve the utilization effi-
ciency of unlicensed spectrum. Consequently, 
LAA can also benefit other RATs by providing 
more opportunities for channel access. Based on 
the evaluation methodology defined in the 3GPP 
study item [7], Fig. 3 shows user throughput at 

low and high traffic loads when two neighboring 
Wi-Fi networks, each of which has four Wi-Fi 
nodes deployed on a single floor of 120 m x 50 m, 
coexist on a single unlicensed carrier, and when 
one operator’s Wi-Fi nodes are replaced with 
LAA nodes.

Although the traffic and user densities of 
both networks are the same, the network utiliz-
ing LAA achieves significant gain in user-per-
ceived throughput, due in part to fundamental 
LTE capabilities such as link adaptation based 
on explicit UE feedback and Hybrid ARQ 
(HARQ). It is additionally observed from Fig. 3 
that LAA is a better neighbor to the remaining 
Wi-Fi network than the previous Wi-Fi network 
it replaced. This is because a more efficient pack-
et transmission, combined with an adaptive chan-
nel utilization mechanism such as LBT, provides 
increased opportunities for networks coexisting 
with LAA to access the channel without conten-
tion. These benefits also extend to the case where 
LAA networks of different operators coexist as 
well. More evaluation results can be found in [7].

Carrier Aggregation Enhancements
As a natural approach for increasing the peak 
rate and improving the utilization efficiency of 
distributed frequency resources, carrier aggrega-
tion of up to five component carriers with com-
mon FDD or TDD duplexing was specified in 
Rel-10 to support a maximum combined band-
width of 100 MHz. The combination of car-
rier aggregation and MIMO provides 3 Gb/s 
and 1.5 Gb/s peak rate on the downlink and the 
uplink, respectively. In Rel-12, carrier aggrega-
tion was extended to support aggregation of FDD 
carriers and TDD carriers, but the constraint of 
aggregating at most five carriers remained. This 
constraint limits commercial deployments, par-
ticularly considering the availability of the 5 GHz 
unlicensed band that can provide tens of 20 MHz 
carriers. Additionally, 3GPP is currently studying 
UE RF requirements for the introduction of CA 
with four downlink carriers, and it is expected 
that commercial needs would soon exceed the 
Rel-12 limitation of five downlink carriers. 

Figure 3. User throughput for coexisting Wi-Fi and LAA networks for low and high traffic loads (results from [6]), of which detailed 
simulation assumptions can be found in section A.1 of [6].
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Motivated by the above considerations, a 
new work item was approved for Rel-13 with the 
objective to specify CA operation for up to 32 
carriers (or cells), which can support a peak rate 
of 25 Gb/s. The main specification impacts are 
on uplink control signaling and on the reduction 
of control channel decoding operations that a 
UE needs to perform. According to the Rel-12 
design principle, the number of control channel 
decoding operations required for a UE increases 
almost linearly with the number of scheduling 
cells the UE can support. Rel-13 CA limits this 
increase by the eNB, essentially configuring the 
number of blind decoding operations a UE per-
forms per carrier subject to a respective capabil-
ity reported by the UE. The amount of uplink 
control information is increased to support 
HARQ-ACK information or channel state infor-
mation for a large number of downlink carriers. 
Further, a UE can be configured to transmit the 
uplink control information on a secondary cell 
(SCell) in addition to the PCell to reduce the 
control signaling overhead of the PCell. 

Machine-Type Communications
Support of machine-type communications through 
cellular networks is emerging as a significant 
opportunity for new applications in a networked 
world where devices, e.g. smart power meters, 
street lights, cars, home electronics such as 
refrigerators and TVs, and surveillance cameras, 
communicate with humans and with each other. 
LTE offers a proven technology with a large 
existing ecosystem for MTC UEs, but it is also 
associated with LTE-specific design challenges 
primarily due to the requirement on a network 
to simultaneously support UEs with significantly 
different capabilities and also support coverage 
enhancements. 

Rel-12 specifications for MTC UEs achieved 
a cost reduction of approximately 50 percent rel-
ative to the lowest category LTE UEs (category 
1 LTE UEs), and Rel-13 MTC UEs are expected 
to achieve an additional 50 percent cost reduc-
tion primarily through restrictions in transmis-
sion/reception within only six resource blocks 
(RBs) of a system bandwidth per TTI and a 
lower power amplifier gain, where the RB band-
width is 180 kHz [9]. 

The absence of receiver antenna diversity 
and the possible reduction in a power amplifier 
gain can result in significant reductions in cov-
erage even for Rel-13 MTC UEs that do not 
experience large path-loss. A key design target 
is to provide up to 15 dB coverage enhancement 
while minimizing the impact on network spec-
tral efficiency and MTC UE power consump-
tion. Coverage enhancement is mainly achieved 
by repetitions. In order to reduce the required 
number of repetitions, other physical layer tech-
niques, such as the use of multiple contiguous 
TTIs to improve channel estimation accuracy 
and frequency error correction at the receiver, 
and frequency hopping to increase the frequency 
diversity gain, are also specified. Narrowband 
Internet of things (NB-IoT) is also being speci-
fied in Rel-13 as another approach for efficient 
support of low-throughput (~50 kbps) cellular 
IoT devices using a very narrow bandwidth of 
180 kHz (one RB). NB-IoT can be deployed by 

refarming the 200 kHz GSM carriers, using a sin-
gle RB in LTE systems, or using a part of the 
guard band in LTE systems [10].

Features Being Discussed for 
Inclusion in Rel-14

It is expected that LTE-Advanced in Rel-14 will 
continue enhancements on FD-MIMO and LAA. 
For FD-MIMO, the number of eNB transmit 
antenna ports may be increased to 32 to support 
larger arrays, and other enhancements may also 
be specified, including support for more robust 
FD-MIMO transmission via open loop operation 
with reduced feedback overhead. For LAA, the 
support of uplink transmission in the unlicensed 
band is expected. The rest of this section focuses 
on latency reduction, V2X, and downlink mul-
tiuser transmission using superposition coding, 
which are expected to be standardized in Rel-14 
following the feasibility studies in Rel-13. 

Latency Reduction
Latency is one of the most important perfor-
mance metrics for evaluating wireless commu-
nication systems. LTE provides less than 10 ms 
user plane air latency, and it is now recognized 
to be a system that provides lower data laten-
cies than previous generations of mobile radio 
technologies. However, taking into account 
various emerging applications, tighter latency 
requirements need to be met, e.g. 1 ms over-
the-air latency is being considered as an import-
ant requirement of 5G communication systems. 
3GPP has started a study [11] of possible tech-
nologies for latency reduction, and we expect 
that they will be specified in Rel-14. 

Uplink data transmission involves a schedul-
ing request (SR) by a UE, a resource grant by an 
eNB, and data packet transmission by the UE. 
The request-grant procedure occupies a large 
portion of the entire latency required for uplink 
data transmission, especially for the transmis-
sion of small size payloads such as TCP/IP ACK/
NACK. Introducing a grant-less procedure, i.e. 
removing the request-grant procedure, would be 
helpful in achieving low latency for small pack-
ets. On the other hand, the request-grant proce-
dure is still useful in serving large packets as it 
enables highly efficient utilization of the valuable 
spectrum resource. 

Another approach gaining attention is short-
ening the TTI length. In the current LTE stan-
dard, the TTI length is 1 ms and is equal to the 
duration of a subframe, which consists of two 
slots and corresponds to 14 OFDM symbols. 
Reducing the TTI length to one slot, i.e. 0.5 ms, 
or to one OFDM symbol duration, i.e. 0.07 ms, 
can be good candidates because they allow easy 
multiplexing of signals with legacy and reduced 
TTI lengths. With the reduced TTI length, it 
would be natural to assume that the UE and eNB 
processing time can be proportionally reduced 
due to a smaller amount of data to process. 

Figure 4 illustrates latency incurred in the 
existing procedures, and Table 1 shows the 
latency reduction gain achieved by a grant-less 
procedure and TTI shortening. The over-the-air 
latency is lower than 1 ms for a grant-less pro-
cedure with a TTI length of one OFDM symbol.
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V2X
A vehicle-centric communications network is 
one of the key enabling technologies for the 
emerging ‘connected car’ ecosystem, supporting 
a broad range of new services and applications, 
including automotive safety, autonomous vehi-
cles, telematics, traffic control, and infotainment. 
3GPP started studies of the use of LTE mobile 
networks to enable connectivity between vehicles 
(V2V), between vehicles and roadway infrastruc-
ture (V2I), and between vehicles and pedestrians 
(V2P) or other mobile users, jointly known as 
LTE V2X, as shown in Fig. 5. 

As a wide array of different sensing and posi-
tioning technologies (e.g. mmWave radar, video, 
and high-precision GNSS) become standard 
automotive features, one key V2X service is the 
timely and reliable delivery of critical messages 
to improve safety and traffic congestion. Howev-
er, the exchange of these messages can be chal-
lenging due to a large variation in message sizes, 
strict end-to-end latency requirements, a poten-
tial range of several hundred meters, and sup-
port of high Doppler spread when, for example, 
two vehicles are directly approaching each other 
while each one is traveling at a speed of 140km/h 
(equivalent Doppler speed of 280 km/h).

LTE V2X is 3GPP’s response to increasing 
market interest as well as increasing expectations 
that regulatory bodies worldwide consider tech-
nology requirements and potential mandates in 
the next few years for vehicle communication 
networks. For example, Korea, Japan, the EU, 
and the US have allocated frequency spectrum in 
the 5.8-5.9 GHz range for dedicated short range 
communications (DSRC) to support intelligent 
transportation systems (ITS). In China, CCSA 

has also conducted studies of the feasibility of 
providing vehicle safety services over LTE, and it 
is expected that the National Regulatory Author-
ity in China will allocate dedicated frequency 
spectrum for V2X. It is envisioned that LTE 
V2X could be deployed on licensed or shared 
spectrum, and it supports operation outside of 
the infrastructure network coverage with tech-
nologies such as enhanced D2D communications. 

Alternative technologies have been developed 
for V2X applications and have been the subject 
of many academic and industry research projects 
and trials, with the most prominent being the 
IEEE WAVE and 802.11p standards. However, 
LTE V2X is a very attractive candidate due to 
its fundamental support for wide-area coverage, 
mobility, and spectrally efficient V2I broadcast 
services using eMBMS. Meanwhile, flexible and 
scalable resource allocation functionalities for 
V2V and V2P can be built upon the recently 
introduced proximity services (ProSe) functional-
ities (also known as D2D). 

The feasibility study of V2X [12] is expected 
to evaluate the performance of different LTE-
based solutions for providing V2V, V2I, and V2P 
services, with the goal of specifying identified 
enhancements starting in Rel-14. Support for 
V2V and V2P over D2D communication links 
between UEs is being studied with the highest 
priority, including potential resource allocation 
and channel estimation enhancements to support 
efficient and robust transmissions with low-laten-
cy. In addition, provisioning of V2X services over 
the link between the LTE network and the UE is 
also within the scope of the study, including the 
applicability of latency reduction and multi-cell 
multicast/broadcast enhancements to sufficiently 
meet industry and regulatory requirements for 

Figure 4. Uplink and downlink latency considering grant procedure and HARQ, where average HARQ delay is 0.8ms assuming a 10 
percent BLER and a maximum of 1 retransmission.

Uplink latency Downlink latency

3ms (for grant)

4ms 4ms 4ms 4ms

8ms (for HARQ)

Uplink Uplink

Downlink Downlink

3ms
(for UE processing)

1st TX (1ms)

1st TX (1ms)

10ms
(scheduling request period)

8ms (for HARQ)

Table 1. Latency analysis depending on TTI lengths, where UE processing time (UE Proc) is 1 TTI length 
for grant-less case and frame alignment (FA) time is half of TTI length.

TTI SR Grant UE Proc FA TTI Average 
HARQ delay eNB Proc

Total uplink latency

Grant 
procedure

Grant-less 
procedure

1ms 6ms 3ms 3ms 0.5ms 1ms 0.8ms 1.5ms 15.8ms 4.8ms

0.5ms 3ms 1.5ms 1.5ms 0.25ms 0.5ms 0.4ms 0.75ms 7.9ms 2.4ms

0.07ms 0.43ms 0.21ms 0.21ms 0.04ms 0.07ms 0.06ms 0.11ms 1.13ms 0.35ms
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V2X. While the V2X study item is still continu-
ing, taking into account the urgent request from 
industries, a work item to specify V2V support 
started in December 2015, with the targeted 
completion date of September 2016 [13].

Enhanced Downlink Multiuser Transmission 
Using Superposition Coding

Support of simultaneous non-orthogonal transmis-
sions without spatial separation on the downlink 
has the potential to further improve system capac-
ity. For example, downlink transmissions to a UE 
located at the cell boundary and to another UE 
located at the cell center can be scheduled using 
the same beam. The former UE would typically 
be allocated a large transmit power, and hence 
its interference to the latter UE can be cancelled 
before decoding the desired signal at the latter 
UE. Possible performance benefits and required 
specification support to assist intra-cell interfer-
ence cancellation or suppression at the UE receiv-
er were studied in Rel-13 [14] for preparation of 
potential specification work in Rel-14. 

Conclusion
In this article we have introduced a set of fea-
tures for the evolution of LTE-Advanced that 
are expected to be specified in 3GPP Rel-13/14, 
taking into account the latest status of discus-
sions in 3GPP. These timely enhancements 
would allow the cellular industry to improve the 
efficiency of the network, and in the meantime 
continue to benefit from the massive economies 
of scale associated with the current ecosystem 
developed around LTE/LTE-Advanced stan-
dards from Rel-8 to Rel-12. We also expect that 
they would serve as the bridge from 4G to 5G, 
taking into account that 5G would consist of both 
the continued evolution of LTE-Advanced and 
the introduction of non-backward compatible 
breakthrough technologies. 
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A system is an assembly of interacting components 
where a component may itself be seen as a system. 

To interact, the components of a system must have a com-
munication channel, a common protocol, some common 
semantics, and a shared representation of those semantics 
expressed at their respective ports. To achieve a shared 
representation requires some form of agreement and 
implementable standardization. To promote advancement, 
the standardization must embrace innovation as well as 
propagate domain insight via enabling constraints (like the 
shoulders of a road). Today there are many disconnected 
standardization and implementation activities. However, 
for successful broad advancement and improvement of 
solutions, it is vital that standardization is converged and 
the represented enabling constraints are applied to imple-
mentations. 

Standardization of architectures and information 
models provide the necessary enabling constraints. To be 
successful, these information models and architectures 
need to be decoupled from the realization of the imple-
mentation. This allows for flexibility in deployment while 
accommodating consistency and coherence in the model. 
We all effectively do informal information modeling in 
our day to day work. Information modeling is essential-
ly simply the process of identifying, defining, labeling, 
and recording, from some viewpoint, the key concepts 
(including things) in a domain of interest and the inter-
relationships between those key concepts. However, we 
rarely capture the model in any coherent fashion, and 
hence lose the opportunity to propagate key insights. 
Where aspects of the model are captured, the repre-
sentation is often of a simple taxonomy or some other 
hierarchical form. 

Even the most basic view of a domain of interest will 
yield a mesh of interrelated concepts where the mesh 
essentially embodies an intertwining of patterns and rule. 
Patterns such as hypergraph underpinning aspects of the 
ONF Common Information Model, component-system of 
the TM Forum FMO, control loop of the ONF architec-

ture, spec/descriptor of the ETSI NFV, and encapsulation 
in many models, appear key to forming a robust canoni-
cal model of a domain. A canonical model, expressing the 
essence of the domain, in a language such as UML sup-
ported by tooling, is pruned and refactored to form views, 
again in UML, and interface representations in languages 
such as YANG or JSON schema. The canonical model is 
the axis for mapping between the views.

The canonical model will evolve with insights to 
become increasingly precise and stable. An efficient ver-
satile implementation is achieved by taking advantage 
of the patterns in the domain expressed in the canoni-
cal model, using composition to apply specific proper-
ties (also in the information model) and specification/
descriptors to constrain specific cases. The resulting bal-
ance of generalized recursive code and data-driving the 
recursions yields support for a continuum of subtly var-
ied cases in the domain. One challenge with a canonical 
model is the opaqueness of the generalization. A domain 
specific graphical language that eases the representation 
of cases without losing the generalization will assist in 
representation of the concepts.

Naudts et al. describe the current standardization eco-
system and the challenges faced while trying to develop 
solutions in an agile, software-defined, and virtualized fash-
ion. The article provides suggestions on how the various 
actors in the ecosystem can leverage each other’s strengths 
to collaboratively, rapidly, and iteratively develop standards 
and solutions. Building on the ecosystem described above, 
Wac et al. provide an end-to-end service management 
framework that provides the ability to virtualize the propri-
etary interfaces of various network components and pop-
ulate a comprehensive network information model. This 
framework provides the opportunity to coordinate previ-
ously unconnected silos and provide an environment that 
supports a holistic end-to-end view of any service across 
an operator’s network. Manzalini and Crespi focus on the 
network edge, describing how virtualization of the devices 
at the edge will provide the flexibility needed to support 
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innovative services. Garay et al. give an overview of the 
advancements being made in network function virtualiza-
tion and service delivery. The article delves into the details 
of important standards in the service description space, and 
provides a discussion on ways to address the challenges in 
assembling a solution. Moberg and Vallin provide a very 
practical example of how to utilize a YANG-based service 
model along with a YANG-based device model to pro-
vide the encapsulation necessary to isolate the end-to-end 
service information from the device decomposition. This 
separation allows end-to-end services to be shielded from 
device differences and vise-versa. 

This Feature Topic provides a view into how the stan-
dards world is using information and data modeling to 
describe the abstract representations and the detailed 
structured data needed by the emerging end-to-end ser-
vice-based ecosystem. Driving the innovation to provide 
this new ecosystem is the creation of common semantics, 
consistent models, and interoperable APIs.
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Abstract
Standards development organizations (SDOs) 

exist to assure the development of consen-
sus-based, quality standards. These formal stan-
dards are needed in the telecommunications 
market to achieve functional interoperability. 
The standardization process takes years, and 
then a vendor still needs to 
implement the resulting standard 
in a product. This prevents ser-
vice providers (SPs) who are will-
ing to venture into new domains 
from doing so at a fast pace. With the develop-
ment of software-defined networking (SDN) and 
network function virtualization (NFV), open-
source technology is emerging as a new option 
in the telecommunications market. In contrast 
to SDOs, open-source software (OSS) commu-
nities create a product that may implicitly define 
a de-facto standard based on market consensus. 
Therefore, SPs are drawn to OSS, but they face 
technical, procedural, legal, and cultural chal-
lenges due to their lack of experience with open 
software development. The question therefore 
arises, how the interaction between OSS com-
munities, SDOs, and industry fora (IF) can be 
organized to tackle these challenges.

This article examines the evolving roles of 
OSS communities, IF, and SDOs, and places 
them in an NFV/SDN context. It sketches the 
differences between these roles and provides 
guidelines on how the interaction between 
them can turn into a mutually beneficial rela-
tionship that balances the conflicting goals 
of timely development on the one hand and 
technical excellence, openness, and fairness 
on the other, to reach their common goal of 
creating flexible and efficient telecommunica-
tions networks.

Introduction to an Ever-Evolving 
Telecommunications Market

Based on the number of subscribers and the mul-
tibillion dollar industry that surrounds it, we can 
resolutely state that fixed and mobile network 
architectures are very successful. These architec-
tures are fit-for-purpose closed systems based on 
standardized interfaces. Every component per-
forms specific functions, and each of the doz-
ens of interfaces has a unique definition that has 
been standardized via an often long, formal, and 
consensus-based procedure. However, as custom-
er demand evolves and new technologies emerge, 
the complex nature of these architectures starts 
to become a hindrance to sustainable growth. 
First, SPs will have to deal with higher capital 
expenditures and operational expenditures at a 
time when average revenue per user is decreas-
ing [1]. As a result, some SPs will delay or refrain 
from investing further while those who do invest 
in new services or features face long time-to-
market periods as they push an entire industry 
to standardize the newly developed features and 
then wait for vendors to actually implement them 
[1]. Furthermore, even when these new features 
are standardized and implemented, it may not be 
possible to realize them with existing equipment, 
as even though these can be controlled through 
standardized interfaces, there is little possibility 
to extend them through the use of open interfac-
es such as extensible application programming 
interfaces (APIs).

Therefore, SPs are looking for alternatives 
that can reduce the time-to-market and cost of 
new products and services. Three complementa-
ry, self-reinforcing drivers can bring them closer 
to that goal. First, the shift toward SDN offers 

the opportunity to learn from 
the experience of previous and 
ongoing management domain 
endeavors so as to be able to 
move to the next level of insight 

in realizing truly open and extensible interfaces. 
Additionally, there is an opportunity to migrate 
from multiple operations systems silos and many 
specialized operations functions in SP networks 
toward operations support systems that provide 
an overall solution architecture for operating 
services delivered across current and new tech-
nologies. Second, NFV can decrease the depen-
dence on expensive network equipment vendor 
solutions, by replacing network functions with 
software implementations running on low-cost 
multi-purpose hardware. The advantages of NFV 
are most relevant for location independent net-
work functions as better service scalability can be 
realized through sharing of resources. Third, by 
investing in OSS, a de-facto market-based stan-
dard can be created while the software is devel-
oped, and the time-to-market can be reduced 
by providing a workflow that allows for rapid 
deployment of software updates to very flexible 
hardware platforms. However, OSS development 
also faces challenges such as poor interoperabili-
ty and high integration costs.

These de-facto market-based standards com-
pete with the telecommunications market’s long 
and often successful tradition of consensus-based 
standards that are developed within SDOs and 
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IF. The general trend toward open source (OS), 
particularly open APIs, and the interest of SPs 
in these can be seen as a reaction to the lack 
of attention to the operational reality that SPs 
face day in and day out and the domination of 
vendors and academics in the decision-making 
processes within the SDOs [2]. Even though 
the strength of the carrier voice varies across 
SDOs/IF, some SDOs recognize this challenge. 
The Internet Engineering Task Force (IETF), 
for example, has a network working group that 
addresses the perceived gap between operators 
and the IETF whose objective is to help ensure 
that operational realities inform the development 
of key standards [3]. According to a survey con-
ducted by that working group among network 
operators, the culture within the SDO was given 
as one of the four major obstacles to participa-
tion (time, money, and awareness are the other 
three) [3]. While the IETF is open to participa-
tion by anyone, almost half of the respondents 
avoid that organization because they do not feel 
their operator input is welcomed [3]. By not 
engaging, network operators write themselves 
out of the process, leading to the disparity that 
operators are expected to deploy technologies of 
which they do not even know that the standards 
are being developed. A recent counter example 
to the lack of involvement of SPs is the standard-
ization process of NFV at the European Telecom-
munications Standards Institute (ETSI) which was 
initiated by Internet Service Providers (ISPs).

Without a doubt, SDOs are needed to pro-

duce high quality, relevant technical and engi-
neering documents that create flexible and 
efficient telecommunications networks. Howev-
er, standards become less relevant if they trail 
behind the pace of technology evolution. As 
such, if the trend toward OSS projects continues, 
the question arises how SDOs/IF can remain rel-
evant in their role of enabling innovation. The 
goal of this article is to describe how the inter-
action between OSS communities, SDOs, and IF 
can be improved. The remainder of this article is 
structured as follows. After introducing an over-
arching SDN/NFV architecture and describing 
the most relevant roles in the ecosystem, we dis-
cuss the differences between the market-based 
standards formed in OSS communities and the 
consensus-based standards developed by SDOs/
IF. We then formulate guidelines on how these 
can work together to reach a mutually beneficial 
relationship. 

SDN/NFV Architecture Overview and 
Main Ecosystem Roles

This section sketches the main functional com-
ponents and layers in the control architecture 
of a modern telecom network supporting NFV 
and links them to the main ecosystem roles, in 
order to provide the necessary context for the 
discussion on the interaction between OSS 
communities, SDOs, and IF. The Internation-
al Telecommunications Union Telecommunica-
tion Standardization Sector (ITU-T) describes 

Figure 1. The operator’s perspective: benefits and drawbacks of continuing with conventional methods 
versus the benefits and drawbacks of migrating to SDN/NFV and OSS.
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the requirements to reach carrier grade service 
for an independent, scalable control plane in 
future, packet-based networks [4]. The require-
ments include reachability, scalability, flexibility, 
reliability, manageability, service, security, inter-
working, routing, and forwarding.

Modern network architectures are structured 
into multiple functional layers of smaller com-
ponents. This modular approach reduces com-
plexity, enhances component reusability, and 
enables multiple migration paths toward future 
architectures. Recent softwarization and virtual-
ization tendencies have only further accumulat-
ed the decomposition of functional components 
and layers within architectures. By decoupling 
the forwarding from control functionality, SDN 
transforms previously monolithic switches/rout-
ers into multiple independent components. Serv-
er and network virtualization mechanisms in turn 
introduce additional functional splits that iso-
late the data plane functionality of its underlying 
hardware platform (interested readers should 
consider [5] and references therein). When net-
work functions (NFs) such as firewalls (FW) or 
deep packet inspectors (DPI) are decoupled 
from their underlying hardware platform, and 
are realized in software that might be executed 
by commercial off-the-shelf (COTS) hardware, 
we are speaking about NFV. 

SDN and NFV are fully complementary para-
digms [6]. SDN is centered on the software-based 
control of network resources to provide services, 
while NFV focuses on the creation and life cycle 
support of some classes of service resources, i.e. 
virtualized NFs. Indeed, a software-based control 
architecture might be used to provide network 
services that consist of either traditional network 
hardware, virtualized network resources, or com-
binations of both. In fact, such a combination 
might be conceived by considering two existing 
control areas:
•	The (software-driven1) control of communi-

cation networks.
•	The control of cloud (service) platforms.
Both control architectures are depicted in the 
architectural overview of Fig. 2, which is based 
on [7].

The first (in blue, left) is in charge of con-
trolling the network of switching and routing 
equipment; the second (in orange, right) is in 
charge of creating and exposing cloud networks, 
i.e. a network of reusable computing and storage 
servers for the purpose of building web services, 
for example. The control architecture of both 
domains follows a roughly similar three-layered 
approach, as depicted in Fig. 2. At the lowest 
layer, infrastructure resources form the physical 
foundation on top of which services are provided. 

Figure 2. Architectural overview of network- and cloud control platforms.
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Communication networks rely on network hard-
ware such as switches and routers; cloud infra-
structures rely on (interconnected) computing 
and storage hardware (servers). A second layer, 
the control layer, interconnects the components 
of the infrastructure layer via their north-bound 
interface (e.g. OpenFlow for network control) 
in order to provide control-level services such as 
topology management or datastore services. 

The virtualization layer enables a decoupling 
of functionality from its underlying hardware. 
At the computing device level, virtualization 
enables one device to be segmented in multiple 
logical devices. At the network level network vir-
tualization enables isolation of network resources 
across different network hardware devices into 
virtual networks or slices. 

At the highest layer, components of the 
application layer build further on control layer 
services to program client applications. A traf-
fic engineering application might be defined on 
top of the SDN-control layer, while a Hadoop 
cluster might be an application on top of the 
cloud platform. The orchestration system has a 
complete view on available networking as well 
as on computing and storage resources, and is 
used for services that require a combination of 
these resources. The orchestration components 
are able to make an informed decision on which 
infrastructure should be used. The provisioning 
process itself can then be further delegated to 
the already existing network and cloud control 
system. Orthogonal to the horizontal layers, 
management functionality might be required to 
configure any of the components at the infra-
structure, control, or application layer, for exam-
ple to ensure policies or security-related options.

A number of stakeholders are involved in the 
realization of this SDN/NFV-driven architecture. 
We discuss stakeholder responsibilities and inter-
actions in the remainder of this section. On the 
left side of Fig. 2, the most relevant ecosystem 
roles are represented. These roles are accom-
plished by the actors that actively participate 
in the exchange of value. Most actors will per-
form more than one role at the same time. For 
example, traditional ISPs fulfill the role of infra-
structure provider, virtual service infrastructure 
provider, and service provider. 

Users: Users, i.e. end/enterprise users, retail, 
or over-the-top providers, request, and consume 
a diverse range of services. In general, users have 
no strong opinion about how the service is deliv-
ered as long as their quality of experience expec-
tations are satisfied. 

Service Providers (SPs): SPs accommodate 
the service demand from users by offering one 
or multiple services, including over-the-top ser-
vice and X-play services (e.g. triple play). The 
service provider realizes the offered services on a 
(virtualized) infrastructure via the deployment of 
virtualized network functions (VNFs). 

Virtual Service Infrastructure Providers 
(VSIPs): VSIPs [8] deliver virtual service infra-
structure to SPs, meeting particular service level 
requirements by combining physical network 
and cloud resources into service infrastructure 
meeting particular SLA requirements imple-
mented through NFV-enabled network applica-
tions. These network applications might involve 

resources (or network functions) that are either 
implemented in traditional network hardware, 
or as virtualized NFs. These are the result of an 
orchestration system that interacts with the net-
work control system as well as the cloud control 
system. 

Infrastructure Providers (InPs): InPs own 
and maintain the physical infrastructure and run 
the virtualization environments. By virtualizing 
the infrastructure, they open up their resourc-
es to remote parties for deploying VNFs. The 
reusable physical resources comprise all possi-
ble resource options (computing, storage, and 
networking), and they span the entire service 
delivery chain from the end-user gateway and 
set-top-box over the access, aggregation, and 
core network up to the cloud. 

Hardware Vendors: Hardware vendors pro-
vide the physical devices that are deployed by 
the infrastructure providers. The shift away from 
specialized equipment toward reusable, indus-
try-standard high-volume servers, switches, and 
storage devices can reduce the total costs of 
infrastructure providers as they cost less than 
manufacturer-designed hardware and increase 
flexibility. The hardware must provide an inter-
face toward the controller systems.

Software Vendors: Software vendors, includ-
ing OSS developers, deliver the implementation 
of the logic that is used to optimally deploy the 
services on the physical infrastructure. Today a 
patchwork of specialized software products exists 
to realize that functionality. The most relevant 
software for the SDN/NFV architecture are 
those that focus on the following:
•	The acceleration of packet processing on 

commodity hardware.
•	Virtual machine technologies and software 

container-based technologies.
•	Network virtualization software for virtualiz-

ing SDNs.
•	SDN and cloud control software.
•	Software for the orchestration of VNFs.
•	Software implementations of VNFs.
•	Software for monitoring, management, auto-

mated roll-out, configuration, and specifica-
tion of VNFs.
For each of these, OSS communities have 

developed or are developing viable alterna-
tives to proprietary software. We do not list all 
of these OSS projects due to space constraints 
(interested readers should consider [10] and the 
references therein).

Standards Development Organizations and 
Industry Fora: The networking industry today is 
very much standards-driven to make a product 
or service safe (safety standards) and interop-
erable (interface standards), while making the 
industry as a whole more efficient. The purpose 
of SDOs/IF such as ITU-T, ETSI, the Open 
Networking Foundation (ONF), IETF, the TM 
Forum, and the Metro Ethernet Forum (MEF) 
is to standardize the concepts that emerge in the 
ecosystem via coordination of the different actors 
in the development of new technical standards, 
as well as the revision and amending of existing 
standards when needed. Participants from across 
the ecosystem contribute to the development of 
these standards. 

Next, we look into the details of the roles of 
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OSS communities on the one hand, and SDOs 
and industry fora on the other, in the develop-
ment of standards.

Standards Developed by SDOs vs  
De-Facto Standards as a Result of the 

Work Done in Oss Communities
ETSI defines a standard as a document, estab-
lished by consensus and approved by a rec-
ognized body, that provides, for common and 
repeated use, rules, guidelines, or characteristics 
for activities or their results, aimed at achieve-
ment of the optimum degree of order in a given 
context [9]. In general, five steps can be recog-
nized in the standards process:
•	Identification of the need.
•	Assignment to the relevant body/group.
•	Drafting and submission of the standard.
•	Approval.
•	Adoption and distribution.
The specific implementation differs between 
SDOs/IF, as illustrated in Fig. 3 for ITU-T and 
ETSI.

In practice, this requires significant time and 
effort due to:
•	The difficulty of creating specifications of 

high technical quality.
•.	The need to consider the interests of all of 

the affected parties.
•.	The importance of establishing widespread 

community consensus.
•.	The difficulty of evaluating the utility of 

a particular specification for the Internet 
community [11].

This is in sharp contrast with today’s rapid 
development of networking technology, which 
demands the timely development of standards.

An OSS project, on the other hand, must 

deliver a working product. During the devel-
opment, a de-facto market-based standard is 
created (development and standardization are 
executed as parallel processes). The agile devel-
opment model, which is tied closely together 
with OSS projects, results in smaller incremental 
releases with each release, building on previous 
functionality. This approach takes into account 
that user demand is dynamic and that plans are 
short-lived. The OSS community decides on a 
way to implement a feature and, once it is includ-
ed in the OSS project, it can be deployed at once. 
As a result, the opportunity exists to reduce the 
time-to-market. Similarly, SDOs/IF could apply 
an agile development approach in specification 
development to reduce their cycle time. For 
example, the authors in [12] state that the cycle 
time of a paper standard compared to an OSS proj-
ect can be shortened by at least a factor of two.

SDOs focus on the design of norms or 
requirements of technical systems to achieve a 
technical goal that can only be met when multi-
ple partners agree, and preferably subsequently 
adopt the proposed norm. Most SDOs follow 
a rigid specification mechanism, which once 
published, can only be corrected, changed, or 
extended in rather discrete steps following a rig-
orous process of validation and agreement. This 
makes SDO-based standards slow to adapt to 
a changing environment or problem statement. 
On the contrary, OSS projects are able to almost 
continuously adapt and integrate new code con-
tributions driven by contributors in order to solve 
important current issues. While OSS communi-
ties can contribute to the goals of operators to 
reduce the costs of services and time-to-market, 
it should also be clear that the number of failed 
or dormant OSS projects is also notable [13]. 
Operators that want to contribute to OSS com-

Figure 3. Overview of the standards development process and approval process of ITU-T and ETSI.

Adoption: for ETSI technical
specifications (TS), ETSI group
specification (ISG) and ETSI technical
seports (TR), the technical body
approval and adoption take place at
the same time (one combined
decision).
Publication is then the only element
in the adoption process.

Promotion: the promotion activities
address three main objectives, viz. to
attract new standardization areas,
work items, active members in three
main time frames, viz. prior to start of
standardization work (inception and
conception), during standardization
work (drafting and adoption), after
publication.

ETSI standards approval process

Inception: identification of the need
for standardization in the subject areas
and defining the suitable organization
for such standardization within ETSI.
The output is a new standardization
area, given to an existing or a new
technical body.

Conception: the creation of a new
standardization area or ISG is
manifested by the establishment of
the new technical body or the
amendment of the terms of reference
of the project requirements definition
of an existing.  The output is a work
item, adopted by the ETSI
membership.

Drafting: a technical body is free to
organize its work in any way it wishes,
within the rules of the technical
working procedures, including create
working groups to which the tasks of
drafting parts of the technical body’s
work program are given.  When the
draft by the Rapporteur Group is
considered ready, the draft deliverable
is handed over to the working group
(when it exists) for approval.

ETSI standards making process

Following consent is a period - last
call (LC) - for four weeks in which
members review and comment on the
draft if necessary.

If no comments other than editorial
are received in LC, the draft is
considered approved.

If substantive comments are received
next step is additional review (AR) - 
three weeks - where the LC text and
comments are posted online for an
additional review.

If no comments, other than editorial,
are received in AR the draft is
considered approved.

If comments are received the draft is
sent to the next SG plenary for
further discussion and possible
approval.

The recommendation is approved. 
An ITU-T recommendation is a set of
guidelines. It is adopted on a voluntary
basis and can be used in supply
contracts.

ITU-T standards approval process

Organization X becomes a member of
ITU-T and identifies an ICT issue in
need of standardization. 

X submits the suggested research item
to the relevant ITU-T study group.

Study group approves the idea as
study question and allocates the work
to a working party (WP).

The WP assigned to work on X’s
question starts work on the
development of a new ITU-T rec.

The draft rec is submitted to an SG/WP
meeting and if considered mature is
given consent to move forward into
the alternative approval procedure.

ITU-T standards development process
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munities must therefore also overcome a variety 
of challenges [14]: technical, procedural, legal, 
and cultural.

Technical: OSS development can be disorga-
nized as developers work on the parts that interest 
them most. Less tempting, but necessary, parts 
such as writing code documentation, automated 
tests, and manuals may as such receive less atten-
tion Also, to overcome fragmentation, OSS proj-
ects need to be able to interconnect and fit into 
a larger architecture. These technical challeng-
es, while being pertinent to reach success, may 
receive less attention due to community diversity. 

Procedural: From a procedural perspective, 
OSS cannot prevent companies from domi-
nating a project and pushing though their own 
approach. This is a result of the lack of gover-
nance structure that ensures quality in the devel-
opment and integration as well as the procedures 
for its assessment. 

Legal: The choice of license may affect 
interoperability and the possibility for SPs and 
vendors to differentiate themselves. Permissive 
licenses, such as the Apache License Version 2, 
do not impose special conditions on the second 
redistribution, while strong licenses impose con-
ditions in the event of wanting to redistribute 
the software. These conditions are intended to 
ensuring compliance with the license’s conditions 
following the first distribution. Under the Gener-
al Public License (GPL) of the GNU project, for 
example, it is only possible to redistribute code 
licensed under a compatible license, while under 
the Apache License Version 2, a project may be 
forced to develop proprietary extensions based 
on the material. 

Cultural: As the center of value shifts from 
hardware toward software, the operator’s cul-
ture and skillset must evolve as well (interested 
readers should consider [15] and the references 
therein). Operators typically work with product 
managers, while OSS communities focus on use 
cases and feature sets. Changing a company’s 
culture is not a simple challenge, as internal 
resistance from people who fear losing their job 
can be severe when not properly managed. 

To summarize this section, we wish to point 
at the conflicting goals of timely development 
of products and services on the one hand, and 
technical excellence, openness, and fairness on 
the other. Moving in one direction often leads 
to compromising in the other. Therefore, the 
next section focuses on how SDOs, IF, and OSS 
communities can work together to balance these 
conflicting goals and reach the common goal of 
creating flexible and efficient telecommunica-
tions networks.

Guidelines for Improving Interaction 
Between OSS Communities, SDOs, and IF

Both SDOs and IF should engage with the OSS 
community to tackle the technical, procedural, 
legal, and cultural challenges that operators face 
in contributing to OSS. The causes of these chal-
lenges can be backtracked to a lack of commu-
nication, governance practices, and inexperience 
with OSS development.

The fundamental reason behind the existence 
of SDOs/IF is to avoid miscommunication and 
to establish impartial third-party governance 
practices. The competencies that SDOs/IF have 

Figure 4. Interaction between operators, SDOs, IF and OSS foundations.
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developed by performing these functions can 
provide an answer to the challenges that oper-
ators face when contributing to OSS. However, 
without change, the relevance of the interaction 
between SDOs, IF, and OSS will remain negli-
gible. Attempts to bridge the gap via an alter-
native SDO model are therefore emerging. The 
ONF is an early example, which is dedicated to 
the promotion and adoption of SDN through 
open standards development. Initially established 
to promote the OpenFlow protocol via mar-
ket development, the ONF now covers a broad 
range of specifications activities that encompass 
SDN architecture, the open common informa-
tion model of network resources, a data model, 
and API development (including NETCONF, 
YANG, etc.). For example, to enable SDN con-
trol and network programmability, and allow 
SDN to be applied to a wide range of network 
resources, the ONF has a major effort to estab-
lish a consistent description of network resource 
functionality, capabilities, and flexibility. This 
resource description is provided by an informa-
tion model that is independent of implementa-
tion details (including the protocol), providing 
the foundation with the derivation of a coherent 
suite of interface protocol-specific data models. 
Promoting a common industry-wide open model 
has been an informal collaboration among the 
ONF, ITU-T SG15, and the TM Forum. Between 
this, data model/API development, associated 
OS projects, and usage of OS tooling, ONF links 
these areas together in creating a bridge between 
“paper specifications” and “software develop-
ment.” Open Source SDN (OSSDN) is one 
example of how the ONF supports and sponsors 
OSS development by supplying people, monetary 
support for the maintenance and development of 
the community, and the hiring of a community 
manager. The Atrium project, which integrates 
OSS components and tries to make it easier for 
network operators to deploy SDN, is a direct 
outcome of that support. Another example is 
the Open Platform for NFV (OPNFV), a project 
operating under the Linux Foundation in close 
collaboration with ETSI’s NFV ISG (among oth-
ers), which has as its purpose the establishment 
of an integrated, open-source reference platform 
that uses the open-source NFV building blocks 
that already exist. A final example is the ETSI 
NFV Proof of Concept-zone, which promotes 
multi-vendor open ecosystems integrating com-
ponents from different players. 

To return to the goal of this article, we con-
clude the article by formulating a set of guide-
lines, based on lessons learned from alternative 
SDO models, which provide an outline toward 
what SDOs/IF can do to tackle the previously 
described challenges.

•SDOs/IF and OSS communities should 
establish open communication to reach more 
engagement in compatible projects. As an exam-
ple, OpenMANO is an open source project (ini-
tiated by Telefónica) that provides a practical 
implementation of the reference architecture for 
management & orchestration under standardiza-
tion at ETSI’s NFV ISG (NFV MANO).

•SDOs/IF should emphasize software develop-
ment and function demonstration more in its cul-
ture and structure by aligning their processes with 

the OSS development practices. In parallel with 
the standards development process, code should 
be developed to support extensibility and modu-
larity, and allow agile workflows (e.g. hackathons) 
for each of the modules independently. The NFV 
Proof of Concept-zone is an example of how func-
tion demonstration can be encouraged.

•SDOs/IF should help OSS communities with 
the development of governance structures to 
guarantee technical excellence, openness, and 
fairness among the contributors to OSS projects. 
First, SDOs/IF should provide internal project 
governance in terms of developing the practic-
es as well as the procedures that guarantee an 
effective development, integration, release, main-
tenance, and update process. and help in setting 
up the essential legal, business, management, 
and strategic processes. Second, SDOs/IF should 
offer cross-project governance to avoid:
•	Unintentional competition between OSS 

projects that aim for the same goal (assur-
ing project diversity).

•	OSS projects that each deliver part of an 
overall solution, and which cannot be used 
together (assuring interoperability).
This is particularly challenging as these gov-

ernance structures and processes differ among 
SDOs. In fact, it would also require an SDO/IF 
requirement upon an overall (modular) manage-
ment/control architecture for software develop-
ment in the domain of interest, with supporting 
guidelines, processes, and common open source 
tooling. This would assure consistency when 
diverse teams work independently on a part of 
the solution (e.g., technology-/application-/etc.- 
specification modules).

•SDOs/IF should guide operators, which are 
typically not so familiar with the world of OSS, 
among the plethora of OSS projects, and help 
them find the projects that best fit their needs 
and are worth contributing to. Examples are the 
Atrium and OPNFV projects, which integrate 
several OSS projects to speed up adoption.

•SDOs/IF should gather end users togeth-
er, facilitate their discussions, and help opera-
tors with the definition of use cases and feature 
sets in a way that is implementable by an OSS 
project. As an example, OPNFV helps operators 
understand how to articulate their use cases as 
functional gaps in OSS projects.

•SDOs/IF should provide best practices in 
OSS development via training and learning 
materials, for example, by providing advice on 
best practices with regard to OSS licenses. SDOs/
IF can help to make OSS credible for both oper-
ators and vendors (by preserving their ability to 
differentiate). For instance, OPNFV is licensed 
under an Apache 2.0 license, which explicitly 
grants patent rights where necessary to operate, 
modify, and distribute the software.

•SDOs/IF should overlook the integration 
of OSS projects and point toward development 
gaps while establishing and maintaining commu-
nication with other SDOs and IF. An example is 
the TM forum Catalyst proof of concepts, which 
bring together service providers and suppliers to 
work collaboratively. Another initiative, start-
ed by MEF and the TM Forum, is the UNITE 
program, to ensure a more open and rapid align-
ment of SDO work.
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Summary
In this aticle we argued that margin pressure and 
the lack of possibilities for SPs to introduce new 
services has spurred their interest in:
•	Emerging technologies such as SDN and 

NFV that provide an opportunity to reduce 
cost and increase flexibility.

•	Other collaboration models such as OSS 
projects that can reduce the time-to-market.

By linking the most relevant ecosystem roles 
on the proposed overarching SDN/NFV archi-
tecture, we illustrated the general trend toward 
OS, particularly extensible APIs, in the SDN/
NFV network space. Next, we focused on how 
these evolutions are changing the role of SDOs 
and IF, and how the OSS development meth-
ods affect how new standards are proposed, 
developed, and implemented. On one side 
of the spectrum, consensus-based standards 
developed by traditional SDOs tend to have a 
longer cycle time than the pace at which tech-
nology evolves. On the other side, OSS projects 
lead to a de-facto market-based consensus in a 
shorter cycle time. As such, SDOs may gradu-
ally lose their relevance in enabling innovation, 
and operators might turn to OSS communities 
to realize innovation. However, SPs that wish 
to contribute to OSS communities face techni-
cal, procedural, legal, and cultural challenges. 
We argue that the fundamental reason behind 
the existence of SDOs/IF is to resolve these 
challenges. Based on lessons learned from the 
interaction that is starting to happen between 
SDOs, IF, and OSS communities, we formu-
lated a list of guidelines to improve interaction 
between both worlds and improve the rele-
vance of SDOs/IF in innovation and increase 
the technical excellence, openness, and fair-
ness of OSS projects.
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Abstract
Telecommunication network operators 

(TNOs) are seeing an exponential growth in 
mobile and fixed traffic, and on a growing scale 
need to manage (in some cases even manual-
ly) operational data silos. These 
silos necessitate a high degree 
of expensive operation that lim-
its the ability to rapidly compose 
new innovative services, leads 
to high and exponentially growing integration 
expenses, and impairs the user experience for 
deployed services. All this is reducing long-term 
TNO profits. To meet this challenge, solutions 
employing network function virtualization (NFV) 
and software defined networking (SDN) have 
been proposed. However, different vendors of 
these solutions continue to deploy proprietary 
interfaces that are not interoperable with the 
new technology systems nor with legacy systems, 
thus further increasing the number of operation-
al silos. To leverage existing efforts to provide 
new, high-quality services, we propose an innova-
tive end-to-end service management framework 
called e2eUberIM. This framework contains a 
scalable, flexible, and volatile information model 
(UberIM) and a real-time, “organic” commu-
nication and storage process (e2eUber). It 
leverages the proprietary interfaces of different 
vendors, enabling the resulting enhanced oper-
ations system environment to automatically and 
in real-time optimize operational overhead while 
maximizing the user experience, and quickly field 
new innovative, composed “any-services” (XaaS). 
We document the e2eUberIM requirements and 
its design choices, as well as provide a set of 
implications for its successful implementation in 
operational, live TNO networks.

Introduction
Network function virtualization coupled with 
automated management is rapidly evolving into 
a game changer for next generation communica-
tion service providers due to the changing tech-
nology environment; growing market demand 

flexible, agile, and cost efficient operation of 
existing services; and rapid development and 
deployment of new innovative services. Howev-
er, management information silos, hampering 
flexibility and resulting in operational inefficien-
cy, are eroding the possible gains. It is estimat-
ed that even small telecommunication network 
operators (TNOs), providing wireline and cel-
lular Internet services to specific regions, could 
be paying upward of $400M of what we refer 
to as operations and “integration tax” every year 
[1]. For larger, e.g. nationwide TNOs with over 
200 different inventory management systems, the 
costs could be three times that.

TNOs, by their very nature, have long life 
system elements spread over large geographies 
with fragmented business support systems 
(BSS), network elements (NE, e.g. base sta-
tions, switches, routers, network core compo-
nents), element management systems (EMS, 
controlling the NEs from a specific vendor), and 
information systems [2] interfacing with oper-
ations support systems (OSS) (Fig. 1). Data 
flows at the user information level; however, 
at the operational level, there is a profusion of 
non-compatible interfaces stemming from orga-
nizational divisions, histories of mergers, but 
most importantly, product strategies of vendors. 
Although the TNOs contribute to and advocate 
the development of standards, the vendors seek 

to have at least partially propri-
etary interfaces enabling them 
to continually differentiate their 
products, innovate, and main-
tain margins. As a result, the 

number of non-compatible systems is increasing 
[2, 3] and is being maintained by large numbers 
of specialized engineers conducting highly man-
ual operational tasks.

As networks are growing in complexity and 
volatility, the “integration tax” is growing expo-
nentially (Fig. 2). This, combined with subscriber 
saturation, results in falling TNO profits.

The network suffers problems in quality of 
service (QoS), which in turn results in a degrad-
ed quality of experience (QoE) for the end-us-
ers. The QoS for a TNO’s service is “a collective 
effect of service performances, which determines 
the (objective) degree of satisfaction of a user” [4], 
and it embraces service dependability, its speed 
and accuracy. 

QoE is “the overall acceptability of service, 
as perceived subjectively (i.e. qualitatively) by 
the user” [4], for the delivered service. There is 
neither an exact, conclusive definition of QoE 
nor factors influencing it, especially for mobile 
services [5]. For example, for VoIP service, a 
response-time of at most 150 ms and data loss 
of 3 percent satisfies the QoS requirements of its 
user [4], and they may be happy or not with the 
service, depending on how it was experienced in 
a given context and service needs (e.g. urgent call 
vs. just a chat).

To attempt to overcome these QoS/QoE chal-
lenges, resources are over-provisioned in the net-
work infrastructure, incurring increasing costs. 
Current solutions limit the speed of develop-
ment and deployment of new innovative services, 
leading to diversion of revenue to over the top 
(OTT) providers [6].

e2eUberIM: End-to-end Service 
Management Framework for 

Anything-as-a-Service
To leverage existing efforts to provide new, high-quality services, the authors propose an inno-
vative end-to-end service management framework called e2eUberIM. This framework contains 
a scalable, flexible and volatile information model (UberIM) and a real-time, “organic” commu-
nication and storage processes (e2eUber). It leverages the proprietary interfaces of different 

vendors, enabling the resulting enhanced operations system environment to automatically and in 
real-time optimize the operational overheads while maximizing the user experience, and quickly 

field new innovative, composed “any-services.”
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To manage the existing EMS and OSS com-
plexity, auxiliary solutions have been proposed, 
e.g. based on network function virtualization 
(NFV) or software defined networking (SDN) [7]. 
NFV virtualizes network functions previous-
ly carried out by dedicated hardware. The cur-
rent most active industry-based initiative, led by 
the European Telecommunications Standards 
Institute (ETSI NVF ISG), focuses on carrier 
grade cloud-based solutions for TNO data cen-
ters. SDN focuses on moving the network control 
plane functionality from special-purpose hard-
ware to software. With service chaining, a chain 
of network (virtual) functions can be composed, 
for the purpose of collectively ensuring that a 
provided service includes all the features and 
quality assurances defined in an associated ser-
vice level agreement (SLA). 

These NFV and SDN solutions promise cost 
savings and increases in flexibility; however, 
given the long life of installed legacy systems, 
the transition may take decades. In this transi-
tion period, NFV and SDN will produce more 
incompatible operations data silos, increasing the 
integration tax.

To leverage the existing efforts to provide 
new, high-quality services, we propose an innova-
tive end-to-end service management framework 
called e2eUberIM (Fig. 3). The framework con-
tains a scalable, flexible, and dynamic informa-
tion model (UberIM) and real-time, “organic” 
communication and storage processes (e2eUber). 
It leverages the proprietary interfaces of differ-
ent vendors, enabling the resulting enhanced 
operations system environment to automatically 
and in real-time optimize operational overhead, 
while maximizing the user QoS/QoE, and quickly 
field new innovative, composed “any-services” 
(XaaS). 

Related Work
Description languages in use today include 
Extensible Markup Language (XML), JavaS-
cript Object Notation (JSON), Simple Network 
Management Protocol (SNMP), Management 
Information Base (MIB) and Object Identifiers 
(OID), Common Object Request Broker Archi-
tecture (CORBA)/Interface Definition Language 
(IDL), or Web Service Definition Language 
(WSDL). Some examples of protocols include 
Simple Network Management Protocol (SNMP), 
REpresentational State Transfer (REST), Simple 
Object Access Protocol (SOAP), and proprietary 
protocols. Recently, the Internet Engineering 
Task Force (IETF) proposed Yet Another Next 
Generation (YANG) and Network Configura-
tion Protocol (NETCONF), where all the net-
work components have their data model defined 
in YANG and use a NETCONF interface [8]. 
However, such a change is not easy to achieve 
due to the incompatibility of many legacy and 
proprietary systems. Overall, there is a growing 
industry interest in modeling enabled by YANG/
NetConf while they continue to mature. How-
ever, the silo problem lies in the vendor imple-
mentations that are likely to follow the historical 
pattern of being 30-40 percent standardized and 
60-70 percent proprietary. With respect to infor-
mation models, ETSI NFV ISG has launched 
a Multi Standard Development Organizations 
(SDO) project seeking to develop a comprehen-
sive information model involving 3GPP Service 
& Systems Aspects group (SA5), TeleManage-
ment Forum (TMF), and others. 

Finally, TMF has a project underway, “Future 
Mode of Operation” (FMO) [9], seeking to pro-
vide a foundation for composable services based 
on underlying virtualization. 

Figure 1. TNO’s current co-existing management and information systems.
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From the research perspective, there exists a 
proposal for an NFV-based solution by NTT-Ja-
pan [10], i.e. vConductor, which also considers an 
information model for a TNO. Similarly, Kt-In-
fra-Lab focuses on an SDN-only management 
framework [11], without defining the information 
model. On the other hand, the IEEE Communica-
tions Magazine Guest Editorial on 5G [12] focuses 
on SDN-enabled and NFV-enabled 5G solutions, 
focusing on network handovers, users’ mobility, 
and terminal management functions. Overall, 
scientists contributing to research on the end-to-
end management frameworks for TNOs do not 
research holistic solutions, assuming interoperabil-
ity and focusing on specific network components.

To summarize, by themselves XML, neither 
YANG/NETCONF, nor platforms emerging 
from an extensive research project provide end-
to-end solutions to the operational silo problem. 
Additionally, solutions must link to legacy sys-
tems, and enable new and currently unforesee-
able technologies. Toward this end, we propose 
e2eUberIM to address these shortcomings. In 
doing so, we fulfill the TMF’s FMO vision at dif-
ferent M&O levels.

The e2eUberIM Requirements
This section presents the requirements for the 
e2eUberIM as derived from the literature, reg-
ulatory and standardization efforts, and the 
authors’ experience with TNO M&O.

Requirements Overview
User Experience: e2eUberIM must maintain 

the user’s QoS/QoE by leveraging any underlying 
resource suitable for the service, especially while 
the underlying infrastructure under-delivers.

Composable Services: e2eUberIM must 
enable the rapid development and deployment 
of innovative, composed services, i.e. anything-
as-a-service (XaaS) as combinations of existing 
atomic service components, potentially with new 
elements and service functions.

Completeness: UberIM must combine all the 
data models of all the current and any new net-
work operations subsystems so as to encompass 
the whole network by translating from all the 
other structures into a unified one. It must have a 
“picture” of the whole network at any point of time.

Embracing Heterogeneity: e2eUberIM must 
embrace the high heterogeneity and volatility of 
the infrastructure, and encompass all the pro-
prietary extensions that vendors add and change 
with time, embracing the legacy interfaces and 
standards (e.g. EMS/OSS and BSS). It must be 
able to communicate with any sub-system in a 

network, across any interface, with any message 
format based on any data model, described in 
any language. The change of communication 
schemas must be done in real-time.

Localized Operations & Management (O&M): 
e2eUberIM must embrace the high geographical 
distribution and volatility of the infrastructure, 
and have localized and global O&M functions, 
all harmonized along the holistic “picture” of the 
whole network at any point in time.

Expressiveness: UberIM must describe the 
full range of potential variability in the momen-
tary, i.e. just-in-time of service delivery require-
ments. In so doing, it must overburden neither 
communications facilities nor local processing 
facilities by delivering not needed information.

Distributed & Organic Operation: e2eUber-
IM must operate efficiently and effectively over 
the distributed and centralized data stores (stor-
ing the data models) and must have an organ-
ically flexible distributed coordination process. 
Organically flexible implies:
•	Local system components may discover their 

neighbors, and negotiate with them interop-
erable interface details (OACS: objectives, 
algorithms, constraints and structures).

•	Global control (with established compo-
nents’ OACS) within a given domain, and 
enable establishing a hierarchy of global 
control elements where a group of such ele-
ments is controlled by an element one step 
higher in the hierarchy.

The data stores must also be organic, i.e. able 
to change their information/data models in real-
time without interrupting system operation.

Volume and Velocity of Data: The e2eUberIM 
data store has to be able to store large amounts 
of data and handle high transaction volumes 
originating from single EMSs, OSSs, and other 
network components within its span of control.

Hybrid Input: e2eUberIM must operate 
based on the hybrid input, i.e. machine-based 
and human, manual-based input. It must employ 
algorithms to autonomously, and, whenever 
needed, in conjunction with a manual input, 
orchestrate (control, manage, optimize) the net-
work in real-time.

Abstraction: e2eUberIM must enable fast, 
cost-effective deployment of NFV, SDN, and 
other solutions on top of the existing EMS/OSS 
infrastructures.

Openness: e2eUberIM must enable easy and 
effective deployment of open API’s to allow 
operators and third parties to deploy their algo-
rithms. New components and services must be 
fast to design, test, and deploy.

Management: e2eUberIM must be effective 
and efficient to be managed itself. 

Performance: e2eUberIM must be flexible 
across different system layers, highly scalable, 
and get just the right information (no more, no 
less), to the right point (system component), at 
the right time.

Speed: e2eUberIM must operate in real-time, 
having a view of the network in close to real-time. 

Security: e2eUberIM must have designed-
in adequate security measures, not added as an 
afterthought.

Cost: e2eUberIM must enable a reduction 
of costs of operation of TNO infrastructures. 

Figure 2. TNO’s increasing operations and “integration tax.”
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The baseline for the comparison is current OSS 
integration/operation costs and their projected 
growth if e2eUberIM is not implemented.

“Speed,” “Localized O&M”, and  
“Openness” Requirements

The latency of any operation is a function of the 
number of instructions executed, hardware laten-
cy, data storage accesses, and network accesses 
and transfers. The latency challenge stems from 
the fact that some EMSs can take multiple min-
utes to respond to a transaction, and when com-
bining multiple EMSs, OSSs, and BSSs, these 
delays cascade.

We further differentiate speed requirements 
for O&M aspects: 
•	Control requires extremely low latency, mil-

liseconds to minutes.
•	Management requires higher latencies, min-

utes to hours.
•	Orchestration is a combination of the high 

latency portion of control and the low laten-
cy of management.

•	Planning implies a high latency, days to 
months.
e2eUberIM must combine in a latency-aware 

manner the information from some otherwise 
incompatible systems, and based on that informa-
tion, make timely decisions about which changes 
are needed for meeting the O&M objectives. 

Additionally, the challenge is to manage the 
localized O&M and applications and to deliver 
the needed (and only the needed) information 
to the O&M functions and applications at the 
required location and at the required time. This 
challenge is twofold:
•	If the data is delivered to a single network 

location, the large volume of data may require 
significant time for the point to process it; the 
data is ‘stalled’ and cannot be acted upon.

•	There are many O&M functions and appli-
cations that need access to only specific parts 
of the data, and if they cannot access it, the 
actions will be based on old information.
The latency requirement, propelled by NEs/

O&M functions/applications’ distribution and 
heterogeneity, is one of the most significant 
determinants of the e2eUberIM architecture. 
They imply the following:
•	Precision information: the information model 

must clearly indicate exactly which informa-
tion is needed, where, and for whom.

•	Precision communication: the communica-
tion process must deliver that exact infor-
mation exactly where and when it is needed.
The above requirements are further enclosed 

in the “openness” requirement, which focuses on 
a standardized way of information computing, 
storage, and communications. It must enable a 
high level of granularity for information storage 
and communication.

The e2eUberIM Design Choices
This section presents the UberIM and e2eUber 
design choices’ motivations.

UberIM and e2eUber Designs
The UberIM is derived from the Umbrella 
Information Model (UIM) [13] developed by 
3GPP SA5 and TMF, bringing together wire-
line and cellular standards communities. The 
current UIM is XML-based; however, it covers 
only the standardized components, i.e. 30–40 
percent of the interfaces from the cellular radio 
access network (RAN) and evolved packet core 
(eCore) EMSs and OSSs. This ratio is similar 
for fixed network components. The proposed 
UberIM encompasses the proprietary exten-
sions and implementations that vendors deploy 
and add in time. UberIM is defined at a concep-
tual level, independent of implementations or 

Figure 3. The e2eUberIM placement in the current infrastructure.
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data transport protocols (conforming RFC 4333 
[14]). The data model (DM) is at a lower level 
of abstraction and it includes implementation 
details.

The e2eUber encompasses the information 
communication (and storage) processes of TNO [2] 
that further rely on UberIM for information 
exchange. We explain the e2eUberIM design 
based on the Conceptual Interoperability Model 
(LCIM) [15] having layers each corresponding 
to a different level of interoperability for a given 
system. The authors have broken one of the 
layers down into two sub-layers, as motivated 
further. The generalized model has been adapt-
ed to TNOs’ infrastructures as follows. Level 0 
represents non-interoperability, while level 7 
represents the conceptual, implementation-in-
dependent level of interoperability allowing for 
composable services (Table 1).

Level 0 represents the stand-alone systems 
that have no interoperability, i.e. the informa-
tion and management silos at their worst. Cur-
rent RAN and wireline EMSs have level 0, 1, 2, 
and portions of 3. Level 0 does not map onto the 
e2eUberIM. 

Level 1 represents technical interoperabili-
ty, where communication protocols exist for data 
exchange between elements, e.g. the current 3GPP 
SA5 northbound interface from the EMS to the 
OSS (ItfN), SNMP (although having rigid MIB for-
mat, not expressive enough), or NETCONF (not 
covering the legacy interfaces, proprietary exten-
sions). e2eUberIM operates on this level via the 
e2eUber protocol for a communication process.

Level 2 represents syntactic interoperabili-
ty focusing on a common structure to exchange 
information, i.e. a common data format, e.g. for 
NEs. For example, ItfN specifies 30–40 percent 
of the data model and corresponding message 
formats in XML, while YANG has limitations 
in expressiveness and does not cover the lega-
cy interfaces or proprietary extensions, such as 
JSON, SNMP MIB, CORBA/IDL, or WSDL. 
e2eUberIM operates on this level via the Uber-
IM data model and e2eUber message format for 
services’ integration.

Level 3 represents a definition and deploy-
ment of the common information exchange ref-
erence model, where the meaning of the data is 
shared between components/services, e.g. EMSs 

and OSSs. For example, Unified Modeling Lan-
guage (UML) is used in 3GPP to define infor-
mation models (partially proprietary and not 
fully interoperable). e2eUberIM operates on this 
level via having processes to define and deploy a 
common information model: UberIM spanning 
across multiple data models and e2eUber mes-
sage format for services‘ interoperability.

Level 4 represents pragmatic interoperability, 
where the interoperating systems are aware of 
the methods and procedures that each system 
is employing, i.e. context of the systems’ use of 
data. For example, the current 3GPP SA5 north-
bound interface partially fulfills this goal via 
its communication protocols. The e2eUberIM 
operates on this level via UberIM and e2eUber 
high-latency communication process for global 
harmonization of the M&O activities.

Level 5 represents dynamic interoperability, 
where the operational system is “aware” and acts 
upon the environmental and other assumptions 
and constraints that affect its data interchange. 
For example, a TNO network with 100 million 
subscribers with 1 million base stations, at any 
given moment has between 10,000 and 100,000 
base stations with impaired backhaul, and a 
centralized solution to manage that would fail 
because of the combination of scale and vola-
tility. Only a harmonious combination of local 
and global M&O activities communicating in 
an effective way can deal with the volatility and 
scale of today’s TNOs. 

e2eUberIM operates on this level twofold. 
Level 5a enables interoperability with the envi-
ronments via UberIM as an information model 
and a low latency communication process, e2eU-
ber, focusing mainly on the local M&O activities 
defined via a data tuple (OACS). Level 5b adds 
the adaptation capability to the UberIM model 
(e.g. changes in NE resulting in changing local 
data models), while a low latency communication 
process, e2eUber, enables (locally) to manage 
the environmental changes. e2eUberIM operates 
in real-time, without the disruption to the live 
TNO network and services.

Level 6 represents the ultimate conceptual 
model enabling service compose-ability (XaaS), 
where the assumptions and constraints of the 
meaningful implementation-independent abstrac-
tions of reality are aligned. This mode of opera-

Table 1. Conceptual interoperability model mapping on e2eUberIM and the TNO components.

Interoperability level UberIM e2eUber TNO component/process involved

6 Conceptual Fine-grained, adaptable UberIM Service factory, low latency communications process Composed services; XaaS: anything-as-a-service

5b
Dynamic

Adaptable UberIM Low latency communication process Management of network and environmental change

5a UberIM Low latency communication process Management of environmental change

4 Pragmatic UberIM High latency communication process Process: planning

3 Semantic UberIM Message format EMSes

2 Syntactic Data model Message format NEs

1 Technical — Protocol —

0 None — — —
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tion is part of the TMF’s intent in its “Future 
Mode of Operation” vision [10].

e2eUberIM operates on this level via a fine-
grained, adaptable UberIM information model 
and e2eUber fine-grained, low latency communi-
cation processes, together forming a service fac-
tory. At this level, the e2eUberIM can compose 
anything-as-a-service (XaaS, predefined via a data 
tuple OACS) from the pre-existing logical com-
ponents and then, enable fine-grained manage-
ment by converting these compositions back into 
non-compatible data models of the actual NE’s in 
the network. A composition function of e2eUber-
IM enables an assembly of fast service prototypes, 
testing these against snapshots of operational 
data, conversion of the prototypes into the deploy-
able product, deployment of this product, its 
tracking and evaluation in the environment where 
it operates. A composition function of e2eUber-
IM has an open API and fine-grained, low laten-
cy services, and moreover, it enables equally to 
plan in months, prototype and test in weeks, and 
deploy the services in days to run for years, as well 
as plan in hours, prototype and test in minutes, 
deploy in seconds, and run for minutes. 

With the Layer 6 solution, composed services 
can be deployed despite the underlying silos. 
Thus, e2eUberIM enables TNOs to handle the 
scale, complexity, and volatility of the EMSs. 

Fulfilling the “Speed,” “Localized O&M”, and 
“Openness” Requirements

The proposed e2eUberIM fulfills the above 
requirements as follows. 

Local Communications: A network element 
(NE) interacts approximately 95 percent of the 
time with only a very small subset of all the NEs, 
i.e. its physical and virtual neighbors. If the NEs 
or a subsystem associated with that NE holds 
the detailed data associated with it, the task of 
continuing all the current M&O for that NE is 
manageable with acceptable latency. The chal-
lenge is to communicate some of this data to 
the neighbors that require it when they require 
it. The local UberIM, i.e. the local information 
model, supports the local e2eUberIM, i.e. the 
local communications model. In this way the 
local UberIMs are local “virtualizers”/”orches-
trators”, one for each EMS or OSS providing 
local virtualization, adaptation, and coordination. 
They observe their neighbors, and based on pol-
icies they respond to specific events (e.g. alert 
a human operator, take an automated action) 
and provide adaptation and virtualization of 
the interface they are attached to, and translate 
the information contained in the device they 
are associated with into UberIM, a consistent 
over-arching end-to-end information model. 

Global Communications: For the small num-
ber of interactions that are global in nature 
(approximately 5 percent), the e2eUberIM com-
munication process provides the data to the glob-
al applications (e.g. orchestration, planning) that 
require this data at their location(s), whenever 
they require it.

The global UberIM information model sup-
ports the global e2eUberIM communications 
model. One global “virtualizer”/’orchestrator” 
for the whole system communicates with the 

local “virtualizers”/”orchestrators”, and based on 
policies, responds to specific events. It is respon-
sible for global adaptation and coordination.

Openness: e2eUberIM provides an open API 
based on 3GPP’s and the TM Forum’s Umbrella 
Information Model (UIM), enabling third parties 
to easily connect. It allows TNOs to cost-effec-
tively take advantage of emerging specialized sys-
tems such as third party analytics and inventory 
systems and eases development activities. The 
TNO can use the in-house developed services 
itself and/or sell to other TNOs (generating rev-
enue). 

Conclusions and Future Work
The current TNO infrastructure relies on ever 
increasing numbers of non-interoperable silos 
demanding significant effort for O&M while 
their ever increasing number of subscribers 
demands the best possible user experience for 
their services at decreasing prices. This is not 
a sustainable situation, and TNOs are recog-
nizing it. Overall, they strive for a holistic view 
of the O&M data, controlled operational costs, 
rapid deployment of ‘any-service’ (XaaS), and 
improved user QoE. The e2eUberIM solution 
proposed in this paper addresses these needs and 
meets the TNOs’ needs for end-to-end network 
coordination and optimization. It also enables 
the vendors to continue to innovate and differ-
entiate their products and value price, as well 
as assures that the networks can deal effectively 
with rising scale, complexity, and volatility. 

The novelty of the e2eUberIM framework 
relates to virtualizing the proprietary interfaces 
of various network components, collecting the 
operations data from them, and converting it 
into a single comprehensive view of the network 
(UberIM), communicated effectively among the 
network components (via e2eUber). As a result, 
the existing OSS/BSSs are enhanced, shortcom-
ings that exist in automated network function-
ing due to lack of end-to-end operational data 
are filled in, and an open API allows operators 
and third party providers to bring their special 
expertise to bear on problems of coordination, 
optimization, and end-to-end orchestration. In 
turn, previously impossible functions or func-
tions requiring much manual coordination can be 
automated. In doing so, the e2eUberIM enables 
operational cost reduction. For example, the 
operations staff currently engaged in manually 
linking/coordinating the over 200 inventory man-
agement systems (mentioned in the Introduc-
tion) can now be freed to work on automation 
applications previously impossible that make the 
network operate more efficiently. That implies 
moving them from an expense function to a rev-
enue function. At the same time, the efficiency 
improvements coming from end-to-end orches-
tration via e2eUberIM can be translated into 
reduced provisioning of the infrastructure, result-
ing in reduced CAPEX. As a corollary, the effi-
ciency improvements may also result in reduced 
power consumption.

The e2eUberIM has already been successfully 
demonstrated in three high profile public demon-
strations under the auspices of TeleManagement 
Conferences (Nice, France, June 2013, and San 
Jose, CA, USA, October 2013). Our current and 
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future work includes ‘in-situ’ TNO-based deploy-
ment of e2eUberIM and the collection of data 
providing evidence for its efficiency and effec-
tiveness.
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Abstract

This article argues that SDN and NFV, together 
with cloud and edge-fog computing, can be seen 
as different facets of a systemic transformation of 
telecommunications and ICT, called softwariza-
tion. The first impact will be at the edge of cur-
rent telecommunications infrastructures, which are 
becoming powerful network and service platforms. 
The edge operating system (EOS) 
software architecture is proposed 
as the means to get there. In fact, 
the main feature of EOS is to 
bring several service domains, such 
as cloud robotics, Internet of Things, and Tactile 
Internet, into convergence at the edge. The devel-
opment of EOS leverages available open source 
software. A use case is described to validate the 
EOS with a proof-of-concept.

Context and Drivers 
We are witnessing a period of rapidly growing 
interest on the part of industry and academia 
in software-defined networks (SDN) [1] and 
network function virtualization (NFV) [2]. The 
growing interest in these paradigms (re-propos-
ing principles have been well known) is most 
probably motivated by the novelty of the over-
all context, specifically their techno-econom-
ic sustainability and high-level performance. 
These advances are mainly due to the tech-
nological milestones achieved in the last two 
decades: the impressive diffusion of fixed and 
mobile ultra-broadband, the increasing perfor-
mance of chipsets and hardware architectures, 
the ever-growing availability of open source soft-
ware, and the cost reductions (determined also 
by a shift in how IT services are provided).

This article argues that, thanks to these tech-
no-economic trends, SDN and NFV principles 
will soon impact not only current telecommuni-
cations networks, but also service and applica-
tion platforms. In fact, SDN and NFV, together 
with cloud, edge and fog computing, can be seen 
as facets of a broad innovation wave (called 
softwarization) that is accelerating the ongoing 
migration of “intelligence” toward the users.

In view of that, it is argued that the first 
impact of softwarization will be at the edge, 
which is defined as the peripheral part of current 

infrastructures, ranging from the distribution and 
access segments up to the direct proximity to 
users (e.g., home, office).

While cloud computing is a well known para-
digm, already exploited from an industrial point 
of view, the concepts of edge and fog computing 
require, at least for this article, a short defini-
tion. Concerning the former, we basically refer to 
ETSI [3] which defines mobile edge computing 
as the method of providing IT and cloud-comput-
ing capabilities within the radio access network 
(RAN) in close proximity to mobile subscribers. 
Fog computing pushes the edge computing par-
adigm up to the end users terminals (e.g., smart 
phones) and other devices, which will be able to 
store pieces of data and to execute service com-
ponents locally. 

Softwarization will be a radical change of 
paradigm. Current telecommunications infra-
structures have been exploited with purpose-built 
equipment designed for specific functions. In 
the future, network functions and services will 
be virtualized software processes executed on 
distributed horizontal platforms mainly made of 
standard hardware resources. 

Standard hardware and open source software 
will play a strategic role in this profound trans-
formation, by fuelling open innovation while 
reducing the investments required to deploy 

said infrastructures. For exam-
ple, OpenStack [4] is an open 
source platform designed to 
provide cloud services. Several 
pre-standardization bodies and 

fora regard OpenStack as an ideal candidate 
for developing orchestration features in NFV 
infrastructures. Other examples of open source 
software are the SDN controllers that have been 
released to date, and ONOS [5]. 

SDN and NFV open source software adop-
tions will fuel innovation and reduce software 
costs. This does not not necessarily mean 
CAPEX and OPEX reductions for operators and 
service providers. In fact, most open source soft-
ware products may eventually require contracted 
third party support to become exploitable in pro-
duction environments for commercial, industrial, 
financial, and public service applications.

On the other hand, the entire value chain 
will change radically: the “thresholds” for new 
players to enter the telecommunications and ICT 
(Information and Communication Technology) 
markets [6] will be lowered.

Cost savings alone will not be enough to 
assure the future sustainability of the telecommu-
nications industry: it is key also to enable inno-
vative service paradigms. Two often-mentioned 
examples are “immersive communications” and 
“anything as a service,” service paradigms that 
are posing challenging requirements for future 
telecommunications infrastructures.

“Immersive communications” looks beyond 
the “commoditization” of current communication 
paradigms (e.g., voice, messaging, etc.) by address-
ing new advanced forms of social communications 
and networking (e.g., artificially intelligent avatars, 
cognitive robot-human interactions, etc.).

“Anything as a service” is about providing 
(anytime and anywhere) wider and wider sets 
of ICT services by means of new terminals, even 

An Edge Operating System 
Enabling Anything-as-a-Service

The authors argue that SDN and NFV, together with cloud and edge-fog computing, can be seen 
as different facets of a systemic transformation of telecommunications and ICT, called softwariza-
tion. The first impact will be at the edge of current telecommunications infrastructures, which are 

becoming powerful network and service platforms. The edge operating system (EOS) software 
architecture is proposed as the means to get there.

Antonio Manzalini and Noel Crespi

COMMUNICATIONS
TA N D A R DS S

Antonio Manzalini is with 
Telecom Italia, Strategy 
and Innovation — Future 
Centre. 
 
Noel Crespi is with  
Institut Mines-Telecom.



IEEE Communications Magazine — Communications Standards Supplement • March 2016 63

going far beyond our imagination (e.g., intelligent 
machines, robots, drones, and smart things) [7]. 
Imagine, for example, services for improving 
industrial and agricultural efficiency, for enabling 
decentralized micro-manufacturing, for improv-
ing efficiency in private-public processes, and for 
creating and maintaining smart environments.

In summary, softwarization is a systemic 
transformation. It is not just about the introduc-
tion of another technology or network layer in 
current infrastructures. Rather, it goes beyond 
the networks to also impact the service platforms 
and the future role of terminals. In this respect, 
beyond the technological aspects, softwarization 
implies business sustainability and strategic reg-
ulatory issues. 

The outline of this article is as follows. We 
outline the main enabling technologies, and we 
describe the software architecture of the edge 
operating system (EOS). We then describe a use-
case and elaborate on the design and development 
of the EOS, leveraging open source software. 
Closing remarks are provided in the last section.

Enabling Technologies of  
Telco Softwarization

SDN and NFV are two of the most-discussed 
technologies capable of enabling the softwariza-
tion of telecommunications.

SDN relies on the separation of control and 
data-forwarding functions. In principle, this is 
applicable to any node of a telecommunication 
network (e.g., a switch, a router, or other trans-
mission equipment). Another key character-
istic of SDN is the possibility of executing the 
above-mentioned (control) software outside of 
the equipment boundaries, for example on ded-
icated IT servers or even in a data centre (e.g., 
cloud computing). Control programmability (via 
APIs) is a third relevant aspect of SDN.

NFV is about the virtualization of network 
functions and their dynamic allocation and exe-
cution on (almost) general purpose processors 
(e.g., x86), shared over multiple customers, data-
streams, and applications. SDN and NFV are 
not directly dependent, but they are mutually 
beneficial. In fact, when coupled, they amplify 
their potential innovation impact on telecommu-
nications infrastructures.

If software-hardware decoupling and the vir-
tualization of functions and services can be seen 
as the “common denominator” of softwarization, 
the potential differentiation and evolution of 
cloud toward edge and fog computing represents 
other interesting and synergistic expressions of 
the same overall transformation.

TPC is a serious performance bottleneck for 
video and other large files (as it requires receiver 
acknowledgement) and throughput is inversely 
related to round trip time (RTT) or latency. It 
is impossible to provide HD-quality streams if 
the servers are not relatively close to the users. 
At the same time, with just best effort traffic it 
will not be possible to achieve the low latency 
requirements posed by services such as caching 
or interactive applications.

In fact, the “last mile” connection between 
a user and the ISP is a significant bottleneck. 
According to the FCC’s Measuring Broadband 

America report [8], during peak hours ”Fiber-to-
the-home services provided 17 milliseconds (ms) 
round-trip latency on average, while DSL-based 
services averaged 44 ms.”

It should be mentioned that PON and DSL 
delays are intrinsic in the access protocols. 
Achieving lower delays means either changing 
said protocols or locating all of the necessary 
data at the subscriber, including content caches 
and databases.

In the latter direction, fog computing pushes 
the edge computing paradigm even further, up 
to the end users’ terminals and devices, which 
are storing data and locally executing pieces of 
service logic. This will further amplify the diffu-
sion of applications and the migration of “intelli-
gence” toward the users.

In summary, it is very likely that techno-eco-
nomic drivers and emerging technologies will 
create the conditions for exploiting very powerful 
network and service platforms at the edges of 
current infrastructures. Such platforms will be 
able to carry out a substantial amount of storage 
and real time computation, thereby supporting 
a wide range of innovative communications and 
ICT services.

The Edge Operating System
The edge of current telecommunications infra-
structures (i.e., the access areas up to the direct 
proximity to users) will become powerful net-
work and service platforms. The EOS software 
architecture proposed by this article is the means 
to get there. EOS will provide the typical ser-
vices of an operating system, e.g., abstractions, 
low-level element control, commonly-used func-
tionalities, message-passing between processes, 
management of packets of processes, etc. 

For the basic design of the EOS, we took our 
inspiration from the architecture of the robot 
operating system (ROS) [9], an open source, 
widely adopted meta-operating system for robotic 
systems. Among the merits of ROS that have been 
adopted by EOS is the variety of processes (called 
nodes), executed on a number of different hosts, 
connected at runtime with logical topologies. 

Moreover, another main reason for that 
design choice is the observation that a robot, 
generally speaking, can be considered a dynamic 
aggregation of resources such as sensors, actua-
tors, and processing-storage capabilities, imple-
menting a cognitive loop. These are the same 
categories of resources that will populate the 
edges of current infrastructures, named infra-
structure elements (IE). 

Obviously the domain contexts ROS and EOS 
applications are quite different; in fact, the design 
of the EOS software architecture has been extend-
ed to meet the edge requirements. In particular, 
a physical IE (Fig. 1) has been defined to include 
any dynamic combination of sensors, actuators, 
processing-storage resources, and data forwarding 
capabilities. Sensors, actuators, robots, drones, 
routers, and terminals can all be seen as particular 
physical IEs. This generalization will help in struc-
turing the functional model of the EOS. 

From a functional perspective, IE will provide 
a set of services, leveraging the concept of the 
self-managed cell reported in [10]. For example, 
the set of services may include: discovery services 
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to discover local resources and components as 
part of the physical IE; policy services to man-
age the policies specifying IE behavior; or even 
cognitive services to implement a certain level of 
cognition (Fig. 2), even more when coupled with 
sensing and actuating capabilities.

Generalizing, we can say that cognition 
(implemented through artificial intelligence 
methods, deep learning techniques, heuristics, 
algorithms, etc.) will allow IEs to learn and rea-
son about how to behave in response to goals in 
a complex context, or at least be able to optimal-
ly execute their service and network functions.

Key characteristics of the Robot Operating System
The ROS is a widely adopted meta-operating sys-
tem for robots. The full source code of ROS is 
publicly available and currently runs only on Unix-
based platforms. A robotic system built using the 
ROS consists of a number of processes (ROS 
nodes), potentially on a number of different hosts, 
connected at runtime in a peer-to-peer topology. 
ROS has a lookup mechanism (ROS master) to 
allow processes to find each other at runtime. 

ROS master acts as a name-service, storing 
topics and service registration information for 
ROS nodes. Nodes communicate with the master 
to report their registration information. As these 
nodes communicate with the master, they can 
receive information about other registered nodes 
and make connections as appropriate (bypassing 
messages and structuring data). 

Nodes connect to other nodes directly; the 
master only provides lookup information, much 
like a DNS server. Nodes that subscribe to a 
topic will request connections from nodes that 
publish that topic, and will establish that connec-
tion over an agreed upon connection protocol 
(e.g., standard TPC/IP sockets). This is repre-
sented in Fig. 3.

An ROS node sends a message by publishing 
it to a given topic, which is simply a string such as 
“map.” A node that is interested in a certain kind 
of data will subscribe to the appropriate topic. 
There may be multiple concurrent publishers and 
subscribers for a single topic, and a single node 
may publish and/or subscribe to multiple topics.

Although the topic-based publish-subscribe 
model is a flexible communications paradigm, it is 
not appropriate for synchronous transactions, which 

can simplify the design of some nodes. Therefore, 
ROS developers have introduced the concept of 
services, defined by a string name and a pair of 
strictly typed messages, one for the request and one 
for the response. This is analogous to web services, 
which are defined by URIs and have request and 
response documents of well defined types.

The special characteristics of the ROS archi-
tecture allow for decoupled operation, where-
in names are the primary means by which 
larger and more complex systems can be built. 
This decoupling is one of the main reasons why 
we have taken most of our inspiration from 
ROS when designing the EOS. One of the EOS 
requirements, in fact, is to allow the flexible and 
scalable operations of complex and dynamic sys-
tems, built by aggregations of IEs.

Assumptions of the Edge Operating System 
EOS leverages the concept of services as repre-
senting a sort of “unifying” abstraction across 
physical edge resources, across multiple infra-
structure domains, and across different service 
levels. A service provides a function (e.g., from 
ISO-OSI L2 to L7, so it could also be a network 
function, or a middle-box), it exports an API, it 
is available anywhere and anytime (location-time 
independent), is scalable, elastic, and resilient, 
and it can be composed with other existing S/W 
components (e.g., to create a service chain). Ser-
vices are executed into one or more infrastruc-
ture virtual slices, which are made of a set of 
logical resources (e.g., virtual machines, contain-
ers) connected through virtual networks.

The allocation and orchestration of logical 
resources, in charge of executing a service chain, 
requires solving constraint-based double optimi-
zation problems. Not only do VMs have to be 
properly allocated (to avoid hot-spots), but also 
the traffic crossing the VMs has to be properly 
routed (to avoid congestion).

The term orchestration has long been used in 
the IT domain to refer to the automated tasks 
involved with arranging, managing, and coordi-
nating higher-level services provisioned across 
different applications and enterprises [11]. In 
the SDN-NFV, orchestration is concerned with 
lower-level (i.e., network) services, with a com-
prehensive management of both IT and network 
logical resources.

EOS software adopts a publish-subscribe 
model (Fig. 3) [13] as a basic way to distribute 
software task execution requests. Each software 
task execution request is coded as a tuple and 
written on the tuple space, named blackboard, 
while a take operation is used by IEs to offer 
their process capability.

Functional Architecture of the Edge Operating System 
This sub-section describes the main characteris-
tics of the EOS, whose high-level architecture is 
reported in Fig. 4.

The main elements of the EOS are listed 
below.

•An EOS node is an S/W module that can be 
executed on top of any operating system (e.g., 
Linux-based OS, Android, Robot Operating 
System, etc.) of an IE. Similar to the ROS, any 
EOS node communicates with an EOS master to 
whom it registers (e.g., services that it can pro-

Figure 1. Edge elements.

IE = Infrastructure element (it may include IPE, IFE, and also sensors, actuators, ...)
IPE = Infrastructure processing element (e.g., IT computing, storage resources)
IFE = Infrastructure forwarding element (e.g., forwarding traffic)
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vide) and updates the status (e.g., resource utili-
zation) of its associated IEs. This data is stored in 
the EOS master data base (EOS MDB). IE nodes 
are interconnected on the data plane via fixed 
and virtual radio links (these links could be either 
local, in a single edge domain, or across a WAN).

•An EOS master is dynamically allocated to 
a specified edge domain. It is responsible for the 
local creation (and deletion) of the slice(s) where 
service chains are executed in order to provide 
the requested services. It has to interact with a 
higher-level EOS orchestrator and with other 
EOS masters, in case the service chain has to 
be allocated across multiple edge domains. The 
EOS MDB stores the data related to the IEs 
belonging (assigned) to the specified domain.

•The master blackboard is a sort of virtual repos-
itory shared among the EOS master and the EOS 
nodes. The EOS master publishes (using the pub 
primitive) the task/component of the service chain 
that has to be allocated. In turn, EOS nodes sub-
scribe (using the sub primitive) to the S/W task/com-
ponent if the associated IE can provide the logical 
resources to execute it (i.e., can serve the specific 
task of the chain). Multiple subscriptions are pos-
sible, so in a next stage the EOS master will make 
an optimized selection of the IEs to whom the S/W 
task/component will eventually be allocated.

•The collector abstraction [12] has been intro-
duced to make master blackboards recursive, thus 
overcoming scalability limitations. In this sense, 
a collector can be seen as an agent acting as an 
ensemble of IEs together with their shared black-
board. A collector thus can act toward other col-
lectors as a super-IE, as it can take tasks on its 
blackboard from other overloaded collectors.

•The EOS master includes a capability called 
the selection method, which makes it possible to 
select the proper IEs to assign the execution of 
the service chain tasks. Selection is done accord-
ing to specific criteria, for example through the 
minimization of specified KPI, as with end-to-
end application latency. Interacting with the 

Figure 2. Cognitive loop implementable in an IE.
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EOS node, the EOS master can configure the 
logical resources hosted by the IEs at run time.

•The EOS orchestrator is a higher-level S/W 
module that is set up to receive the service request 
that must span multiple edge domains. It decom-
poses the request in a service chain, selecting and 
interacting with the appropriate EOS masters for 
the end-to-end allocation of IEs across multiple 
domains. The EOS master can communicate with 
the EOS orchestrator to whom it registers and 
updates its status. This data is stored in the EOS 
orchestrator data base (EOS O-DB).

•The orchestrator blackboard is a higher-level 
virtual repository shared between the EOS orches-
trator and the EOS masters. As above, for the mas-
ter blackboard, the collector concept can be applied 
at this level also for the orchestrator blackboard.

The EOS software architecture can be seen 
as an expression of the integration of the SDN 
functional architecture defined in ONF (e.g, 
EOS nodes are like controllers) and the NFV 
reference architecture framework by ETSI NFV 
(e.g., an EOS master has VIM capabilities).

Next we briefly describe an example that 
shows the functioning of EOS. At the startup 
of an IE, the EOS node sends the EOS master 
a description of the associated IE services and 
the status (including the configuration) of the 
resources. The description can adopt a variety of 
formats, e.g., YANG modeling [13].

The users’ service requests are sent to the 
EOS master through their terminals (which run 
EOS nodes). If a service request can be executed 
just locally, within the EOS master domain, then 
it is simply decomposed into a sequence of ser-
vice components and required network functions 
(i.e., a service chain).

The EOS master then publishes (pub primi-
tive) the software tasks of the service chain. EOS 
nodes subscribe (sub primitive) to said tasks if 
the related IEs can execute them. At the end, the 
EOS master must make an optimized selection of 
the IEs (selection method). On the other hand, if 
the EOS master realizes that the service request 
cannot be executed locally, it forwards it to the 
EOS orchestrator. In turn, the EOS orchestrator 
decomposes the service request and publishes it 
on its blackboard. The flow of actions then pro-
ceeds as above within each edge domain.

The EOS is a distributed software architecture 
where the states of the resources are store in dis-
tributed DBs. The well-known CAP theorem [14] 
will dictate some limitations. In fact, it states 
that any networked shared-data system can have 

at most two of the following three properties: 
1) consistency (C) equivalent to having a single 
up-to-date copy of the data; 2) high availability 
(A) of that data (for updates); and 3) tolerance 
to network partitions (P).

The general idea is that two of the three 
properties have to be privileged (CP favors con-
sistency, AP favors availability, and with CA 
there are no partitions), a trade-off that will be 
needed then for storing/configuring the states of 
the infrastructure while achieving specific per-
formance levels. End-to-end latency (or delay) 
and partitioning are deeply related, and such 
relations become more important in the case of 
a widely distributed infrastructure. This situa-
tion contributes even more to the requirement 
of minimizing the application end-to-end latency. 
These areas require further investigation.

 Use Case: Mobile Cognitive Machines
The use case described in this section aims at 
both the definition of main challenges and 
requirements for EOS and the feasibility demon-
stration of a prototype. The main concept of 
the use case is about the pervasive adoption of 
mobile cognitive machines (Fig. 2) provisioning 
any sort of ICT services. 

Already today we are witnessing growing 
interest in using drones, robots, and autonomous 
machines in agriculture, industry, security, and 
several other domains. For example, the advent 
of robots remotely controlled via 5G connections 
would create a tremendous impact on Industry 
4.0. Also, the contexts of the Tactile Internet and 
cyber physical systems envision several applica-
tions for cognitive machines.

In all these contexts, among the major require-
ments for the EOS there will be, for example, 
the optimal allocation of logical resources while 
minimizing end-to-end network and application 
latencies. Let’s see how this requirement has 
been taken into account in the EOS prototype 
design and development.

The EOS prototype leverages available open 
source software complemented with the devel-
opment of other required software modules. In 
particular, the two main pieces of open source 
software are OpenStack and ONOS. The former 
will be used to manage the virtual machines exe-
cuting the network and service functions of the 
virtual infrastructure; the latter will be in charge 
of managing the fabric of connections, while exe-
cuting the control applications. EOS can be seen 
as an overarching operating system that runs on 
top of both OpenStack and ONOS.

The software architecture of the EOS pro-
totype is shown in Fig. 5, where the circle rep-
resents code additions to OpenStack. These code 
additions mainly address the capability of Open-
Stack to handle chains of VMs (i.e., service chains) 
and the Nova-scheduler of OpenStack, which cur-
rently uses algorithms (i.e., Filter&Weight) for 
scheduling VMs in isolation, without considering 
the status of the underlying network links. 

Looking at Fig. 5, from a purely architectural 
viewpoint, EOS looks similar to XOS [15]. On 
the other hand, there are major differences that 
should be highlighted.

XOS is a service orchestration layer that man-
ages scalable services running in a central office 

Figure 5. EOS prototype.
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re-architected as a datacenter (CORD). On the 
other hand, EOS is a highly pervasive software 
architecture, i.e., it is extended up to the termi-
nals (current and future ones), smart things, and 
elements of capillary networks (e.g., aggregations 
of sensors, actuators, etc.). 

XOS unifies management of a collection of 
services that are traditionally characterized as 
being NFV, SDN, or cloud specific. EOS also 
addresses services that can also be executed at 
the edge (also leveraging edge and fog comput-
ing). This difference dictates profound implica-
tions, i.e., EOS is implemented with a scalable 
software architecture leveraging a trade-off 
between top-down and bottom-up intelligence.

In the specific use case shown in Fig. 6, a 
mobile cognitive machine is seen as an IE, with 
its own operative system. The control system of 
a mobile cognitive machine usually comprises 
many ROS nodes. For example, one node con-
trols a laser range-finder, one node controls the 
wheel motors, one node performs localization, 
one node performs path planning, one node pro-
vides a graphical view of the system, one node 
for the cognitive service logics, and so on. Other 
remote ROS nodes may be required to provide 
other services. In this perspective, it can be argued 
that ROS nodes can be seen as service compo-
nents of a service chain executed over the EOS.

Let’s focus on a service request to allow a 
mobile cognitive machine to perform some artic-
ulated task (e.g., at the scene of a disaster) with 
ultra-low reacting times (e.g., a mobile robot 
being controlled remotely to act in an environ-
ment that is changing dynamically). 

These requirements are dictating the need to 
execute said cognitive service by using a prop-
er balance of local, edge, and centralized pro-
cessing-storage resources. In fact, the machines’ 
reaction times very much depend on IT response 
time and network latency, and even small chang-
es in the area’s layout, or delays in the actuation 
commands, can lead to catastrophic failures.

EOS, with the software architecture described 
previously, will be able to exploit this intelli-
gence. For example, the selection method makes 
it possible to select the proper IEs to assign the 
execution of the service chain tasks, minimizing 
end-to-end network and application latencies.

Concluding Remarks
Broadband diffusion and ICT performance 
acceleration, coupled with cost reductions, are 
boosting innovation in several industrial and 
society sectors, thus creating the conditions for 
a socio-economic transformation, called soft-
warization. In particular, softwarization of tele-
communications will make possible virtualizing 
network and service functions and executing 
them in software platforms fully decoupled from 
the physical infrastructure.

This article has focused attention on the edge 
of telecommunications infrastructures, arguing 
that softwarization will transform it in very pow-
erful software platforms, enabling anything-as-a-
service. EOS software architecture is proposed to 
achieve this, even in the short term. In fact, the 
development of EOS leverages available open 
source software. A use case was described to val-
idate an EOS prototype with a proof-of-concept.
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Abstract
The telecommunications landscape has been 

undergoing a major shift in recent years. Initially 
Software Defined Networking (SDN), and then 
Network Function Virtualization (NFV) have 
opened up new ways of looking at the increas-
ingly demanding service provider scenario. The 
description of the service to be 
provided will be a key point 
determining the success in the 
integration and interoperability 
of the different proposals. How-
ever, the refined understanding of the future 
scenario and its requirements has recently intro-
duced unique challenges in the path to fully 
achieve the benefits of the NFV vision. In this 
paper we review the proposals of service descrip-
tion in the main initiatives related to the NFV 
arena. Then we elaborate on key novel challeng-
es and evaluate how the different proposals solve 
them. Finally, we propose a straw man model of 
service and resource description addressing these 
challenges and defining the features that would 
serve as design directions for future initiatives 
and updates in this topic.

Introduction
Network Function Virtualization (NFV) [1] 
offers the promise of flexible and efficient service 
delivery to network operators [2], leveraging the 
benefits of virtualization technologies to break 
the strong coupling in current networks between 
the services offered and the resources support-
ing them. From the traditional approach, mainly 
built around hardware appliances, NFV proposes 
an evolution to consolidate the required func-
tions into industry standard high volume servers, 
switches, and storage. In the NFV vision, virtual-
ized network functions (VNFs) are dynamically 
deployed over the infrastructure to create and 
manage network services.

There are currently different trends pushing 
for this vision, either specifically launched in the 
wake of NFV or converging from related areas. 
One of the foundations underlying the differ-
ent proposals is the description of the service 
to be provided, and its evolution will be a key 

point determining success in the integration and 
interoperability of the different proposals.

In this paper we review the proposals of ser-
vice description in the main initiatives related to 
the NFV arena. Then we elaborate on novel key 
challenges, appearing as understanding of the 
future scenario and its requirements refines and 
evolves, and evaluate how the different proposals 
solve these challenges. Finally, we propose a straw 
man model of service and resource description, 
addressing these challenges and providing design 
directions for future initiatives and updates in this 
topic.

The rest of the paper is organized as follows. 
We cover the approaches for service description. 
We detail the challenges and how the initiatives 
meet them. Finally, we describe the proposed 
model and end the paper with our conclusions

Related Work
In order to provide a short yet comprehensive 
view of the alternatives in service description, we 
have focused on the following:
• The definition from the European Telecom-

munications Standards Institute (ETSI) as
initial proponents of NFV.

• The work carried out in the Internet Engi-
neering Task Force (IETF) for the impact
of the RFCs from this organization.

• The approach in OpenStack as the de facto
open source standard in cloud 
computing.
•	The standards from 
the Organization for the 
Advancement of Structured 

Information Standards (OASIS) for its ori-
entation to interoperability.

Each of these alternatives targets somewhat dif-
ferent problem spaces and defines its own set of 
requirements, yet the service description is a key 
part of all of them.

ETSI Network Functions Virtualization
The ETSI NFV Industry Specification Group (ISG) 
has been leading the way since the publication of the 
seminal white paper1 that launched the NFV idea 
and called for action. Since then the ISG has 
published the architecture [3] defining the main 
components and the Management and Orches-
tration (MANO) framework [4], among many 
other documentation.

According to ETSI, network service (NS) 
is the “composition of network functions and 
defined by its functional and behavioral speci-
fication.” Following this approach, the NS can 
be defined as a set of VNFs and/or physical net-
work functions (PNFs), with virtual links (VLs) 
interconnecting them and one or more virtualized 
network function forwarding graphs (VNFFGs) 
describing the topology of the NS. The VNFFG in 
turn contains network forwarding paths (NFPs) 
that describe a traffic flow in the NS based on 
policy decisions. Figure 1(a) shows the elements 
included in a NS; Fig. 1(b) represents a single NS 
with multiple VNFFGs and NFPs defined.

The processes of service deployment and 
overall lifecycle management rely on the infor-
mation elements describing the NS and its com-
ponents, both as templates in a service catalog 
and as records of running instances. Both the 
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VNFs and VLs contain the resource require-
ments that will be used in the orchestration of 
the NS, together with the VNF-FGs to have 
the complete connectivity information. In con-
trast, the PNFs contain the requirements for the 
attached VLs, as the PNF, by definition, covers 
its own resource requirements and cannot be 
deployed in locations other than its own. The 
VNF also describes its operational behavior 
requirements for life cycle management.

IETF Service Function Chaining
The IETF Service Function Chaining (SFC) 
Work Group (WG) focuses on the definition of a 
new approach to service delivery and operation, 
built around the idea of an abstract view of the 
required service functions and the order in which 
they are to be applied. Currently they have pub-
lished the problem statement, and the architec-
ture as RFCs [5, 6]. 

The architecture is defined around three main 
components that are deployed in an SFC domain 
and which compose the service, as depicted in 
Fig. 2 and detailed below. It relies on the SFC 
encapsulation, which includes metadata to be 
carried between service functions and the identi-
fication of the path to be followed for the service 
function forwarder.
• Service functions (SFs): Functions responsi-

ble for specific treatment of received packets.
• Service function forwarders (SFFs): Responsi-

ble for forwarding traffic to/from one or more
connected SFs, as well as to other SFFs.

•	Service classification functions (SCFs):
Used to select which traffic enters an SFC
domain. The initial classification determines
the SFC that must process the traffic, and
subsequent classification can be used to
alter the sequence of SFs applied.
As per the WG charter, the focus of SFC is

oriented to the operation and composition of the 
service itself, aiming more for interoperability of 
the SFs from different vendors than for defining 
a detailed model of the service components or 
the processes to manage the service deployment 
and life cycle.

Inside the parallel organization Internet 
Research Task Force (IRTF), there is also the 
Network Function Virtualization Research 
Group (NFVRG). Currently it is focused on 
near-term work items that do not have in their 
scope the definition of a service description.

OpenStack
OpenStack is a major player in the cloud com-
puting technology field. The project aims for sim-
ple implementation, massive scalability, and a 
rich set of features. Initially oriented toward the 
Infrastructure-as-a-Service model, it was a natu-
ral alternative to the infrastructure layer in NFV. 
In recent years, OpenStack has been extending 
its features to address several challenges, core to 
NFV as well as other cloud computing use cases, 
such as orchestration and advanced networking 
capabilities.

Heat is the OpenStack component for orches-
tration and defines the Heat orchestration tem-
plate (HOT)2 to describe the infrastructure for a 
service, called a cloud application in OpenStack. 
A HOT has three main components.

• Input parameters to specify the information
that has to be provided when the template
is instantiated, thus allowing the customiza-
tion of the instances to be deployed.

• Resources to define the actual resources (in
OpenStack compute instances, networks or
storage volumes) that will have to be instan-
tiated, allowing also the definition of depen-
dencies between them so the deployment
sequence can be controlled.

• Output parameters to define which values
from the instantiation process will be fed
back to the requester of the deployment.
The application life cycle is also managed

from Heat, which will keep track of the resources 
assigned to the deployed template, although this 
information is not explicitly included in the infor-
mation model.

OASIS TOSCA
Topology and Orchestration Specification for 
Cloud Applications (TOSCA)3 is an standard 
from OASIS that targets interoperable deploy-
ment and life cycle management of cloud services 
when the applications are ported over alternative 
cloud environments.

The core TOSCA specification defines a lan-
guage and metamodel to describe services, its 
components, relationships and management pro-
cedures. The major elements defining a service 
are depicted in Fig. 3 and detailed as follows:
• A topology template defines the structure

of a service as a set of node templates and
relationship templates that together define
the topology model as a (not necessarily
connected) directed graph.

• Node and relationship templates specify the
properties and the operations (via interfac-
es) available to manipulate the component.
Relationships link different nodes and can

Figure 1. ETSI NFV network service.
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have diverse meanings (e.g. a relation-
ship between a “process engine” node and 
an “application server” node could mean 
“hosted by”).

• Plans define the process models that are
used to create and terminate a service as
well as to manage a service during its entire
lifetime.
The TOSCA NFV profile4 defines an NFV

data model using TOSCA language aligned with 
the ETSI definition. ETSI network services are 
represented as TOSCA service templates, where-
as node templates are used for the rest of the 
information elements (including virtual links) 
and relationships to describe which elements are 
connected through each link.

Challenges
One of the challenges emerging in the NFV sce-
nario is the consideration of hierarchical orches-
tration, as there are different aspects leading to 
this approach. First, we must consider the scal-
ability of the orchestration process. The services 
will most likely be deployed over infrastructures 
covering significant geographical scopes, mix-
ing resources deployed over access, aggregation, 
and core networks, and even reaching resources 
managed by third parties. Relying on a single 
orchestrator to handle such a wide variance of 
resources would significantly hinder the scalabil-
ity of the process. Also, the different capabilities 

of the involved infrastructure domains (e.g. oper-
ator points of presence, transit networks, data 
centers, etc.) would be more efficiently used by 
specialized orchestration processes rather than a 
common, global orchestration.

A related challenge is the intrinsic multi-
domain nature of service deployment. Taking 
the entire, end to end service, few use cases will 
be confined within the boundaries of a single 
domain. All the services available for end users 
outside the domain must consider how the users 
will access the service. As for the hierarchical 
orchestration scenarios discussed before, they 
need to take care of the interconnection of the 
segments of the service deployed across the dif-
ferent domains. Finally, any infrastructure involv-
ing distinct business or administrative domains 
will also face a similar situation.

Another challenge to be considered is the 
expected variability of the service across its life 
cycle, and in the deployment process itself. Net-
work services will be built as a mix and match of 
the different available network functions, but this 
process will probably be carried out in multiple 
steps by different actors. To the original defini-
tion from the user, the service provider could 
transparently add accounting or security related 
functions, which would ultimately be expanded 
by functions supporting resiliency or scalability 
in the infrastructure. Multidomain scenarios, as 
presented before, could also require interdomain 
adaptation functions. Finally, internal re-optimi-
zation processes, triggered for example by pol-
icies, service modification requests, or external 
changes (e.g. infrastructure updates, auto-scal-
ing) would also require updating the service. 

Finally, there is the importance of the associ-
ated resource model. The embedding process [7] 
is one of the hot topics in NFV, and relies on the 
alignment of the resource requirement informa-
tion from the service with the resource descrip-
tion of the infrastructure. This premise must 
be kept even in the face of the aforementioned 
challenges. Hierarchical orchestration would 
also imply the necessity of carrying over certain 
resource assignment information if embedding 
decisions are taken at the different levels.

ETSI NFV MANO details resource require-
ments in the NS, but does not extend to the 
resource model. It is more oriented to a sin-
gle-layer approach with resource requirements 
described at the lowest level of detail (CPU, 
PCIe parameters, etc.). The defined approach for 
PNFs slightly disrupts the homogeneity of this 
information, as it also contains resource require-
ments for the links. The interdomain scenario is 
not specifically addressed in the NS, which ref-
erences endpoints that have no information ele-
ment defined. The different elements detailing 
connectivity information (VLs, VNF-FGs, and 
NFPs) add complexity to the additional oper-
ations needed when considering hierarchical 
scenarios or service variability. Finally, resource 
assignment information is not fully covered. The 
ETSI model includes resource reservation for the 
overall NS and the reference of the virtual infra-
structure managers that will manage each VL.

IETF SFC focuses mainly on the operation 
of the service, not how it is described, and treats 
the SFs as black boxes, considering the chain-Figure 3. TOSCA service template elements and relations.
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ing of the SFs and the criteria to invoke them 
as specific to each domain. One of the targets is 
for it to be topologically independent from the 
underlying forwarding topology, thus it does not 
target resource description. The role of the SFC 
addresses the requirements of interdomain con-
nections, as it rightly defines the first step of the 
service is to decide what, in fact, must be pro-
cessed by the service.

The first consideration about OpenStack 
stems from its trajectory. Originated in the 
cloud scenario, it was at its inception more com-
pute-oriented, so its networking capabilities are 
still not as advanced and lack the required detail 
(e.g. the connectivity description is more orient-
ed toward networks rather than links). Also, the 
focus has been more on pure deployment and 
operation rather than orchestration as defined in 
the NFV architecture, so its capabilities in this 
area are still evolving.

Finally, TOSCA, on the one hand, shares with 
OpenStack its cloud oriented origins, as well as 
its focus on deployment and operation. On the 
other hand, the core specification is a metamod-
el, whereas the detailed specification maps the 
information elements of ETSI over the TOSCA 
model, so the same considerations as for ETSI 
NFV would apply.

Straw-Man Service and 
Resource Graph Models

One conclusion of the described challenges is 
that the description of the service and the 
resources are strongly coupled and will be pro-
cessed multiple times, so their structure should 
be closely aligned. Also, this would simplify an 
explicit mapping of services to resource ele-

ments as a result of the embedding. Moreover, 
the necessity of considering jointly the network 
function placement and the path calculation in 
the embedding process [8], as well as the deploy-
ment of services including both compute and net-
working elements [9], points towards a common 
representation of both. Multiple and variate pro-
cessing also calls for a careful placement of the 
information according to its uses, concentrated 
in the affected elements.

Following these ideas, we propose a service 
graph (SG) and corresponding resource graph 
(RG) model described in Fig. 4 and detailed 
next. It has been designed to provide support 
for functionalities such as resource orchestra-
tion or service deaggregation, on the one hand, 
and features such as interdomain, scalability, and 
dynamicity, on the other.

Service Graph
The SG is a directed graph representing the ser-
vice. It is depicted in Figs. 4(c), 4(d), and 4(e), 
with round blue nodes joined by dashed arrows, 
and they contain the following elements:
•	Network functions (NFs) are nodes in the 

SG representing the functions composing 
the service, including any specification and 
deployment information, as well as sup-
port for life cycle management operations. 
NFs contain ports for detailing connectivity 
descriptions (i.e. links connecting the node 
can be related to a port).

•	Service access points (SAPs) are nodes in the 
SG representing the attachment of the SG to 
other elements outside the domain. Exam-
ples could be “Company branch A, office 
1,” “All users with Gold service,” “Internet,” 
“Service 147685 from Domain x.” Optionally, 

Figure 4. Examples of service graph, resource graph and mapped service graph.
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SAPs can perform classification functions to 
select the traffic entering the service.

•	Service links (SLs) are edges in the SG rep-
resenting logical connectivity. Optionally, 
SLs can perform classification functions to 
select the traffic entering the link.
Information is attached to the SG or its com-

ponents based on its scope (i.e. applicable to the 
whole service or specific elements). Examples of 
information pertaining the SG would be place-
ment constraints, e.g. privacy related (so resourc-
es are not shared among SGs or isolation is 
guaranteed), geographical, etc., and service level 
agreements (SLAs) applying to the service, such 
as service availability, end to end latency, etc. 
This allows an efficient access to the information, 
either for retrieving it during the embedding pro-
cess, updating it during the service lifecycle or 
splitting it when the service is deployed across 
several domains.

Resource requirements are associated with 
each of the elements, as well as possible place-
ment constraints (e.g. geographic or legislative 
restrictions). Scalability and resiliency require-
ments are also attached to the corresponding 
elements (or the graph as a whole), whereas 
information about connectivity or traffic han-
dling policies is associated only to SAPs and 
SLs. Once the embedding process has been 
carried out, each element will also include the 
resources assigned from the RG, as represented 
in the mapped SGs in Figs. 4(d) and 4(e) for 
orchestrators 1 and 2 respectively. This place-
ment of the information follows the approach 
outlined in the previous paragraph, so any pro-
cess that must handle information from the ser-
vice at any point of the lifecycle, can efficiently 
access it based on the affected elements. Pro-
gressive refinement of the service is carried out 
adding or deaggregating NFs (i.e. substituting 

single NFs for SGs) and reconfiguring the VLs 
connecting them.

In hierarchical or multidomain scenarios, the 
SG is split into subgraphs according to the orches-
trator or domain responsible for the assigned 
resources, as represented in Fig. 5: NFs and SAPs 
are assigned to the corresponding subgraph and 
VLs connecting elements in different subgraphs are 
split in two, terminating now in newly introduced 
SAPs representing the interdomain connectivity.

These SAPs contain all the required informa-
tion to configure the interdomain connection in 
each of the corresponding domain endpoints. As 
each element contains all the related informa-
tion, the only processing required in the graph 
splitting is for the information related to the 
whole graph, on the one hand, and for the SLs 
traversing interdomain links, on the other hand.

Resource Graph
The RG describes the resources that will be used 
to deploy the requested services (potentially a 
directed graph, but could be simplified as undi-
rected in infrastructures with symmetrical links) 
It provides a homogeneous representation of the 
infrastructure, in terms of both capacities and 
capabilities, and is composed of the following 
elements, represented in Fig. 4 (isolated in (a) 
and (b), with a mapped SG in (d) and (e)) with 
green square nodes joined by lines:
•	Infrastructure nodes (INs): Nodes in the 

RG that, depending on their capabilities, 
can have NFs deployed on them, provide 
network connectivity or general traffic pro-
cessing capabilities.

•	End Points (EPs): Nodes in the RG that 
represent a reference point that defines the 
attachment of the RG to other elements 
outside the domain in the context of the 
infrastructure.

Figure 5. Examples of SG deployed over multiple domains.
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•	Infrastructure links (ILs): Edges in the RG 
that represent the connectivity available 
between the INs.
The resource model included in the RG mir-

rors that of the SG and is built around three main 
abstractions, compute, networking, and storage, 
described in terms of capacities (which are finite 
and consumed by the requests) and capabilities 
(which further characterize the resources and 
are not consumed by the requests). Examples of 
capacities are the number of vCPUs an IN can 
handle or the bandwidth of an IL. Examples of 
capabilities are redundancy for a link, the delay 
matrix for a node abstracting a network, or the 
presence of a hardware accelerator for SSL. Sup-
port for PNFs, for example, is included in this 
model based on a capability describing the type 
of NFs the IN can handle. The elements in the 
RG are assigned to domains, which group all the 
elements managed by the same orchestrator enti-
ty and determine the splitting to be performed.

Mirroring the top-down process of the SG, 
which can be extended and split into several 
subgraphs, we envision the RG being subject to 
several aggregations and abstractions in a bot-
tom-up process.

In a hierarchical orchestration scenario, each 
orchestrator would construct a composed RG 
based on the input of the different infrastructure 
domains as input for its embedding process. This 
same aggregation could, in turn, be exposed to 
the next level, or be aggregated and presented 
to the orchestrator above, hiding the details of 
the inter-domain connections, as shown between 
orchestrators 1 and 2 in Figs. 4(a) and 4(b). In 
the top-down process, the details would be added 
back to support splitting the graph between the 
different domains, as exemplified in Figs. 5(b), 
5(c), and 5(d).

Moreover, in these scenarios we envision 
the resource description to be different in each 
level, increasing the abstraction in the higher lay-
ers, aligned with the service description. In this 
vision, the two extremes would be a descriptive/
quantitative view where the resource descrip-
tion would be oriented to what the resources are 
(more meaningful in the lower layers, e.g. one 
IN can offer x vCPUs) and a functional/qualita-
tive view where the resource description would 
be oriented to what the resources can do (more 
meaningful in the upper layers, e.g. one IN can 
support service X for up to 1,000 users).

In this way, in domains with hierarchical 
orchestration processes, the RG in the high-
er-level orchestrators would have a wider scope 
and abstract away the finer grain details of the 
underlying resources, whereas the RG in the 
lower-level orchestrators would have a narrow-
er scope and fine grain detail of the resources, 
thus fostering scalability. Current models target 
resource description at the lowest level, but in 
upper orchestrator levels the RG should follow 
the level of abstraction in the corresponding SG 
embedding process.

Deployment Process
The mapping between SG and RG elements 
is stored in the SG elements (both nodes and 
edges) with the following considerations:
•	NFs are mapped to INs. This assignment is 

maintained during deaggregation of NFs. 
For shared NFs, the mapping could be 
extended to specify an instance of NF run-
ning in that IN.

•	SAPs are mapped to one or multiple EPs.
•	SLs are mapped to an IN internal connec-

tion (if both ends of the SL are mapped to 
the same IN), a single IL, or a sequence of 
them forming a path. A single SL can be 
mapped into several ILs (or paths) simul-
taneously to provide multipath links and 
offer more possibilities for embedding. In 
such a case, the embedding process must 
also define the flow space corresponding 
to each of the available paths that will be 
active at the same time (as opposed to resil-
iency, where only a single link/path would 
be active).
The necessity of SAPs and EPs to also be part 

of the embedding process can be seen as exces-
sive. The mapping could be more straightforward 
and require a lighter embedding process than 
for NFs or SLs, just picking one element from a 
list of available EPs or even a direct assignment, 
such as selecting the EP corresponding to the 
requesting user. Nevertheless, the replication of 
the SAP and EP elements allows for a coherent 
and complete description of the SG and RG and 
prevents changes in the infrastructure (e.g. add-
ing one more endpoint) impacting the service 
definition. If an SAP is defined so it is mapped 
to all endpoints of a certain type (for example, 
all Wi-Fi hotspots in one area) that would just 
be a change in the infrastructure that would be 
handled by the orchestration process (not hav-
ing to modify the service to follow infrastructure 
changes and vice versa). Also, depending on 
the scenario, the SAP to EP mapping could be 
impacted by the embedding process. For exam-
ple, if the infrastructure on which the service will 
be deployed has several possible EPs offering 
connection to the Internet (as an SAP example), 
the one selected must be reachable (optimally) 
from the INs in which the NFs are deployed.

In all the aggregation scenarios, the explic-
it declaration of the mapping between SG and 
RG allows for clearly identifying the scope for 
the re-orchestration based on the mapping 
already done by the layer above, and the relation 
between the RG exposed to the layer above and 
the RG received from the layer below. In the 
example in Fig. 4, if node12 and node13 repre-
sent an aggregation of resources (same as node0 
represents the aggregation of node11, node12 
and node13), the responsible orchestrator would 
need to refine the placement, choosing a IN 
among those aggregated in node13 for NF1, and 
among those aggregated in node12 for NF2 and 
NF3 (not necessarily the same IN for both but 
from the same set). Placement of NF1 in a IN 
aggregated in node12 would not be allowed as 
it contravenes the placement done by the upper 
level orchestrator. Following the proposed 
model, the boundaries within which each orches-
trator can function independently are clearly set, 
thus reducing the need for interaction between 
the orchestrators in the management of the ser-
vice lifecycle.

Finally, the SG and RG model allows for two 
different ways of supporting resiliency: in the SG 
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for resiliency managed by the orchestrator or the 
RG for resiliency managed by the infrastructure. 
In the first case, the output of the embedding pro-
cess determines primary and secondary resources 
for deployment of the SG, and all of them will 
be assigned in the SG. In the second case, the 
elements included in the RG offer resiliency and 
the specific details are hidden from the orches-
trator (e.g. a single link in the RG represent mul-
tiple different links in the infrastructure, so if any 
one of them fails, the infrastructure switches to a 
backup link without this change being propagat-
ed to the orchestrator). The orchestrator would 
select those resources offering the capability and 
signal the layer below that such capacity must 
be used and to what extent. Service elasticity, in 
a similar way, could be achieved in two differ-
ent ways: either requesting updates to the SG 
or embedding the elasticity requirements in the 
SG. In the former, the SG would be updated to 
modify the resource requirements of NFs or SLs 
(for scaling up and down) or to add/remove addi-
tional NFs and SLs (for scaling out and in). In 
the latter, the elements of the SG would contain 
the triggers for the scalability (e.g. in the form 
of SLAs or specific metrics) and the sequence 
of actions to perform, so the orchestrator could 
handle the elasticity. As the proposed model 
attaches the information to the corresponding 
element, in both cases the orchestrator would 
find all the relevant information grouped and 
would not need to parse any other element but 
those added/removed in the first case, and those 
for which a trigger has been met in the second.

Conclusion
NFV is increasingly being recognized as the 
future direction in service provider scenarios. 
Multiple efforts are working to bring all the 
necessary components to the required level of 
maturity, so the expected benefits can begin to 
be reaped from actual deployments. A key piece 
of the puzzle is the service description, required 
to allow for the different components to interop-
erate and address the upcoming challenges, and 
it is still an open topic. This paper presented 
some novel challenges to be addressed and 
contributed with a strawman model addressing 
them, thus fostering the refinement of the ser-
vice description models toward their successful 
completion. 
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Abstract
Connectivity services are ubiquitous to enter-

prises, and many enterprises are looking to out-
source basic networking services traditionally 
implemented using on-premise network equip-
ment. The rising expectations on service provid-
ers to rapidly change the definition of services 
and the ability to introduce new 
types of network elements is 
leading to exploding complexity 
in the orchestration layer. The 
severity of this problem is such 
that the ability to introduce new services and new 
device vendors in the network is reduced due to 
the time and cost associated with such changes.

We illustrate that a two-layered data model 
approach using the YANG language can help 
overcome these challenges. We use an example 
describing the process of implementing an IP 
MPLS VPN service in a network comprising sets 
of provider edge (PE) routers and customer edge 
(CE) routers. The example includes a service 
model and decomposition logic using data trans-
formation, and we show the resulting configuration.

Introduction
Connectivity services are becoming ubiquitous 
to enterprises, and can be said to be one of the 
basic requirements for organizations to perform 
well in a connected world. This has created enor-
mous opportunities for service providers that 
are able to scale their networks to meet the ris-
ing demands for cheap communication services 
across many geographical markets. As a result, 
the size of networks in terms of endpoints, as 
well as the amount of traffic they are required to 
carry, are expected to rise sharply over time.

At the same time, many enterprises are 
looking to outsource the networking services 
that they have traditionally implemented using 
on-premise network equipment. Examples of 
such services are end-point security using packet 
filtering, application acceleration, and collabora-
tion tools. This shift in the location of applica-
tions inevitably leads to additional complexity for 
the service provider offering to host and manage 
such services on behalf of customers.

There are two factors contributing to the 
above challenges [1]:
•	The wide variety of services and the fact that 

they change at an increasingly rapid pace as 
service providers compete in the market.

•	The challenge of keeping device-related 
configuration consistent and aligned with 
the intent of the deployed services along 
their lifecycle.
Current orchestration and activation solutions 

lack formal mapping between the service and 
device layer configuration models. These systems 
have historically not been built on data model-
ing technologies, but have been purpose-built 
for specific services or types of services. This 
hard-coding of service definitions and device 
types assume that the structure and syntax of the 
input data for service lifecycle operations does 
not change significantly over time, but that the 
definition of what constitutes a service and how 
that is provisioned and activated is relatively 
static. The rising expectations on service agility 
(the ability to rapidly change the definition of 
what services are) and device agility (the ability 
to introduce new types of network elements from 
new vendors) leads to exploding complexity in 
the integration code and dependency on manual 
steps. The severity of this problem is such that 
the ability to express new services and introduce 
new vendors in the network is reduced due to 

the time and cost associated with 
such changes.

For example, experience 
from a large North American 
service provider shows that 

the delivery time for point-to-point VPN ser-
vices for enterprise customers is counted in 
weeks, even when disregarding time to deliver 
the physical infrastructure. This delivery time 
is attributed to numerous manual steps where, 
for example, work orders are written in natu-
ral language in desktop document formats and 
where network engineers subsequently interpret 
the orders and translate them into hand-written 
command line interface (CLI) commands based 
on which vendors was deployed for a certain 
geographic area.

We will illustrate a two-layered data model 
approach using the YANG [2] language that can 
help overcome these underlying challenges. Split-
ting the management solution into a service layer 
and device layer is not new, but is a common pat-
tern in network management software. However, 
in most deployments these layers are character-
ized by the following:
•	The service layer is most often only described 

in an information-model, not a data model.
•	The device layer has various application 

program interfaces (APIs) and command 
line interfaces (CLIs). APIs are most often 
RPC-oriented.
These interfaces create a gap between the 

service instances and corresponding device-con-
figurations, a mapping from informal and often 
incomplete models to sets of CLI commands or 
operations to an RPC-based APIs.

Our suggested solution is characterized by the 
following:
•	Unified YANG data modeling for both ser-

vices and devices.
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•	Transformation from service models to 
device models.
The principle has been illustrated in previous 

work by Vallin et al. [3]. It provides the following 
benefits:
•	Using a data modeling language to express 

service-models introduces strict formalism.
•	A single data modeling language for device 

configuration removes hurdles around the 
variety of APIs and CLIs.

•	Applying the same data modeling language 
in both layers enables formal transforma-
tion and validation techniques.
This leads us to suggest a way forward by 

decomposing the problem and applying known 
solutions to the resulting sub-problems.

Applying Data Models
We are suggesting the introduction of two dis-
tinct layers of formal data models:
•	A service layer hosting the entities that rep-

resent the order-able services and their 
components.

•	A device layer representing the configuration 
of the participating network elements.
We suggest using the same data modeling lan-

guage in both layers, allowing for easy applica-
tion of data transformation. By opening up for 
the use of transformation, we can leverage well 
known technologies, allowing for conversion of 
a set of data values from the data format of a 
source data system into the data format of a des-
tination data system. Our system uses the YANG 
data modeling language for these purposes.

The application of data modeling languages 
provides a number of additional features that we 
can leverage in our system, including:

Correctness: The specification (data model) 
is the implementation. With traditional systems, 
there is always a significant risk that software 
developers misinterpret informal service specifi-
cations and implement them incorrectly.

Completeness: Model mapping specifies only 
how a service is created; the other operations 
are automatically generated by the system. With 
other systems, only a subset of the create, read, 
update, and delete (CRUD) operations are typ-
ically implemented completely. This leads to a 
need for manual configuration to complement 
the tasks supported by the system.

Service Agility: The northbound and 
southbound interfaces, as well as database 
schemas of the orchestration system, are auto-
matically derived from the data models. With 
other approaches, these are manual tasks that 
become increasingly complex as the number of 
services and device types grows.

The process of defining a new service type 
starts with asking these fundamental questions:
1.	What input parameters do we require when 

we create the service? That is, what are the 
parameters sent from a higher-level system 
such as an order management system or 
self-service portal?

2.	What is the resulting set of device configu-
rations to implement the service instance in 
the network?

3.	What does the mapping between the service 
parameters and the device configuration 
look like?

Informal and Formal Service Models: The answer to the first 
question above is captured in the service model. 
The first version of this model is normally an 
informal description of the data as an unordered 
list on paper. We use an IP VPN using MPLS 
transport as an example:
•	VPN name.
•	BGP AS number.
•	A list of end-points defined as:
	 –CE device, interface identifier, and IP 

address.
	 –PE device, interface identifier, and IP 

address.
In this first version we list the PE devices as 

input. However, if we make sure that our system 
knows about CE-to-PE links, then the PE devic-
es do not have to be identified in the input, but 
can be inferred from the topology. This serves to 
illustrate the power of model-driven systems: our 
system can handle both scenarios. The decision 
boils down to the question of how system bor-
ders are defined. In this example we use a model 
where explicit CEs and PEs will be used.

The next step is to transform the informal 
service model into a formal model expressed 
in the standardized YANG data modeling lan-
guage. This activity should be done with a team 
of stakeholders including the product defini-
tion owner, networking subject matter experts, 
and YANG experts. The steps involved include 
working through the informal service definition 
as exemplified above, expressing them using the 
YANG language and associated best practices. 
The exact details vary based on the requirements 
from the product definition owner, the nature of 
the systems that will operate on the data models, 
and any expectations on modularity and extensi-
bility of the models over time.

Device Models and Configurations: To answer the second 
question above: What are the resulting device 
configurations in the network corresponding to a 
service instance? This is defined by subject mat-
ter experts (in this case network engineers) who 

Listing 1. Service Model, Tree Representation.

module: l3vpn
   +--rw vpn
      +--rw l3vpn* [name]
         +--rw name        string
         +--rw endpoint* [id]
            +--rw id           string
            +--rw as-number    uint32
            +--rw ce
            |  +--rw device    -> /ncs:devices/
                                  device/name
            |  +--rw local
            |  |  +--rw interface-name?     string
            |  |  +--rw interface-number?   string
            |  |  +--rw ip-address?         inet:
                 ipv4-address
            |  +--rw link
            |     +--rw interface-name?     string
            |     +--rw interface-number?   string
            |     +--rw ip-address?         inet:
                 ipv4-address
            +--rw pe
               +--rw device    -> /ncs:devices/
                                  device/name
               +--rw link
                  +--rw interface-name?     string
                  +--rw interface-number?   string
                  +--rw ip-address?         inet:
                 ipv4-address
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have experience with manually configuring devic-
es to implement a VPN. Their contribution is the 
target configuration that should be the result of 
a service instance. This then is the input to the 
mapping process described below.

This step can be done either after or before 
informally defining the service model and its 
attributes. It might seem that device configura-
tions is too low-level of a concern during service 
implementation; it is not. Rather, it is the most 
important step, since it is required to make the 
service operational in the network. Customer 

expectations are not satisfied just because the 
service exists in the supporting systems, and bills 
are sent. The intent of the service must be con-
figured and activated in the network.

Data Model Mapping: The third step in the process of 
defining a new service type is to associate each 
attribute in the service model with the corre-
sponding location in the device models as the 
basis for our data model transformation. We 
refer to this as mapping the service model into 
device models. There are two ways to specify this 
mapping in our system:
•	Declarative templates: In many cases a 

straightforward template that maps service 
attributes one-to-one to device configura-
tion models is sufficient.

•	Programmatic data model mapping: In 
some cases algorithmic expressions are 
needed to map service attributes to device 
configuration models. In these cases a pro-
grammatic mapping approach can be used.
There is a fundamental difference between 

data model mapping and the traditional 
approaches using explicit procedures, workflows, 
device configuration templates, and other imper-
ative techniques. Data model mapping provides a 
single mapping describing how service configura-
tion data sets shall be transformed to the device 
configuration data sets. At run-time this can 
cover any operation, including instance modifica-
tions and deletion. Traditional techniques using 
workflows or CLI script templates, for example, 
have a fundamental limitation in that every pos-
sible operation on a data set needs an explicit 
definition. This is not true for data model map-
ping approaches.

An important question is whether to start 
with an informal service model and work our way 
down through a formal service model toward the 
device configuration (top-down), or start with the 
device configurations and work our way up to a 
service model (bottom-up). The preferred direc-
tion should be guided by the context at hand and 
take into account aspects such as, for example, 
requirements from systems consuming the ser-
vice models, and if it is at all possible to change 
the resulting configuration.

An Examples of YANG as the 
Data Modeling Language for IP MPLS VPN

This example describes the process of imple-
menting a VPN connectivity service in a net-
work comprising sets of PE routers running 
Cisco IOS-XR and CE routers running Cisco 
IOS. The process described typically requires a 
couple of working days for a network engineer. 
The service model consists of 90 lines of YANG 
and the service mapping template is 180 lines 
of XML. The result is a fully functional VPN 
provisioning system with service-aware north-
bound interfaces including REST, CLI, Web 
UI, and a database schema for internal use. 
It also includes southbound interface drivers 
toward the network elements. The system has 
automatically derived CRUD operations includ-
ing adding, updating, and removing end-points, 
changing BGP AS numbers while the service 
is running, and decommissioning of service 

Listing 2. YANG Service Model.

module l3vpn {

  namespace “http://example.com/l3vpn”;
  prefix l3vpn;

  import ietf-inet-types {
    prefix inet;
  }

  import tailf-ncs {
    prefix ncs;
  }

grouping endpoint-grouping {
    leaf interface-name {
      type string;
    }

    leaf interface-number {
      type string;
    }
    leaf ip-address {
      type inet:ipv4-address;
    }
  }

  container vpn {

    list l3vpn {
      description “Layer3 VPN”;

      key name;
      leaf name {
        type string;
      }

      list endpoint {
        key “id”;
        leaf id{
          type string;
        }

        leaf as-number {
          description “AS used within all VRF of the VPN”;
          mandatory true;
          type uint32;
        }
        container ce {
          leaf device {
            mandatory true;
            type leafref {
              path “/ncs:devices/ncs:device/ncs:name”;
            }
          }
          container local {
            uses endpoint-grouping;
          }
          container link {
            uses endpoint-grouping;
          }
        }

        container pe {
          leaf device {
            mandatory true;
            type leafref {
              path “/ncs:devices/ncs:device/ncs:name”;
            }
          }
          container link {
            uses endpoint-grouping;
          }
        }
      }
    }
  }
}
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instances with automatic clean-up of associated 
device configurations.

In this example we will work top-down, start-
ing with the service model for the VPN and map-
ping the service parameters to a known set of 
configuration parameters in the devices. This is 
then the input data for our transform.

Service Model: The VPN service attributes 
according to our informal description is struc-
tured as a list of the entries, each with the follow-
ing content:
•	VPN name (the list key)
•	A list of VPN end-points each with the fol-

lowing structure:
	 –Endpoint identifier (list key)
	 –BGP AS number
	 –Parameters related to a CE device:
		 * CE device identifier
		 * Customer interface identifier
		 * Customer IP address
		 * Uplink interface identifier
		 * Uplink IP address
	 –Parameters related to a PE device:

		 * PE device identifier
		 * Downlink interface identifier
		 * Downlink IP address

Listing 1 shows the formal structure of the 
YANG service data model based on the tree-out-
put from the pyang compiler; Listing 2 shows the 
full YANG module.

Device Configuration: We start by looking at 
the configuration in the CE router related to the 
IP VPN service instance in a network. Listing 
3 is the subset of the CE-configuration; Listing 
4 is the subset of the PE-configuration directly 
related to the IP VPN. The highlighted strings 
are all data that will be referenced from the ser-
vice instances. This gives us all the output data 
required in the next step, where we map the 
service structure into applicable locations in the 
resulting device configuration according to the 
above. 

Service Mapping: The next step is to define 
the mapping of service attributes to device con-
figuration parameters. This example will use 
the declarative template model for the map-
ping. Our system uses an XML-based templat-
ing language to represent the output structure. 
Listing 5 and Listing 6 are the example XML 

Listing 4. PE configuration.

Listing 3. CE configuration.

interface GigabitEthernet0/2
 description Link to PE
 ip address 10.1.1.1 255.255.255.252
exit
interface GigabitEthernet0/9
 description Local network
 ip address 192.168.0.1 255.255.255.0
exit
router bgp 65001
 neighbor 10.1.1.2 remote-as 100
 neighbor 10.1.1.2 activate
 redistribute connected

vrf volvo
 address-family ipv4 unicast
  import route-target
   65001:1
  exit
  export route-target
   65001:1
  exit
 exit
exit
interface GigabitEthernet 0/0/0/1
 description link to CE
 ipv4 address 10.1.1.2 255.255.255.252
 vrf volvo
exit
router bgp 100
 vrf volvo
  rd 65001:1
  address-family ipv4 unicast
  exit
  neighbor 10.1.1.1
   remote-as 65001
   address-family ipv4 unicast
    as-override
   exit
  exit
 exit
exit

Listing 5. CE XML mapping template. 

<!-- CE template for Cisco IOS routers -->
<name>{/endpoint/ce/device}</name>
<config tags=”merge”>
  <interface xmlns=”urn:ios”>
    <GigabitEthernet tags=”nocreate”>
      <name>{link/interface-number}</name>
      <description tags=”merge”>Link to PE</description>
      <ip tags=”merge”>
        <address>
          <primary>
            <address>{ip-address}</address>
            <mask>255.255.255.252</mask>
          </primary>
        </address>
      </ip>
    </GigabitEthernet>
    <GigabitEthernet tags=”nocreate”>
      <name>{local/interface-number}</name>
      <description tags=”merge”>Local network</description>
      <ip tags=”merge”>
        <address>
          <primary>
            <address>{ip-address}</address>
            <mask>255.255.255.0</mask>
          </primary>
        </address>
      </ip>
    </GigabitEthernet>
  </interface>
  <router xmlns=”urn:ios”>
    <bgp>
      <as-no>{../as-number}</as-no>
      <neighbor>
        <id>{pe/link/ip-address}</id>
        <remote-as>100</remote-as>
        <activate/>
      </neighbor>
      <redistribute>
        <connected>
        </connected>
      </redistribute>
    </bgp>
  </router>
</config>
</device>
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templates for the CE-devices and PE-devices, 
respectively, and the highlighted syntax are ref-
erences into the service model using XPath [4] 
expressions.

The XPath expressions in the highlighted 
strings use relative and absolute paths to ref-
erence parts of the service model. When an 

instance of the service is configured, our system 
transforms the service instance data by resolving 
the paths in the device templates in the context 
of the service instance data. This process produc-
es a set of output data in a device-structure for-
mat. This can then be transformed into ordered 
sequences of commands or operations, depend-
ing on the nature of the protocol used toward 
the devices.

The transformation context also provides 
some additional data, including for example the 
device identifier captured in the device element, 
and the per-device namespace that is used to 
match on which subset of the template to apply. 
This allows us to have a single XML template 
defining the output data structures for many ven-
dors and OS versions at the same time.

Conclusion
We have illustrated that a two-layered approach 
using the YANG data modeling language in 
both the service layer and device layer can help 
overcome current challenges to deploying ser-
vice configurations in networks. The use of data 
modeling languages allows for application of 
declarative transformation technologies to the 
decomposition step between the service layer 
and device layer. This significantly reduces the 
complexity in the integration layer between the 
two, allowing for rapid development of services 
over time.

We have shown this using an example consist-
ing of a simple IP MPLS VPN service data model 
and how it is applied to CE and PE routers run-
ning Cisco IOS and IOS-XR. The declarative 
decomposition is expressed using an XML-based 
device template language using XPath to refer-
ence values in service instances.
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Listing 6. PE XML mapping template.

<!-- PE template for Cisco IOS-XR routers -->
  <vrf xmlns=”http://tail-f.com/ned/cisco-ios-xr”>
    <vrf-list>
      <name>{string(/name)}</name>
      <address-family>
        <ipv4>
          <unicast>
            <import>
              <route-target>
                <address-list>
                  <name>{../as-number}:1</name>
                </address-list>
              </route-target>
            </import>
            <export>
              <route-target>
                <address-list>
                  <name>{../as-number}:1</name>
                </address-list>
              </route-target>
            </export>
          </unicast>
        </ipv4>
      </address-family>
    </vrf-list>
  </vrf>
  <interface xmlns=”http://tail-f.com/ned/cisco-ios-
      xr” tags=”nocreate”>
    <GigabitEthernet>
      <id>{link/interface-number}</id>
      <description tags=”merge”>link to CE</description>
      <ipv4 tags=”merge”>
        <address>
          <ip>{ip-address</ip>
          <mask>255.255.255.252</mask>
        </address>
      </ipv4>
      <vrf tags=”merge”>{string(/name)}</vrf>
    </GigabitEthernet>
  </interface>
  <router xmlns=”http://tail-f.com/ned/cisco-ios-xr”
       tags=”merge”>
    <bgp>
      <bgp-no-instance>
        <id>100</id>
        <vrf tags=”merge”>
          <name>{string(/name)}</name>
          <rd>{../as-number}:1</rd>
          <address-family>
            <ipv4>
              <unicast>
              </unicast>
            </ipv4>
          </address-family>
          <neighbor>
            <id>{../ce/link/ip-address}</id>
            <remote-as>{../../as-number}</remote-as>
            <address-family>
              <ipv4>
                <unicast>
                  <as-override>
                  </as-override>
                </unicast>
              </ipv4>
            </address-family>
          </neighbor>
        </vrf>
      </bgp-no-instance>
    </bgp>
  </router>
</config>
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