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In this month’s column, I would like to 
focus on ComSoc’s strategy and goals for 
the next few years. IEEE and the Com-

munications Society hold retreats every 
January to identify issues we need to under-
stand and resolve in the next year or several 
years. The Board then tasks the respective 
Strategic Planning Committees to develop 
strategies and actionable plans to address 
these issues. During the ComSoc Manage-
ment Retreat, the first stage of this process 
was completed and turned over to the 2016-
17 ComSoc Strategic Planning Committee 
headed by Roberto de Marca.

J. Roberto de Marca was a Fulbright 
Scholar at the University of Southern Cal-
ifornia, where he earned a Ph.D. in Elec-
trical Engineering. He was the 2014 IEEE 
President and CEO. He was also the 2000-
2001 President of the IEEE Communica-
tions Society and the founding President of 
the Brazilian Telecommunications Society. 
Roberto is an IEEE Fellow and a full mem-
ber of both the Brazilian Academy of Sci-
ences and Brazilian National Academy of 
Engineering.  He has extensive internation-
al experience, having held visiting appoint-
ments in several organizations, including 
AT&T Bell Laboratories, NEC Research 
Labs Europe, Politectnico di Torino, Italy, 
and Hong Kong University of Science and 
Technology. Roberto is currently the Chair 
of the Communications Society’s Strategic 
Planning Committee and has prepared this 
column to share his insights.

The IEEE Communications Society has been the pre-
mier technical organization serving the communication 
professional community for several decades. As with any 
other successful enterprise, it faces big challenges to con-
tinue ahead of the competition in the future pursuing its 
vision of being the organization of choice for communi-
cations and related professionals throughout the world. 
Our world has been changing at a very fast pace, and so 
has technology. These changes in global society behavior 
have been mostly due to the successes of the communica-
tions engineering community, with the continued evolu-
tion of Internet services associated with and leveraged by 
the constant development of wireless technology, resulting 
in the availability of a true powerful personal computer 
(cellular terminal) available to the majority of the world 
population. However, the enormous success of the work 
of our community also creates many challenges for Com-
Soc. In 2012, the ComSoc leadership developed a report 
titled “ComSoc 2020” that outlined these challenges that 
still remain valid for the next five, 10, and 15 years, but if 
anything, have become more demanding. Here is a quote 

from that report. “As we face the next 
decade we need to understand the shift 
that will progressively empower communi-
ties of individuals. ComSoc has to become 
a community of communities whose exis-
tence “half-life” will vary considerably and 
will relate more and more to their effec-
tiveness in meeting community needs. As 
the paradigm shifts from technology to 
market to social/society, we are adding 
value like a pyramid. The value of technol-
ogy that entails is not lost because the per-
ception and need has moved to market. … 
They will simply be taken for granted and 
ComSoc shall not abandon its core values 
but rather it should add on to these.” This 
report went on to propose Goals for 2020, 
and it is worthwhile for the sequel to list 
some of these goals: 

•Launch a neutral peer-reviewed yearly 
document on technology evolution and its 
potential implications on the market and 
human society.

•Promote through its conferences and 
publications a view of technology within the 
broader context of market forces/services 
and human society.

•Become the organization that policy 
makers will turn to for an understanding of 
technology and its evolution.

•Move quickly toward supporting a gen-
eration of freelance professionals.

•Feature a flexible structure able to 
respond quickly, and even anticipate the 

dynamics of markets and societies as the pace of evolution 
will quicken.

It turns out these goals are very much aligned with the 
results of the strategic effort developed in 2014-2015 by our 
parent organization, IEEE, and which resulted in the fol-
lowing goals and actions for the period 2015–2020:

•Expand and enable nimble, flexible, disband-able com-
munities to help individuals from around the world to share, 
collaborate, network, debate, and engage with one another.

•Provide technically vital forums for the discussion, 
development, and dissemination of authoritative knowledge 
related to traditional technology while focusing on better 
serving the professionals working on emerging and disruptive 
technologies.

•Provide more opportunities, products, and services 
aimed at increasing IEEE’s value to professionals working 
in industry, particularly young professionals and entrepre-
neurs.

•Leverage IEEE’s technology related insight to provide 
governments, NGOs, and other organizations and the pub-
lic with innovative, practical recommendations to address 
public policy issues.

Harvey Freeman

ComSoc Preparing for the Future

J. Roberto de Marca
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•Lead humanitarian efforts around the world to use 
technology to solve the world’s most challenging problems.

Combining these sets of goals, there is a clear view how 
the Society has to evolve in the next 10 years. It has to 
develop activities, products, and services that are consid-
ered relevant by communities of professionals that will have 
broad scope and dynamically changing interests, and that 
will have available a plethora of social media platforms con-
stantly available for information digging and professional 
collaboration. This overarching goal is, of course, easier said 
than done. There are many difficult hurdles and uncertain-
ties in every direction and in every piece of the overall chal-
lenge. If we consider Publications, for example, there are 
several questions that need to be answered. Will it be possi-
ble to continue to package and sell information in the way it 
is done today? If not, ComSoc’s business model will need a 
dramatic change. How will the information be vetted? Will 
peer review (partially) change its nature? Is there a role for 
crowd sourcing? Can new results correspond to new ver-
sions of an “evolving article?” Are commenters becoming 
“authors” of a new (improved) version of the article? Will 
ComSoc be able to offer industry professionals the knowl-
edge they need (and demand) to solve problems? How can 
we produce and disseminate this information?

Conferences also seem to require changes in format 
to remain attractive in the future. Actually, there are new 
styles of convening professionals being used very successful-
ly. One example is the South by Southwest conference held 
each year in Austin, Texas, USA. The program of this event 
includes a broad spectrum of topics and speakers, and the 
content seems to be less attractive than who is giving the 
talk. For young professionals, social media appears to drive 
the face-to-face networking. Can we leverage this trend? 
What will be the role of on-line conferences and what for-
mat will they take.

The ComSoc leadership met on January 16-17 to wrestle 
in a retreat setting with these and other topics related to 
the future of ComSoc. One of the current acute problems 
for ComSoc is the significant decrease in its membership in 
the past few years despite the growth of professionals world-
wide that develop activities in some way related to commu-
nications. It seems clear that the Society must provide more 
value to its members. The key question is what to offer. 
There is a perception, which is also valid for all of IEEE, 
that ComSoc serves reasonably well the members that work 
in academia, but does not do a similar good job for indus-
try professionals (“practitioners”), in particular the young 
generation working in the services industry. It is important 
to understand from the employers what kind of products/
services they will find of value to their employees, and in 
some cases would even allow them to spend time helping to 
develop their content. Answers to this question are not eas-
ily obtained because often industry leaders themselves do 
not know the answer, but it is essential to work closely with 
them to implement successful products. Often the notion of 

a corporate package that could include bulk membership is 
mentioned as a desirable offering, particularly outside the 
USA, but again the definition of the services included in the 
package is far from being clear.

Some offerings discussed as very good candidates for 
implementation came from another internal ComSoc doc-
ument, “SPC Business Plans”, developed by the 2014-2015 
ComSoc Strategic Planning Committee, chaired by Past 
President Byeong Gi Li. This document states: “To date, 
ComSoc has not done enough to capture the shift of the 
market from the classic telecommunications industry to 
Internet companies and processing infrastructures. Also, we 
have not paid enough attention to the pervasiveness of tele-
communications that has entered into many vertical sectors. 
Many non-communications people in different sectors have 
joined the enlarged ICT world”. Then it went on to propose 
the creation of ComSoc’s One-stop ICT Service System that 
would contain a Knowledge Base in ICT that could be used 
for both industry professionals and academics. Another 
proposal coming from this report is the creation of a user 
friendly Education Portal that would provide access to a 
world class Training and Professional Education program, 
addressed primarily to ComSoc members, which provides 
high quality instruction, at reasonable cost, and with easy 
access, to address the career needs of industry professionals 
in communications and related fields. Education has always 
been a challenging area for ComSoc, but it is also felt that 
successful products in this area can go a long way to attract 
new members, and also provide much needed services to 
young and mid-career industry professionals.

One most important factor for ComSoc staying rele-
vant is to make sure that it continues to attract the thought 
leaders in the emerging trends and technologies related 
to its field. Accordingly, ComSoc is now leading activities 
within IEEE in 5G wireless technology, Internet of Things, 
Software Defined Networks, and Green ICT. These efforts 
should lead to new publications, conferences, and portals 
that should attract more members and volunteers and, as a 
consequence, bring additional revenue to sustain the Soci-
ety’s activities.

Last month’s Management Retreat also dealt with chang-
es in the ComSoc organization that would facilitate success-
fully addressing the challenges described. These changes 
should be implemented as soon as possible, most likely this 
June.

As can be seen, there is much work to be done in 2016 
and 2017 to guarantee a bright future for the Society. One 
essential component of this success is to continue to attract 
top-notch volunteers and keep them engaged in developing 
high quality new products and services. Developing a struc-
ture that will keep these volunteers motivated, in particular 
the young volunteers, becomes an important strategic ele-
ment for the Society.

We welcome suggestions and comments from our read-
ers on how ComSoc should look in 2025.
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2016

F E B R U A R Y

IEEE BHI 2016 — IEEE Int’l. Conference 
on Biomedical and Health Informatics, 
24–27 Feb.
Las Vegas, NV
http://bhi.embs.org/2016/

M A R C H

DRCN 2016 — 12th Int’l. Workshop on 
Design of Reliable Communication Net-
works, 14–17 Mar.
Paris, France
https://drcn2016.lip6.fr/

ICBDSC 2016 — 3rd MEC Int’l. Conference 
on Big Data and Smart City, 15–16 Mar.
Muscat, Oman
http://www.mec.edu.om/conf2016/index.html

OFC 2016 — Optical Fiber Conference, 
20–24 Mar.
Anaheim, CA
http://www.ofcconference.org/en-us/home/

IEEE ISPLC 2016 — 2016 IEEE Int’l.Sym-
posium on Power Line Communications 
and Its Applications, 21–23 Mar.
Bottrop, Germany
http://www.ieee-isplc.org/

IEEE CogSIMA 2016 — IEEE Int’l. 
Multi-Disciplinary Conference on Cogni-
tive Methods in Situation Awareness and 
Decision Support, 21–25 Mar.
San Diego, CA
http://www.cogsima2016.org/

WD 2016 — Wireless Days 2016, 23–25 Mar.
Toulouse, France
http://wd2015.sciencesconf.org/

A P R I L

IEEE WCNC 2016 — IEEE Wireless Com-
munications and Networking Confer-
ence, 3–6 Apr.

Doha, Qatar
http://wcnc2016.ieee-wcnc.org/

IEEE INFOCOM 2016 — IEEE Int’l. Con-
ference on Computer Communications, 
10–15 Apr.
San Francisco, CA
http://infocom2016.ieee-infocom.org/

WTS 2016 — Wireless Telecommunica-
tions Symposium, 18–20 Apr.
London, U.K.
http://www.cpp.edu/~wtsi/

IEEE/IFIP NOMS 2016 — IEEE/IFIP Net-
work Operations and Management Sym-
posium, 25–29 Apr.
Istanbul, Turkey
http://noms2016.ieee-noms.org/

M A Y

IEEE CQR 2016 — IEEE Int’l. Commu-
nications Quality and Reliability Work-
shop, 9–12 May
Stevenson, WA
http://www.ieee-cqr.org/

ONDM 2016 — Int’l. Conference on Optical 
Network Design and Modeling, 9–12 May
Cartagena, Spain
http://ondm2016.upct.es/index.php

IEEE CTW 2016 — IEEE Communication 
Theory Workshop, 15–18 May
Nafplio, Greece
http://www.ieee-ctw.org/

ICT 2016 — Int’l. Conference on Tele-
communications, 16–18 May
Thessaloniki, Greece
http://ict-2016.org/

IEEE ICC 2016 — IEEE International 
Conference on Communications, 23–27 
May
Kuala Lampur, Malaysia
http://icc2016.ieee-icc.org/

J U N E

IEEE BlackSeaCom 2016 — 4th Int’l. 
Black Sea Conference on Communica-

tions and Networking, 6–9 June
Varna, Bulgaria
http://www.ieee-blackseacom.org/

IEEE NETSOFT — IEEE Conference on 
Network Softwarization, 6–10 June
Seoul, Korea
http://sites.ieee.org/netsoft/

IEEE LANMAN 2016 — 22nd IEEE Work-
shop on Local & Metropolitan Area Net-
works, 13–15 June
Rome, Italy
http://www.ieee-lanman.org/

IEEE HPSR 2016 — IEEE 17th Int’l. Con-
ference on High Performance Switching 
and Routing, 14–17 June
Yokohama, Japan
http://www.ieee-hpsr.org/

IEEE IWQOS — IEEE Int’l. Symposium 
on Quality and Service, 20–21 June
Beijing, China
http://www.dongliangxie.com/

MED-HOC-NET — Mediterranean Ad 
Hoc Networking Workshop, 20–22 June
Vilanova I la Geltru, Spain
http://craax.upc.edu/medhocnet2016/

EUCNC 2016 — European Conference 
on Networks and Communications, 
27–30 June
Athens, Greece
http://eucnc.eu/

IEEE ISCC — Int’l. Symposium on Com-
puters and Communications, 26–30 June
Messina, Italy
http://iscc2016.unime.it/

J U L Y

ICUFN 2016 — Int’l. Conference on 
Ubiquitous and Future Networks, 5–8 
July
Vienna, Austria
http://www.icufn.org/main/

IEEE ICME 2016 — IEEE Int’l. Conference 
on Multimedia and Expo, 11–15 July
Seattle, WA
http://www.icme2016.org/

–Communications Society portfolio events appear in bold colored print. 
–Communications Society technically co-sponsored conferences appear in black italic print. 
–Individuals with information about upcoming conferences, Calls for Papers, meeting announcements, and meeting reports should send this information to: IEEE Communications 
Society, 3 Park Avenue, 17th Floor, New York, NY 10016; e-mail: p.oneill@comsoc.org; fax: + (212) 705-8996. Items submitted for publication will be included on a space-available basis.
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The EU-XCEL European Virtual Accelarator is an EU-Horizon 
2020 funded project and part of the Startup Europe Innitiative. 
The project is coordinated by University College Cork (UCC), 
Ireland, with project partners including the Strascheg Center for 
Entrepreneurship from Munich University of Applied Scienc-
es (MUAS), InQbator from Poznan Science & Technology Park 
(PSTP), DTU Skylab from Technical University of Denmark (DTU), 
Athens University of Economics and Business (AUEB), and the 
Cloud Incubator Hub from Universidad Politecnica de Cartagena 
(UPCT). 

On April 15th the EU-XCEL European Virtual Accelerator 
launched a European-wide recruitment campaign to seek out 
talented aspiring entrepreneurs in the field of information and 
communication technology (ICT). The targets were young tech 
entrepreneurs, between the ages of 18 and 25, who graduated 
between 2010 and 2014, primarily from technology backgrounds 
with an entrepreneurial idea ready for development. The main 
areas of interest are Internet of Things, Health Informatics, Big 
Data, ICT for Development, Predictive Analysis, and E-/M-Com-
merce.

Out of a total of 600 applicants, 300 successful applicants 
from across Europe have the opportunity of participating in the 
project alongside some of their most promising and talented 
competitors in intensive, specially designed entrepreneurship 
training and mentoring programs over four months. 

The EU-XCEL Virtual Accelerator includes a one week free 

intensive training program named “Start-up Scrum” in one of the 
six participating countries between May and July, 2015. When 
the applicants applied for a place in the project, they did not 
choose the Start-up Scrum they wanted to join. They only indicat-
ed their preferences according to the dates, but without knowing 
the country. Applicants who were chosen in the selection phase 
were assigned to a Start-up Scrum by the organization. One of 
the guidelines that was taken into account to allocate participants 
to scrums has been the internationalization. As a result, each 
scrum was attended by entrepreneurs from about nine different 
nationalities.

In Spain, the EU-XCEL summer scrum took place the first week 
of July at the Universidad Politécnica de Cartagena. During this 
week different activities, masterclasses, and events were sched-
uled as part of the intensive training of the entrepreneurs.

The first day was focused on ice-breaker and open-mind-
ed activities. Participants attended an interesting talk about the 
Internet of Things, and participated in a creative activity (creating 
innovative desserts) to apply cooperative design techniques. 
Another talk, “How to pitch yourself in a couple of minutes,” 
was scheduled to help entrepreneurs present themselves and 
their ideas.

On the second day, after exposing the criteria for team forma-
tion, entrepreneurs were ready to establish their teams and start 
work on their ideas. Market research and prototyping are essential 
to building a successful start-up. Throughout the day different 
activities were scheduled for training in these areas. 

The third day was focused on the presentation of the business 
model canvas, a strategic management and entrepreneurial tool. 
Participants used it develop business models during the Scrum.

Although each group was created during the Scrum, the 
groups did not vanish at the end of the week. Each group will 
continue working remotely during a four-month period. EU-XCEL 
offers access to online technical and business development sup-
port to help teams further develop and refine their start-up idea. 

The online platform includes a community 
forum, training content and resources, vir-
tual technical support and mentoring, and 
virtual business development support and 
mentoring.

For that reason, on the fourth day 
special attention was paid to training on 
international teams and virtual workspac-
es. However, the use of an appropriate 
online platform is not enough. When peo-
ple from different countries work togeth-
er, different aspects must be considered, 
some of them related to communication 
among participants (different communica-
tion styles between cultures, different time 
zones, etc.), but also other related to legal 
aspects when an enterprise is going to be 
created, for example, in which country is 
it better to register the enterprise. Teams 
were advised and trained about how to 
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(Continued on Newsletter page 4)

“Start-up Scrum” Spain: EU-XCEL 
European Virtual Accelerator
By Pilar Manzanares-López, Josemaría Malgosa-Sanahuja, and 
Juan Pedro Muñoz Gea, Spain

The fifth start-up scrum for 2015 took place in Cartagena, Spain July 6–10. Forty young entrepreneurs from all over Europe were 
hosted at the Universidad Politécnica de Cartagena (UPCT).

REGIONAL REPORT
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The IEEE Communication Society, the IEEE Ottawa Section, and 
the IEEE Ottawa ComSoc/CESoc/BTS Joint Chapter joined forces 
to sponsor and organize the IFIP/IEEE International Symposium on 
Integrated Network Management 2015 (IM 2015) on 11-15 May 
at the Shaw Centre, located on the scenic banks of the Rideau 
Canal in the cultural center of Ottawa, Canada’s beautiful capital 
city. As a core national high-technology and R&D center, Ottawa 
is an ideal setting for this conference. There are more than 1,800 
companies in the area working in software, photonics, defense & 
security, and more. It also offers many historical and cultural sites, 
including Canadian Parliament buildings, the Canadian Museum of 
History, and the National Gallery of Canada, among others.

IM 2015 attracted and brought together many of the world’s 
industry leaders, scientists, academics, engineering professionals, 
and students from around the world. The theme of the IM 2015 
conference, “Integrated Management in the Age of Big Data,” 
aimed at capturing the new management challenges and oppor-
tunities offered by Big Data, and examined the potential of Big 
Data to improve the quality of management in a number of areas, 
including network management, service management, and busi-
ness management, as well as in management approaches and 
methodologies. The emergence of network virtualized function 
also creates a great opportunity for traditional network manage-
ment, and the instrumentation when the hardware is generic. In 
this perspective, the conference program featured:

•Six keynote presentations presented by top industry and aca-
demic leaders who shared their visions and experiences, and 
challenged us in exciting new ways. The engaging keynote talks 
were: “Practical meets Transformational Aspirations” by Ibrahim 
Gedeon (TELUS, Canada); “Big Data in Science: The Good, The 
Bad, and The Ugly” by Joseph L. Hellerstein (University of Wash-
ington, USA); “Data Science: The Analytics of Big Data” by José 
M. F. Moura (Carnegie Mellon University, USA); “Harnessing a 
Petabyte: Opportunities and Challenges for Next Generation Ultra-
Scale Data Platforms” by Richard J. Friedrich (Hewlett-Packard 
Laboratories, USA); “From Software-Defined Infrastructures to 
Smart City Platforms” by Alberto Leon-Garcia (University of Toron-
to, Canada); and “Micro Cloud: Moving Computing to Data to 
Deal with Data Management and Security Issues for Enterprise 
Clouds” by Dinesh C. Verman (IBM T.J. Watson, USA).

•Four panel sessions, featuring recognized experts sharing 
exciting and often controversial viewpoints on hot new topics of 
importance to our community. The topics covered included: big 
data analytics, cloud infrastructures, data centers, software-defined 
networking, virtualization, Internet-of-Things, smart cities, future 
Internet, content delivery, self-management, and security.

•Fourteen technical paper sessions and eight mini-confer-
ence sessions. The selected papers presented the latest research 
advances in the field. The conference had 206 technical paper 
submissions from all over the world, including Africa, Asia, Europe, 
North America, and South America. All submitted papers under-
went a rigorous review process with at least three reviews for 
every paper and a rebuttal phase. The review process concluded 
with 56 papers accepted for the main technical track, with a com-
petitive acceptance rate of 27 percent. Due to the high quality of 
the submitted papers, many good papers could not be selected 
for this track. The 36 best papers were selected for the eight 
mini-conference tracks. 

•The program of IM 2015 also offered four experience paper 
sessions, 20 selected papers presenting lessons learned from 
developing and deploying management solutions. 

•Four poster sessions (52 posters) that enabled one-on-one 
interactions between authors and attendees.

•Three demonstration sessions with 18 demos showcased 
research prototypes and research demonstration systems.

•Two dissertation sessions (eight papers), recognizing the best 
doctoral theses from among the best and brightest of our next 
generation.

•Workshops, with a specialized focus on the latest break-
throughs in information and communications technology manage-
ment in an environment that encourages discussion and debate. 
There were 67 workshop paper submissions.

•Tutorials, offering educational material to keep up with new 
and emerging topics essential to today’s engineering and technol-
ogy environment.

•Industry exhibits, where major vendors and service providers 
displayed their latest products and services, including conference 
patrons.

•A young professional session, providing a forum for the IEEE 
Graduates of the Last Decade (GOLD) program to address career 
and other professional development needs for recent graduates.

In addition to the technical program, several Committee and 
Board meetings were held during the IM 2015, including the 
TNSM Editorial Board meeting; the CNOM/IFIP WG6.6 committee 
meeting; the IJNM Editorial Board meeting; the NOMS/IM Steer-
ing Committee meeting; the NOMS 2016 TPC/OC committee 
meeting; and the IRTF NMRG committee meeting.

The IM’15 Organizing Committee of dedicated and outstand-
ing volunteers achieved their goal to make IM 2015 a successful 
event, and made the attendees’ participation in IM 2015 one of 
their most valuable and memorable experiences from both pro-
fessional and personal perspectives. 

Our valued patrons also made the conference a success due 
to their contributions: TELUS (Diamond Patron), Algonquin Col-
lege, Juniper Networks, and Huawei (Gold Patrons); the University 
of Ottawa, Carleton University, Ciena, Nakina Systems, IEEE SDN, 
and IEEE Big Data (Silver Patrons); openNMS (Bronze Patron); 
and Ottawa Tourism and CENGN (Supporters). 

For more details on IM 2015, visit: http://im2015.ieee-im.
org/. 

IM 2015 in Ottawa Focused on Integrated 
Management in the Age of Big Data
By Wahab Almuhtadi, Chair of the IEEE Ottawa ComSoc/CESoc/
BTS Joint Chapter, Canada

CONFERENCE REPORT
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The 2015 International Conference on Advanced Technol-
ogies for Communications (ATC2015) was held in Ho Chi 
Minh City October 14-16, 2015. The conference was jointly 
organized by the IEEE Communications Society, the Radio-Elec-
tronics Association of Vietnam (REV), and Ho Chi Minh City 
University of Technology. The main theme of the conference 
was Technology Integrating Antennas and Radio Frequency 
Integrated Circuits. The Technical Program Committee (TPC) 
of the Conference accepted 129 papers, including 100 oral 
presentations and 29 poster presentation. All papers will be 
indexed by IEEEXplore. 

ATC2015 attracted more than 250 scientists and researchers 
from 30 different countries around the world to discuss the latest 
advanced technologies in electronics and communications. The 
technical sessions of the conference were focused on various 
topics, including antennas and propagation, microwave engineer-
ing, communications, signal processing, biomedical engineering, 
networks, IC and electronics design. 

One of the important successful events at ATC2015 was the 
presence of the world leading keynote speakers. Three keynote 
speakers presented innovative technologies in wireless commu-
nications.

First, at the opening day ceremony, Prof. Constantine A. Bal-
anis, Regent’s Professor at Arizona State University, USA, deliv-
ered the speech, entitled “Smart Antenna: Technology Integrating 
Antennas, DSP, Communications and Networks.” Prof. Balanis’s 
speech garnered special attention from more than 250 delegates. 

During the beginning sessions of the second day, Prof. Cam 
Nguyen, Texas Instruments Endowed Professor at Texas A&M Uni-
versity, USA, presented the hot topics related to “Radio Frequency 
Integrated Circuits: the Backbone of Modern Wireless Communi-
cations, Radar and Sensing.”

It was followed by the keynote speech, “Wireless Powered 
Communication Systems: Overview, Recent Results and Challeng-
es,” by Prof. Robert Schober, Chair of Digital Communications, 
Alexander von Humboldt Professor at Friedrich-Alexander Universi-
ty of Erlangen-Nuremberg, Germany.

In addition, sessions on various topics were presented during 
the three days of the conference. A total of 129 papers were 
accepted to be presented at the conference out of 220 sub-
mitted papers, yielding an acceptance rate of 58 percent. More 
importantly, the Technical Committee chose two excellent papers 
to receive the best paper awards.

In addition to regular sessions, ATC2015 also featured a 
special session on “Computational Science and Computational 
Intelligence,” and two tutorial sessions: “Small Cells for 5G: 
Fundamentals and Recent Theory” by Prof. Tony Q. S. Quek, 
Singapore University of Technology and Design, Singapore; and 
“Radar System Engineering” by Dr. Lee Kar Heng, Chief, TBSS 

Group, Singapore. During the con-
ference, the conference organizer 
cooperated with the National Insti-
tute of Information and Communi-
cations Technology (NICT), Japan, 
to hold aworkshop on Revolution 
and Evolution of Photonic Technol-
ogies.

ATC2015 presented great oppor-
tunities for long-term and sus-
tainability collaborations between 
scientists in Vietnam and other 
countries. The next conference is 
scheduled for 2016 in Ha Noi, Viet 
Nam. 

Highlights of the International 
Conference on Advanced Technologies 
for Communication (ATC 2015)
Ho Chi Minh City, Vietnam, October 2015
By Ha Hoang Kha, HCMUT, Viet Nam
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Opening ceremony.

Prof. Constantine A. Balanis and Prof. Cam Nguyen talking during a keynote speech.

A technical session.

Conferring the best paper awards.

CONFERENCE REPORT
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Start-up Scrum/Continued from page 1

identify and solve all these details. Finally, each group had to 
develop an organization plan and action plan that covers the fol-
lowing 12 weeks.

The last day was “Pitching Day.” Forty-five entrepreneurs pre-
sented their start-ups, covering not only the “idea” but also all 
the sides trained during the Scrum: the team, the market, and of 
course, the competition.

The selection of the best participating teams will have the 
opportunity to compete in the EU-XCEL Ultimate Challenge Final 
on 2–3 November 2015 in Cork, Ireland, where they will pitch 
to and connect with some of Europe’s leading venture capitalists, 
angel investors, and successful tech entrepreneurs. 

®
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The Harbin ComSoc Chapter held their annual meeting at 
the Communication Research Center at the Harbin Institute of 
Technology on Sept. 28, 2015. The meeting was chaired by Prof. 
Weixiao Meng, the Chair of the Harbin ComSoc Chapter, with the 
main purpose to promote the IEEE Communications Society to 
the faculty members and students.

Prof. Meng gave an opening speech with a brief introduc-
tion of the Harbin ComSoc Chapter and an overview of the 
organization of IEEE. Prof. Meng also highlighted the technical 

lectures of visiting scholars and several interesting self-de-
signed logos and souvenirs. He also introduced the member-
ship of IEEE and the flagship conferences sponsored by the 
IEEE Communications Society to raise awareness among the 
young students, who are keen on doing research and devel-
opment. 

Following the opening speech, Dr. Shuai Han, the Secretary 
of the Harbin ComSoc Chapter, gave a presentation on “Confer-
ence Paper versus Journal Paper.” This topic described the newly 
published statement of IEEE, which helped the students to have 
a better understanding of how to use the reference materials that 
were already published via other conference(s) as a reference for 
their journal paper submission. This topic has captured the inter-
ests of the students when preparing their research papers. 

After the presentation, the participants celebrated the Mid-Au-
tumn Festival, which is a traditional festival celebrated by the 

Chinese. Romantically speaking, the 
festival is to commemorate Chang E, 
who in order to protect her beloved 
husband’s elixir, ate it herself and 
flew to the moon. There are many 
other legends and stories related to 
this grand festival. 

The Chapter organized several 
interesting activities during the cele-
bration, such as guessing lantern rid-
dles. Participants enjoyed sharing and 
eating the mooncakes, and the meet-
ing was ended with the sound of joy. 

2015 IEEE Harbin Communications 
Society Chapter Annual Meeting
By Weixiao Meng, Chair of Harbin ComSoc Chapter, China

Participants at the 2015 IEEE Harbin Communications Society Chapter annual meeting.

CHAPTER REPORT
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In December 2015, the ComSoc Board of Governors 
approved a revision of ComSoc Constitution. The IEEE 
approved the revision in December 2015, and ComSoc Mem-
bership approval is currently pending.

The main changes in this revision can be summarized as 
follows:

•Alignment with IEEE governing documents.
•Alignment with ComSoc Bylaws, which were also revised 

in December 2015 (see this issue page 17).

•Various clarifications and language improvements.
The revised Constitution and the previous one can be found 

here: 
http://www.comsoc.org/about/documents/constitution
Objections to proposed changes must be emailed to Susan 

Brooks, ComSoc Executive Director, at s.m.brooks@comsoc. 
org by 15 April 2016.

Newly Approved Amendments to the IEEE ComSoc Constitution

Table of Contents – Articles

1.	 Name, Purposes and Scope

2.	 Bylaws

3.	 Policies and Procedures

4.	 Membership

5.	 Organization

6.	 Finances

7.	 Member Services

8.	 Amendments

Article 1 - Name, Purposes, and Scope

1.1	 Name – The name of this organization is the IEEE Communications Society, hereinafter referred to as “the Society.” It is 
organized within the Institute of Electrical and Electronics Engineers, Inc. hereinafter called “the IEEE.”

1.2	 Purposes – The purposes of the Society are: 

•	 Scientific and educational – directed toward the advancement of the theory, practice and application of communications 
engineering and related arts and sciences;

•	 Professional – directed toward promotion of high professional standards, development of competency and advancement 
of the standing of members of the profession it serves.

1.3	 The Society promotes cooperation and exchange of information among its members and those of other organized bodies within 
and outside the IEEE. Means to these ends may include, but are not limited to, the holding of meetings for the presentation 
and discussion of papers, the publication of journals, sponsorship of tutorial seminars and workshops, stimulation of research, 
the education of members, establishment of standards, and providing for the technical and professional needs of its members 
via organized efforts.

1.4	 Scope – The IEEE Communications Society embraces the science, technology, applications and standards for information 
organization, collection and transfer using electronic, optical and wireless channels and networks, including but not limited to: 

•	 Systems and network architecture, control and management; 

•	 Protocols, software and middleware; 

•	 Quality of service, reliability and security; 

•	 Modulation, detection, coding, and signaling; 

•	 Switching and routing; 

•	 Mobile and portable communications; 

•	 Terminals and other end devices; 

•	 Networks for content distribution and distributed computing; and

•	 Communications-based distributed resources control.

1.5	 Authority – Society organization and operations are in accordance with the IEEE Constitution and Bylaws, IEEE Policies, 
IEEE Operations Manuals of Major Boards reporting to the IEEE Board of Directors, and Society governing documents that 
are not in conflict with any of the aforementioned documents. 

IEEE Communications Society Constitution
(IEEE Approval: December 2015)

(ComSoc Membership Approval: Pending)

http://www.comsoc.org/about/documents/constitution
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Article 2 - Bylaws

2.1	 Bylaws are rules and regulations adopted by the Society for governing its members and for the overall management of its affairs. 
They provide guidance to govern all phases of the organization, management and activities, as outlined in the Constitution. 
Bylaws may not be in conflict with the Constitution. Bylaws are approved and amended by the Board of Governors and may be 
changed as Society interests evolve.

Article 3 - Policies and Procedures

3.1	 Policies and Procedures provide more detailed statements about specific policies, objectives, and procedures than are con-
tained in the Constitution or Bylaws. Policies and Procedures shall be amended as specified in the Bylaws.

Article 4 - Membership

4.1	 IEEE members of any grade shall become Society members upon application and payment of the Society membership dues. 
The membership dues, the cost of publications, and other considerations members receive for the membership dues are to be 
set as part of the Society’s annual budget.

4.2	 Grades of membership for the Society shall be as specified in the Bylaws.

4.3	 Individuals who are not members of the IEEE may become Affiliate members of the Society upon:

•	 Meeting the requirements established in the IEEE Bylaws for Affiliate membership;

•	 Making proper application for Affiliate membership;

•	 Making appropriate payment for Affiliate membership.

	 Any other requirements for Affiliate membership shall be as established in the IEEE Bylaws. 

Article 5 - Organization

5.1	 Board of Governors (BoG) – The Society shall be governed by the BoG. The BoG shall have primary fiduciary responsibility 
for the Society and shall set Society policy.

5.2	 Society Officers.

5.2.1	 Elected Officers – The Society Officers elected by the Society membership shall be:

•	 President-Elect – The President-Elect shall serve a one-year term the year following his/her election. Follow-
ing the term of one year as President-Elect, the holder of that office shall serve as President in the subsequent 
two years and shall serve as Past President in the year after that. The President is the Chief Executive Officer 
of the Society and chairs the BoG.

•	 Vice Presidents – Each shall chair a Council responsible for a key area of interest to the Society.

•	 Members-at-Large – They shall be elected for staggered multiyear terms. The operations of the Society shall 
be assessed periodically, and the number of Members-at-Large shall be adjusted in accordance with member-
ship needs and growth.

•	 IEEE Division III Delegate(s)/Director(s) elected by Society membership. By virtue of such election, the 
holder of that office shall also be a Society Officer.

	 All elected Officers, including the President and the Past President, shall be voting members of the BoG.

5.2.2	 Appointed Officers – The President shall appoint Officers to assist in managing Society activities. As specified in the 
Bylaws, such appointments may be made upon recommendation of the appropriate Vice President may require BoG 
approval, and the initial appointments for a President’s term shall be proposed for BoG approval in an odd-numbered 
year by the President-Elect. These Officers serve concurrently with the nominal term of the President. The Society 
appointed Officers, subject to BoG approval, shall be:

•	 Treasurer, who shall be responsible for the financial affairs of the Society.

•	 Directors, each of whom shall chair a Board. 

•	 Other appointed Officers as may be provided for in the Bylaws.

	 Appointed Officers may be non-voting members of the BoG, as specified in the Bylaws. Appointed Officers serving 
on the BoG may participate in discussions and make or second motions. If appointed Officers are serving on the BoG 
concurrently as elected Officers, then they shall be voting members of the BoG.

5.3	 Operating Committee – Management of Society affairs between regular and special meetings of the BoG is delegated to an 
Operating Committee (OpCom). Actions of OpCom shall be ratified at the next BoG meeting, except for those actions taken 
in areas already delegated.

5.4	 Councils – Councils report to the BoG. They are responsible for the policies of their Boards/Standing Committees, and they 
oversee the operations of their Boards/Standing Committees, address issues common to all their Boards/Standing Committees, 
address issues that could not be resolved at the Board/Standing Committee level, and escalate such issues to the BoG if they 
cannot be resolved at the Council level. Councils are established and dissolved through resolutions of the BoG, as specified in 
the Bylaws.

5.5	 Boards – Boards are the major operational entities of the Society and report to Councils, as specified in the Bylaws. Boards have 
scopes aligned with the scope of their Councils and, within their scopes, they may decide policies and make operational deci-
sions as allowed by their Councils. Boards are established and dissolved through resolutions approved by the BoG, as specified 
in the Bylaws.

5.6	 Standing Committees – Standing Committees report to the BoG or Councils, as specified in the Bylaws. They are established 
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and dissolved through resolutions approved by the BoG, as specified in the Bylaws.

5.7	 Ad Hoc Committees – Ad Hoc Committees may be established or dissolved by the President, and report to the BoG.

5.8	 Professional Staff – The staff consists of paid professional employees of IEEE who support the activities of the Society. The 
staff is managed by the Society Executive Director who is a Society Officer, an ex-officio non-voting member of the BoG, and 
also serves as the BoG Secretary. 

Article 6 - Finances

6.1	 Assets – All funds and property held by or for the Society are vested in the IEEE.

6.2	 Revenues – Basic revenues consist of dues or assessments that are levied on members of the Society, covering publications 
supplied and services rendered to all members. Other revenues may be raised from other sources, consistent with IEEE regu-
lations. Proposed new income sources require the approval of IEEE.

6.3	 Budget – An annual budget shall be prepared and approved by the BoG and IEEE in advance of each fiscal year. Any changes 
to the budget, or expenditures in excess of budgeted amounts or for unbudgeted items, require advance approval by the BoG 
before commitment and/or payment.

6.4	 Debts – Neither the Society nor any Officer or representative thereof has any authorization to contract debts for, pledge the 
credit of, or in any way bind the IEEE without prior approval or authorization by persons, organizations or documents as spec-
ified by IEEE.

Article 7 - Member Services

7.1	 Meetings and Conferences – Principal Society meetings are conferences, workshops, symposia and conventions, held either 
alone or in cooperation with other IEEE units and/or other professional or technical organizations.

7.2	 Publications – The Society, subject to the editorial and fiscal policies of the IEEE, publishes magazines, transactions, journals 
and other technical materials, such as leading-edge technical articles, tutorials, conference papers, etc. Subscriptions charged 
for such publications may be higher for non-member subscribers and purchasers than for Society members.

7.3	 Education – Principal educational activities include basic and continuing education and training programs.

7.4	 Standards – The Society sponsors standards development in accordance with the process defined and approved by IEEE Stan-
dards Associations. It also organizes standards-related activities that comply with applicable IEEE/ComSoc and/or IEEE-SA 
policies.

Article 8 - Amendments

8.1	 Constitution

8.1.1	 Amendments to this Constitution may be initiated with a:

•	 Proposal approved by the BoG.

•	 Petition submitted to the President by a minimum of 100 Members.

8.1.2	 Procedure on Proposals – Proposed amendments to the Constitution require two-thirds majority vote of all the voting 
members of the BoG. Amendments are subject to the approval of the IEEE Vice President, Technical Activities, in 
accordance with the guidelines set forth in the TAB Operations Manual. After such approval, the proposed amend-
ment shall be published in the Society magazine, or sent to the membership via email or eNewsletter. The amendment 
becomes effective unless one percent or more of the membership objects in writing to the designated IEEE office 
within 60 days of publication.

8.1.3	 Procedure on Petitions – When a petition for a proposed amendment is submitted, the BoG shall prepare a summary 
statement and a recommendation for or against adopting the amendment. Summary statements and recommenda-
tions require a two-thirds majority vote of all the voting members of the BoG. The petition, summary statement, and 
recommendation shall be subject to approval by the IEEE Vice President, Technical Activities, in accordance with the 
guidelines set forth in the TAB Operations Manual. After such approval, the proposed amendment shall be published 
in the Society magazine, or sent to the membership via email or eNewsletter. The amendment becomes effective 
unless one percent or more of the membership objects in writing to the designated IEEE office within 60 days of 
publication.

8.1.4	 Objections – If one percent or more objects, a ballot with the proposed amendment shall be mailed or emailed to all 
voting members of the Society. A return date of at least 60 days shall be allowed. Proposed amendments require a 
two-thirds majority of the returned ballots for approval.

8.1.5	 An amendment shall become effective 60 days after all necessary approvals and notifications.

8.2	 Bylaws

8.2.1	 Approval of amendments to the Bylaws at a BoG meeting shall require a two-thirds vote of BoG members in atten-
dance, provided a quorum is present.

8.2.2	 Approval of amendments to the Bylaws without a meeting shall require a two-thirds majority vote of all the voting 
members of the BoG.

8.2.3	 Bylaws amendments are subject to the approval of the IEEE Vice President, Technical Activities, in accordance with 
the guidelines set forth in the TAB Operations Manual. After such approval, the amendment shall be published in the 
Society magazine or sent to the membership via email or eNewsletter.
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In December 2015, the ComSoc Board of Governors 
approved a major revision of ComSoc Bylaws. The IEEE 
approved the revision in December 2015, and the revised 
Bylaws are now in force.

The main changes in this revision can be summarized as follows:
•Alignment with IEEE governing documents.

•Alignment with the ComSoc Constitution, which was also 
revised in December 2015 (see this issue page 14).

•Various clarifications and language improvements.
The revised Bylaws now in force and the previous ones can 

be found here:
http://www.comsoc.org/about/documents/bylaws

Newly Approved Amendments to the IEEE ComSoc Bylaws

Table of Contents – Articles

1.	 Objectives

2.	 Membership

3.	 Officers and Operations

4.	 Councils

5.	 Technical Committees and Special Interest Groups

6.	 Boards

7.	 Standing Committees

8.	 Ad Hoc Committees

9.	 Society Representatives

10.	 Budget and Finance

ARTICLE 1 – OBJECTIVES

1.1	 Objectives – The objectives of the Society are to provide to its members and the global community of communications profes-
sionals the services outlined in Clauses 1.2, 1.3, and 1.4.

1.2	 Technical Information

•	 Creation by research and innovation by the Communications Society community

•	 Identification and promotion of hot topics

•	 Dissemination worldwide by publications, presentations, and electronic media 

•	 Exchange by Chapter activities, workshops, discussions, mutual assessments, general networking on technical subjects, 
and other means of professional communication

•	 Facilitation of standards activities

1.3	 Education (basic and continuing)

•	 Tutorials, short courses, lecture programs 

•	 Chapter support and other delivery mechanisms

1.4	 Professional Services

•	 Personal career growth by providing technical and personal development information 

•	 Job opportunity benefits through inter-personal networking and facilitation of interactions among members

•	 IEEE programs

ARTICLE 2 – MEMBERSHIP

2.1	 Availability of membership in the Society is specified in the Constitution.

2.2	 Categories of Society membership shall be in accordance with IEEE Bylaws. A member’s grade within the Society shall be the 
same as that member’s IEEE grade.

2.3	 Members who hold the grade of Graduate Student Member, Member, Senior Member, or Fellow in the IEEE shall have all the 
rights and privileges of membership within the Society unless otherwise specified in these Bylaws.

2.4	 Student Members, Associate Members, and Affiliates shall have all the rights and privileges of membership within the Society 
with the exception of the right to vote on matters presented to the Society membership and the right to hold office.

2.5	 A Society member who is delinquent in paying Society dues shall be dropped from membership according to IEEE procedures. 
A former member may reinstate membership upon payment of current dues.

IEEE Communications Society Bylaws
(December 2015)

http://www.comsoc.org/about/documents/bylaws
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ARTICLE 3 – OFFICERS AND OPERATIONS

3.1	 All officers (except the Society Executive Director) who are members of the Board of Governors (BoG), Councils, Boards, and 
Standing and Ad Hoc Committees or are Technical Committee Chairs and Society Representatives shall be Members of the 
Society. The President-Elect and Vice Presidents (VPs) shall be Senior Members or Fellows of the IEEE.

3.2	 Elected Officers

3.2.1	 President-Elect, Vice President-Technical and Educational Activities (VP-TEA), Vice President-Publications (VP-
PUB), Vice President-Conferences (VP-CON), Vice President-Member and Global Activities (VP-MGA), Vice Pres-
ident-Industry and Standards Activities (VP-ISA), IEEE Division III Delegate(s)/Director(s)-Elect, and Members-at-
Large of the BoG are elected by direct vote of the voting Members of the Society.

•	 President-Elect shall be elected in even-numbered years, and Vice Presidents in odd-numbered years.

•	 One-third of the total (12) Members-at-Large shall be elected annually.

•	 When an elected officer is elected to another Society position, except President-Elect, during his or her term, 
he/she shall resign from the former position upon taking office. 

•	 When an elected officer is elected to the position of President-Elect during his/her term, he/she may continue 
holding the earlier position through the conclusion of its term or upon entering the position of President, 
whichever comes first. 

3.2.2	 Terms of Office

•	 President-Elect shall serve a one-year term the year following his/her election (odd-numbered) and begin 
a two-year term as President the following year (even-numbered), and then continue for a one-year term 
(even-numbered) as Past President.

•	 Vice Presidents shall serve two-year terms beginning in the even-numbered year following their election.

•	 Members-at-Large shall serve a three year term beginning the year following their election.

3.2.3	 Eligibility for Re-election

•	 The President-Elect shall not be re-elected President-Elect for more than one term, consecutive or otherwise.

•	 Vice Presidents may be re-elected to the same office for a second consecutive two-year term, but are further 
ineligible for that office until the lapse of one year.

•	 A member shall be ineligible for a Vice President-level position after being elected for a total of any five 
vice-presidential terms, consecutive or otherwise.

•	 Members-at-Large may be re-elected as Members-at-Large for a second consecutive term, but are further 
ineligible for that office until the lapse of one year. 

3.2.4	 Absence or Incapacity of:

•	 President – Duties shall be performed by the President-Elect (odd-numbered years)/Past President (even-num-
bered years) and then by the Vice President-Technical and Educational Activities, Vice President-Publica-
tions, Vice President-Conferences, Vice President-Member and Global Activities, and Vice President-Indus-
try and Standards Activities, in that order.

•	 President-Elect – The term shall be filled by the Past President, who shall continue in that capacity until a 
special election is held and a new President-Elect is chosen. 

•	 Vice President – Individuals shall be identified from the appropriate candidate group slate, in the sequence 
of the number of votes received, and the individual receiving the most number of votes shall be automatically 
appointed to serve the remainder of the elected term. 

•	 Member-at-Large – Individuals shall be identified from the same regional slate as the candidate being re-
placed, in the sequence of the number of votes received, and the individual receiving the most number of 
votes shall be automatically appointed to serve the remainder of the elected term. If none of these individuals 
can serve, the vacancy shall be filled by action of the BoG upon proposal by the President; a person filling a 
position in this manner shall serve for the remainder of the elected term.

3.2.5	 Removal from Office. A Society Officer elected by the voting members of the Society may be removed from office, 
with or without cause, as follows:

•	 By a two-thirds majority vote of the BoG, or

•	 By a vote of the voting members of the Society within thirty days following the receipt by IEEE of a petition 
signed by at least 10% of the total number of voting members of the Society moving for the removal of such 
individual. A ballot on such motion shall be submitted to the voting members of the Society. If a majority of 
the ballots cast by the voting members for or against such motion are to remove such individual, the individual 
shall be removed from such positions.

3.2.6	 Vacancies. In the event that an elected position is vacated before the full term is completed, the position shall be filled 
as defined in the governing documents of the Society.
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3.3	 Appointed Officers

3.3.1	 The Society appointed Officers shall be:

•	 Treasurer – Is responsible for assuring sound financial practices, establishing prudent budgetary policies, 
overseeing preparation and presentation of the Society’s budget and working with IEEE on financial matters. 

•	 Chief Information Officer (CIO) – Oversees cost-effective planning, acquisition, maintenance and use of the 
Society’s information systems and networking, databases and telecommunications services. 

•	 Directors – Each chairs a Board and serves in the Council to which the Board reports.

o	 A Regional Director shall be appointed as specified in Clause 3.3.2 from a list containing at least 
two candidates from each region submitted by the respective Regional Board before December 15 
of odd-numbered years. If the respective Board does not submit its list by this deadline, the Presi-
dent-Elect shall propose the appointment in consultation with the VP-MGA Elect, as specified in 
Clause 3.3.2.

•	 Parliamentarian – Advises the President on rules of order and proper procedures during BoG meetings. The 
President may, in case of conflict, request a ruling on procedures from the Parliamentarian.

•	 Standing and Ad Hoc Committee Chairs

3.3.2	 The appointment of Treasurer, CIO, Parliamentarian, Directors, and Standing Committee Chairs shall be proposed 
for BoG approval by the President-Elect in consultation with the VP-Elect (if any) with whom the position is associat-
ed, except for those positions which are held ex-officio as specified in these Bylaws. Such appointment proposal shall 
be approved by the outgoing BoG at a meeting (regular or special) in an odd-numbered year.

3.3.3	 The appointment of Chairs of Ad Hoc Committees rests with the President.

3.3.4	 All Society appointed Officers shall serve for the nominal term of the President.

3.3.5	 Removal from Office – An appointed Society Officer or Board/Committee member may be removed from office, with 
or without cause, by (i) a 2/3 majority vote of the appointing assembly or (ii) the individual(s) who hold(s) the office 
that made the appointment. 

3.3.6	 Vacancies – In the event that an appointed position is vacated before the full term is completed, the position shall be 
filled as defined in the governing documents of the Society.

3.4	 President, President-Elect, and Past President Responsibilities

3.4.1	 In the odd-numbered years, the President-Elect shall assist the President in discharging the responsibilities of that office. 
In the even-numbered years, the Past President shall assist the President in taking on the responsibilities of that office.

3.4.2	 During his/her term, the President-Elect shall start the selection process for Society appointed Officers as specified in 
Clause 3.3.

3.4.3	 During his/her term, the President shall appoint Officers as needed in consultation with the appropriate VP and with 
BoG approval, as required by the Society governing documents.

3.4.4	 The President shall inform the BoG of the roster of all Boards and Standing Committees as soon as they are finalized 
and by the first BoG meeting of his term.

3.4.5	 The President is the highest ranking volunteer officer of the Society. He/she is responsible for leading the implemen-
tation of strategic actions and directions set by the ComSoc BoG. The President or his/her delegate represents the 
Society in negotiations with Sister Societies and other similar organizations.

3.4.6	 The President shall oversee and coordinate handling of ethics and conduct issues involving members, including author 
misconduct, at the Society level. The President shall be assisted by the Society Executive Director and by volunteers 
with experience in such matters, as needed.

3.4.7	 The President shall keep the BoG informed of openings in IEEE leadership positions, solicit from the BoG recom-
mendations for candidates which may also be conveyed directly to IEEE, and encourage ComSoc members to volun-
teer for such IEEE positions.

3.5	 Vice Presidents – Responsibilities

3.5.1	 Vice Presidents are accountable for activities in their areas of responsibility. Each chairs a Council and represents that 
Council in the BoG.

3.5.2	 Vice President – Technical and Educational Activities is responsible for all technical activities and educational services 
within the Society. The following Boards and Standing Committees report to the Council chaired by this Vice President:

•	 Educational Services Board
•	 Technical Services Board
•	 Awards Standing Committee
•	 Communications History Standing Committee
•	 Emerging Technologies Standing Committee
•	 Fellow Evaluation Standing Committee
•	 Technical Committees Recertification Standing Committee
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3.5.3	 Vice President – Publications is responsible for all activities of the Society related to print and electronic products, 
such as journals, magazines and online offerings. The following Boards report to the Council chaired by this Vice 
President:

•	 Journals Board

•	 Magazines Board

•	 Online Content Board

3.5.4	 Vice President – Conferences is responsible for all aspects of technical conferences, workshops, and professional 
meetings, including conference publications. The following Boards and Standing Committees report to the Council 
chaired by this Vice President:

•	 Conference Development Board

•	 Conference Operations Board

•	 GLOBECOM/ICC Management & Strategy Standing Committee

•	 GLOBECOM/ICC Technical Content Standing Committee

3.5.5	 Vice President – Member and Global Activities is responsible for: a) all activities, services and programs associated 
with members and chapters, and oriented to membership retention, development and marketing in the four regions; 
b) all activities related to the organization and management of chapters; and c) relations with other IEEE and profes-
sional societies worldwide. 

	 The following Boards and Standing Committee report to the Council chaired by this Vice President:

•	 Member Services Board

•	 Sister & Related Societies Board

•	 Asia/Pacific Region Board

•	 Europe, Middle-East & Africa Region

•	 Latin America Region Board

•	 North America Region Board

•	 Women in Communications Engineering Standing Committee

3.5.6	 Vice President – Industry and Standards Activities shall be responsible for overseeing all Society activities and pro-
grams related to all standards activities and industry services within the Society, including: (i) fostering technical 
activities related to relevant current standards development and industry services; (ii) identifying opportunities and 
fostering ComSoc’s engagement in new and/or existing standards development projects that are under development 
by different standards development organizations worldwide; (iii) increasing the visibility of ComSoc industry and 
standards initiatives within IEEE, the wider international standards community, and the broad international com-
munity of communications technologists; (iv) using ComSoc industry and standards activities to forge closer ties with 
ComSoc’s other departments and activities; (v) maintaining a close and informed relationship with the IEEE-SA; (vi) 
management within ComSoc, according to IEEE governing documents, ComSoc-sponsored IEEE Standards Associ-
ation (IEEE-SA) projects, and (vii) fostering and implementing activities that are of interest to industry and govern-
ment, including practitioners, managers, executives, young professionals and other industry professionals. The Vice 
President – Industry and Standards Activities shall be the official ComSoc liaison to the IEEE Standards Association 
Board of Governors.

	 The following Boards and Standing Committee report to the Council chaired by this Vice President:

•	 Standards Development Board

•	 Standardization Programs Development Board

•	 Industry Outreach Board

•	 Industry Content and Exhibition Standing Committee (ICEC)

	 The Vice President – Industry and Standards Activities shall be an ex-officio voting member of the Standards Devel-
opment Board, the Standardization Programs Development Board, the Industry Outreach Board, and the ICEC.

3.6	 Board of Governors (BoG)

3.6.1	 Officers on the BoG:

•	 Elected Officers (Voting): 

o	 President (BoG Chair)

o	 President-Elect (odd-numbered years only)

o	 Immediate Past President (even-numbered years only)

o	 Vice Presidents

o	 Members-at-Large

o	 IEEE Division III Delegate(s)/Director(s)

o	 IEEE Division III Delegate(s)/Director(s)-Elect (odd-numbered years only)
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•	 Ex-Officio Officers (Non-voting): 

o	 Directors 

o	 Chief Information Officer

o	 Parliamentarian

o	 Treasurer

o	 Society Executive Director (BoG Secretary)

3.6.2	 The BoG shall hold at least two regular in-person meetings annually.

3.6.3	 Special BoG meetings may be held at the request of the President or any four members of the BoG. Notice of such 
special meetings, giving the meeting type (in-person or teleconference), attendance details (time and place or dial-in 
information), the purpose of the meeting, and the names of the BoG members calling the meeting, shall be sent to the 
BoG not less than 21 days (for in-person meetings) or 2 days (for teleconference meetings) before the date set for the 
start of the special meeting.

3.6.4	 Each year, the President, Vice Presidents, and Society Executive Director shall submit the coming year’s Operating 
Plans to the BoG. Progress on these plans shall be reviewed throughout the year by the BoG.

3.7	 Operating Committee (OpCom)

3.7.1	 In between regular BoG meetings, OpCom conducts business on behalf of the BoG and is comprised of a subset of the 
BoG members. Actions from a duly called OpCom meeting shall be submitted to the BoG for ratification in a consent 
agenda or further consideration in its next meetings. 

3.7.2	 OpCom members are: 
•	 President
•	 President-Elect (odd-numbered years), immediate Past President (even-numbered years)
•	 Vice Presidents
•	 Members-at-Large (three – one from each annually elected group and appointed by the President)
•	 IEEE Division III Delegate(s)/Director(s)
•	 IEEE Division III Delegate(s)/Director(s)-Elect
•	 Directors 
•	 Chief Information Officer
•	 Treasurer
•	 Parliamentarian
•	 Society Executive Director

3.7.3	 The OpCom members with voting rights are those who are voting members of the BoG.

3.7.4	 OpCom shall hold two regular annual meetings, in person or by other means. 

3.7.5	 Special OpCom meetings may be held at the request of the President or any four OpCom members. Notice of such 
special meetings, giving the meeting type (in-person or teleconference), attendance details (time and place or dial-in 
information), the purpose of the meeting, and the names of the OpCom members calling the meeting, shall be sent to 
OpCom not less than 21 days (for in-person meetings) or 2 days (for teleconference meetings) before the date set for 
the start of the special meeting.

3.7.6	 All OpCom members are expected to attend OpCom meetings, except for the Directors. The President shall deter-
mine which of the Directors shall be invited to a particular OpCom meeting.

3.8	 Operations in all Society assemblies (BoG/Councils/Boards/Any Committee)

3.8.1	 A majority of the voting members of a Society assembly constitutes a quorum.

3.8.2	 The vote of a majority of the votes of the members present at a meeting and entitled to vote at the time of voting, shall 
be the act of the Society assembly provided a quorum is present.

3.8.3	 The Chair of a Society assembly shall have no vote except if the vote is by secret ballot or unless the Chair’s vote can 
change the outcome of the vote.

3.8.4	 A Society assembly may meet and act upon the vote of its members in person, by any means of telecommunications, 
or by a combination thereof. The normal voting requirements shall apply when action is taken whereby all persons 
participating in the meeting can hear each other and speak to each other at the same time.

3.8.5	 For meetings with in-person and remote participants, remote participants who either cannot hear other participants 
or are not heard by other meeting participants do not meet the requirements for meeting attendance and, therefore, 
are not included in quorum calculations or allowed to vote.

3.8.6	 Business may be conducted by means other than formally held meetings when the matter can be adequately handled 
via letter, electronic ballot, electronic mail interchange, etc., and procedures for transacting business in such a manner 
shall be specified in the Society Policies and Procedures (P&Ps). When transacting business without a meeting, a ma-
jority vote (simple or higher, depending on the motion type) of all assembly members eligible to vote is required for 
actions so taken. Approved motions shall be confirmed promptly in writing or by electronic transmission and recorded 
in the minutes of the next meeting.



22 IEEE Communications Magazine • February 2016

Society News

3.8.7	 Minutes of a BoG and OpCom meeting shall be distributed to the BoG within 30 days of the meeting. For executive 
sessions, only motions passed shall be included in the BoG and OpCom minutes. Executive session minutes shall be 
kept on file in the office of the Society Executive Director.

3.8.8	 Members of BoG and OpCom shall receive notice of their regular meetings no fewer than 21 days prior to the sched-
uled meeting start date.

3.8.9	 If a quorum is not present at a duly called Society assembly meeting, the only business that can be transacted and 
concluded within the meeting is to take measures to obtain a quorum, fix the time to which to adjourn, to adjourn, or 
to take a recess. Any other business shall be limited to informal discussion upon which no action shall be taken. 

3.8.10	 Individuals holding more than one voting position on any Society assembly shall be limited to one vote on each matter 
being considered by the assembly.

3.8.11	 Business transacted by Society assemblies at a meeting shall be conducted according to Robert’s Rules of Order 
(latest revision) unless other rules and procedures are specified in the Not-for-Profit Corporation Law of the State of 
New York, the IEEE Certificate of Incorporation, and applicable IEEE governing documents.

3.8.12	 Business transacted by Society assemblies without a meeting shall follow the procedures specified in the Society P&Ps.

3.8.13	 Proxy voting is not allowed.

3.8.14	 Society assemblies other than the BoG and OpCom (Councils, Boards, and any Committee) shall hold regular meet-
ings with sufficient frequency to transact Society business with reasonable dispatch.

3.8.15	 Society assemblies other than the BoG and OpCom (Councils, Boards, and any Committee) may hold regular or 
special meetings at the request of the assembly Chair or of a number of voting members equal to the maximum be-
tween two voting members and 20% of the assembly voting members. Notice requirements for regular meetings shall 
be specified in the Society P&Ps. Notice for special meetings, giving the meeting type (in-person or teleconference), 
attendance details (time and place or dial-in information), the purpose of the meeting, and the names of the assembly 
members calling the meeting, shall be sent to the assembly not less than 21 days (for in-person meetings) or 2 days (for 
teleconference meetings) before the date set for the start of the special meeting.

3.8.16	 A Management Retreat may be held annually at the discretion of the President.

3.8.17	 Assembly members shall adhere to assembly decisions, unless such decisions violate IEEE or Society Constitutions, 
Bylaws or Policies. 

3.8.18	 The Ombudsman shall be the first point of contact for reporting a dispute or complaint related to Society activities 
and/or volunteers. The Ombudsman shall investigate, provide direction to the appropriate IEEE resources if neces-
sary, and/or otherwise help settle these disputes at an appropriate level within the Society. The Nominations & Elec-
tions Committee shall nominate two candidates for the position of Ombudsman who are not currently on the BoG 
and have not been on the BoG for at least two years. The BoG shall then select one of the two candidates to serve for 
a two-year term beginning the second year of the President’s term. The ombudsman shall report to the BoG.

3.8.19	 Constitution, Bylaws, and P&Ps of the Society shall be in accordance with the IEEE Governing documents.

3.8.20	 Proposed amendments to Society Governance documents should be reviewed by the Governance Committee prior to 
approval.

3.9	 Professional Staff

3.9.1	 Subject to compliance with all applicable IEEE Bylaws and Policies, the Society may create an Executive Office sup-
ported by IEEE staff. The Society’s Executive Office functions to coordinate and carry-out the day-to-day operations, 
policies and procedures concerning all aspects of the Society’s business. The Office also maintains corporate memory 
and provides ongoing and ad hoc management reports/documents. In addition, the Society’s Executive Office serves 
as one of the Society’s primary points of contact for both members and IEEE staff. 

3.9.2	 Subject to compliance with all applicable IEEE Bylaws and Policies, the Society may determine the budget for the 
Executive Office. The staff is hired by the IEEE and all conditions of employment shall be based upon IEEE Bylaws, 
staff policies and practices and all applicable laws and regulations. Office organization, job descriptions, IEEE staff 
policies and employment practices are available from the IEEE Human Resources Department. 

3.9.3	 The Society Executive Director is the most senior position on the IEEE staff that supports the Society, and as such, 
he/she manages and develops, personally and through subordinate management staff, the paid IEEE staff members 
that support the Society’s operations and activities. The Society Executive Director supports the Society President, 
officers and volunteer leadership to achieve the Society goals. This Society Executive Director reports through the 
Managing Director, Technical Activities, to the IEEE Executive Director.

3.9.4	 The Society Executive Director serves as BoG/OpCom secretary, assisted by staff members as needed. 

ARTICLE 4 – COUNCILS

4.1	 Councils are chaired by Vice Presidents to address Technical and Educational Activities, Publications, Conferences, Member 
and Global Activities, and Industry and Standards Activities. Directors of Boards and Chairs of Standing Committees reporting 
to a Council serve on the Council and all are voting members together with the Council Chair. Vice Presidents should appoint a 
Council Vice Chair chosen among the Council voting members and may also appoint additional non-voting members as need-
ed. Councils may approve voting rights for these additional members, with the approval of the BoG.

4.2	 Council P&Ps are developed by the Council and approved by the BoG.

4.3	 Councils may be established or dissolved by a two-thirds majority vote of the BoG. The scope, responsibilities, and P&Ps of a 
new Council shall be defined before incorporating it into the Bylaws.
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4.4	 The following Councils shall be formed:

4.4.1	 Technical and Educational Activities Council (TEA-C) – This Council is responsible for the educational and technical 
interests of the Society, encompassing the broad range of communications and communications-related technical 
areas. 

4.4.2	 Publications Council (PUB-C) – This Council is responsible for the needs of the Society and Society Members related 
to print and electronic projects, such as journals, magazines, TC-edited Newsletters and similar publications, and 
online offerings, not including conference publications. 

4.4.3	 Conferences Council (CON-C) – This Council is responsible for the needs of the Society and Society Members relat-
ed to technical conferences, workshops, and professional meetings. Additional voting members of the CON-C shall 
be the voting members of the Boards reporting to this Council.

4.4.4	 Member and Global Activities Council (MGA-C) – This Council is responsible for all Society activities and programs 
related to members, chapters, membership development, sister and related societies, and Society regions. 

4.4.5	 Industry and Standards Activities Council (ISA-C) – This Council is responsible for the needs of the Society and So-
ciety members related to industry and standards. Additional (non-voting) members of the Council include the Chairs 
of any Standards Committee reporting to the Standards Development Board. 

ARTICLE 5 – TECHNICAL COMMITTEES AND SPECIAL INTEREST GROUPS

5.1	 Technical Committees (TCs)

5.1.1	 Technical Committees are established to promote and achieve the technical objectives of the Society and report to the 
Technical Services Board.

5.1.2	 Technical Committees may be created, merged, modified, or dissolved by resolution of the BoG, as necessary to 
ensure the continued relevance and effectiveness of the Society TCs. Proposals to create/merge/modify/dissolve TCs 
may be made by the Technical Services Board. In the case of proposals for creating new TCs, a petition to the Tech-
nical Services Board by 25 Society members can also be made. Proposals shall include the name, scope, tentative pro-
gram for the first year, and approximate numbers of interested and potential members. Proposals shall be forwarded 
to the BoG after having been evaluated by the Technical Services Board and the TEA-C.

5.1.3	 Technical Committees shall have P&Ps which shall include officer positions and election procedures and they shall 
conform to the template specified in the Society P&Ps. P&Ps shall be developed by the Technical Committee and 
approved by the Technical Services Board.

5.1.4	 A change of the scope of a Technical Committees shall require approval of the TEA-C and the BoG. 

5.1.5	 The Chair of a new Technical Committee is appointed for two years by the Director - Technical Services with the 
approval of the VP-TEA. During this period, a mentor is assigned to the Technical Committee by the Director of 
Technical Services. Subsequently, the Chair shall be elected by the members of the Technical Committee.

5.1.6	 Elections for Technical Committee Chairs are held every two years for a two-year term. A Chair cannot serve more 
than two consecutive terms of office. 

5.2	 Special Interest Groups (SIGs)

5.2.1	 Special Interest Groups are established to cover substantial and diverse topical areas of current industry interests and 
report to the Industry Content and Exhibition Committee (ICEC).

5.2.2	 Special Interest Groups may be created, merged, or dissolved by the ICEC, as specified in the ICEC’s P&Ps.

5.2.3	 Special Interest Groups shall develop P&Ps which shall include scope and responsibilities, officer positions, and elec-
tion procedures. SIG P&Ps shall conform to the template specified in the Society P&Ps and shall be approved by the 
ICEC. 

ARTICLE 6 – BOARDS

6.1	 Boards are the operational and strategic entities of their respective Councils and are chaired by Directors. Boards shall report 
to Councils as specified below:

•	 Conferences Council (CON-C)
o	 Conference Development Board
o	 Conference Operations Board

•	 Member and Global Activities Council (MGA-C)
o	 Member Services Board
o	 Sister & Related Societies Board
o	 AP Region Board
o	 EMEA Region Board
o	 LA Region Board
o	 NA Region Board

•	 Publications Council (PUB-C)
o	 Journals Board
o	 Magazines Board
o	 Online Content Board
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•	 Industry and Standards Activities Council (ISA-C)
o	 Industry Outreach Board
o	 Standards Development Board
o	 Standardization Programs Development Board

•	 Technical and Educational Activities Council (TEA-C)
o	 Educational Services Board
o	 Technical Services Board

6.2	 Directors are responsible for appointing members to their Boards, with the approval of the appropriate Vice President. 

	 Unless otherwise specified in the “Board Descriptions,” all Board members (ex-officio or not), including the Director, shall be 
voting members and shall serve two-year terms concurrent with the nominal duration of the presidential term. 

	 In addition to the members specified in the “Board Descriptions” Clause, Directors may appoint additional non-voting mem-
bers as needed. Boards may approve voting rights for these additional members, with the approval of the VP under which the 
Board is aligned. Directors should appoint a Board Vice Chair chosen among the Board voting members.

6.3	 P&Ps for each Board shall be developed by the Board and approved by the Council to which the Board reports. In the case 
that the Council does not approve the P&Ps and a compromise cannot be found, the Board may request the BoG to resolve 
the matter and approve the P&Ps. An exception exists for the Standards Development Board P&Ps and those of the Standards 
Committees reporting to the Standards Development Board which shall be approved by the IEEE-SA Standards Board.

6.4	 Boards may be established or dissolved by a two-thirds majority vote of the BoG. The scope, responsibilities, and P&Ps of a new 
Board shall be defined before incorporating it into the Bylaws.

6.5	 The following Boards shall be formed:

6.5.1	 Conferences Development – This Board is responsible for the strategic planning, technical scope, and growth of all 
ComSoc financially-sponsored conferences (defined as portfolio conferences). 

	 Members include representatives from the TEA-C and at least four Members-at-Large with at least one having served 
as the Technical Program Committee chair and at least one as the General Chair of a major conference.

6.5.2	 Conferences Operations – This Board is responsible for the oversight and management of the operational, publica-
tions, and financial aspects of all ComSoc conferences. 

	 Members include the ComSoc Treasurer and at least five Members-at-Large with at least two having served as the 
General Chair and at least one as the Technical Program Chair of a major ComSoc conference.

6.5.3	 Educational Services – This Board is responsible for the oversight of all Society education and training activities, 
including administration of the Society’s programs on continuing education, incorporating tutorials, short courses, 
lectures, etc. In particular, this Board is responsible for developing and maintaining continuing professional education 
and training programs, while striking a balance between generating revenue, supporting outreach efforts, and provid-
ing services to members.

	 Members include representatives from the Technical Services, Conference Development, Conference Operations, 
Industry Outreach and Member Services Boards, ICEC, and at least two Members-at-Large. 

6.5.4	 Industry Outreach – This Board is responsible for assuring a comprehensive and cost-effective outreach program of 
Society products and services to industry and governmental communities. It is also responsible for developing liaisons 
with communications and networking related enterprises to promote ComSoc products and services and to attract 
industry and government leaders into ComSoc’s volunteer community.

	 Members include a representative from each of the following: the Technical Services Board, the Educational Services 
Board, the PUB-C, the CON-C, the Standardization Programs Development Board, the MGA-C, and the ICEC. In 
addition, up to four Members-at-Large may be appointed by the Director to represent external industrial and govern-
mental interests. 

6.5.5	 Journals – This Board is responsible for the oversight of Society journals. Board members are the Editors-in-Chief of 
Society journals for which ComSoc is the Managing Partner and/or has a majority financial stake, and two Members-
at-Large, in addition to the Director. Additional members may be appointed, including Liaison Editors to other IEEE 
journals. 

6.5.6	 Magazines – This Board is responsible for the oversight of Society magazines. Board members consist of the Edi-
tors-in-Chief of Society magazines and two Members-at-Large, in addition to the Director. Additional members may 
be appointed, including Liaison Editors to other IEEE magazines. 

6.5.7	 Member Services – This Board is responsible for the oversight of all services and programs addressed to members 
and chapters, and oriented to membership retention and development in the four regions. In particular, this Board is 
responsible for developing and providing individual-level membership services globally.

	 Members include the four Regional Directors plus one member per Region selected by the Director from a list of 
candidates, consisting of at least two names per region, submitted by each Regional Director. 

6.5.8	 Online Content – This Board is responsible for initiating, assessing and overseeing Society online content. It supports Tech-
nical Committee activities; online services; as well as publications, conferences, and education products and services. 

	 Members include representatives from the Conference Development, Conference Operations, Educational Services, 
Journals, and Magazines Boards; the TEA, MGA, and ISA Councils; the CIO; and up to three additional Members-
at-Large. 
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6.5.9	 Regional Boards – These Boards are responsible for stimulating, coordinating and promoting the activities of Com-
Soc members and chapters throughout the IEEE regions. The four regions, each with its own Board, are:

•	 Asia/Pacific (AP)
•	 Europe, Middle-East & Africa (EMEA)
•	 Latin America (LA)
•	 North America (NA)

	 Each Board shall have a minimum of five members, in addition to the Director. 

6.5.10	 Sister & Related Societies – This Board is responsible for enhancing Society activities with our sister and related 
societies (SRS) by developing new programs with SRS and cooperating with SRS in offering Society/SRS products 
and services globally, and strengthening the Society’s global and professional reach. This includes establishing and 
maintaining Society relationships on an international, regional, national or local scale with SRS. 

	 Where appropriate, enhancing Society SRS activities shall be accomplished through collaboration with IEEE sec-
tions/chapters, including Society and non-Society chapters.

	 Membership includes up to three representatives from the MGA-C, up to three members from selected Sister and 
Related Societies, and up to three Members-at-Large. 

6.5.11	 Standards Development – This Board is responsible for the promotion and advancement of communications standards. 

	 It consists of eight members in addition to the Director. The Director shall select the members in accordance with the 
priorities listed in the next paragraph.

	 The Director shall give priority to serve on the Standards Development Board to: Standards Committee Chairs, 
ComSoc appointed Chairs or Co-Chairs for joint Standards Committees, Working Group Chairs who are directly 
sponsored by the Standards Development Board, ComSoc-appointed Working Group Chairs or Co-Chairs for jointly 
sponsored Working Groups and volunteers in ComSoc Technical Committees. 

	 The Director shall be the official ComSoc liaison to the IEEE Standards Association Standards Board (SASB).

6.5.12	 Standardization Programs Development – This Board is responsible for launching pre-and post-standardization tech-
nical activities, not restricted to those standards being developed by the IEEE. These would include, but not be 
limited to Research Groups that lead to the discovery of standardization opportunities and, for completed standards, 
creation of follow-up programs, such as compliance testing, standards education, workshops, conferences, and publi-
cations on technical issues that are relevant to standards. 

	 The Board shall consist of up to eight members in addition to the Director. The Director of the Standardization Pro-
grams Development Board serves as the liaison to the IEEE-SA Industry Connections Program.

6.5.13	 Technical Services – This Board is responsible for the oversight and promotion of the technical communities of the 
Society and their activities including the promotion of technical content and development of educational content. In 
particular, this Board is responsible for developing and providing one-stop ICT (information-communications tech-
nology) services. 

	 The Technical Services Board shall also evaluate proposals to create/merge/modify/dissolve TCs. Such proposals shall 
be forwarded by the Technical Services Board to the TEA-C, with a recommendation. TEA-C shall make a recom-
mendation to the BoG, who shall have final authority for approving the proposal.

	 Members include Technical Committee Chairs, Chair of the Emerging Technologies Committee, Chair of the Techni-
cal Committees Recertification Committee, and a representative of the Educational Services Board. The GITC Chair 
shall be a non-voting member of this Board. 

ARTICLE 7 – STANDING COMMITTEES

7.1	 Standing Committees shall report to the BoG or a Council as specified below:
•	 Finance					     BoG
•	 Governance					     BoG
•	 Nominations& Elections				    BoG
•	 Operations & Facilities				    BoG
•	 Strategic Planning				    BoG
•	 GLOBECOM/ICC Management & Strategy		 CON-C
•	 GLOBECOM/ICC Technical Content		  CON-C
•	 Women in Communications Engineering		  MGA-C
•	 Awards					     TEA-C
•	 Communications History				   TEA-C
•	 Distinguished Lecturers’ Selection			  TEA-C
•	 Emerging Technologies				    TEA-C
•	 Fellow Evaluation				    TEA-C
•	 Technical Committees Recertification		  TEA-C
•	 Industry Content & Exhibition			   ISA-C
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7.2	 Standing Committee Chairs shall be responsible for appointing Standing Committee members with the approval of the Society 
Officer chairing the BoG/Council to which the Standing Committee reports.

	 Unless otherwise specified in the “Standing Committee descriptions” Clause, all Standing Committee members (ex-officio 
or not), including the Chair, shall be voting members and shall serve a two-year term concurrent with the nominal duration 
of the presidential term.

	 In addition to the voting members specified in the “Standing Committee Descriptions” Clause, Standing Committee Chairs 
may appoint additional non-voting members as needed. Standing Committees may approve voting rights for these addi-
tional members, with the approval of the VP under which the Board is aligned. Standing Committee Chairs should appoint 
a Vice Chair chosen among the Standing Committee voting members. For Standing Committees reporting to the BoG, 
the Chair should also appoint a BoG-liaison to represent the Standing Committee on the BoG; the BoG-liaison should be 
chosen among the Standing Committee voting members who are also BoG members.

7.3	 P&Ps of Standing Committees shall be developed by the Standing Committee and approved by the BoG/Council to which the 
Standing Committee reports. In the case that a Council does not approve the P&Ps of a Standing Committee and a compromise 
cannot be found, the Standing Committee may request the BoG to resolve the conflict and approve the P&Ps. 

7.4	 Standing Committees may be established and dissolved by a two-thirds majority vote of the BoG. The scope, responsibilities, 
and P&Ps shall be defined before incorporating the new Standing Committee into the Bylaws.

7.5	 The following Standing Committees shall be formed:

7.5.1	 Awards – This Committee is responsible for all major awards and recognitions made or proposed by the Society. It 
consists of not less than twelve (12) members who shall serve for a three-year term. One-third of the members are 
appointed each year. Committee members may not provide nominations or reference letters while in office, nor par-
ticipate in deliberations on awards or recognitions for which they may be under consideration. 

7.5.2	 Communications History – This Committee is responsible for identifying, placing in electronic archives, and raising 
public awareness through all appropriate steps on the most important facts/person/achievements of communications 
history in particular, as well as telecommunication milestones in general. The Committee consists of three members 
who shall serve a three-year term, with one member appointed each year.

7.5.3	 Distinguished Lecturers Selection – This Committee is responsible for establishing selection criteria and for the ap-
pointment of lecturers. The ex-officio Chair shall be the Vice Chair of the TEA-C. Members of this Committee shall 
be the VP-TEA, VP-MGA, the Director-Member Services, and the Chair of the Emerging Technologies Committee.

7.5.4	 Emerging Technologies – This Committee is responsible for identifying, describing, and nurturing new technology 
directions, recommending new programs, and nurturing potential Technical Committees for formal proposal via the 
VP-TEA. 

	 The Chair shall be chosen among the members of the Strategic Planning Committee with the recommendation of 
the VP-TEA Elect, as specified in Clause 3.3.2. Standing Committee members shall include at least one more mem-
ber from the Strategic Planning Committee. The Committee shall have six members appointed for three years with 
one-third appointed each year. In addition, the Editor-in-Chief of IEEE Communications Magazine and the Edi-
tor-in-Chief of IEEE Journal of Selected Areas in Communications are ex-officio voting members of the Committee.

7.5.5	 Fellow Evaluation – This Committee is responsible for the Society’s evaluation of Fellow nominations being consid-
ered by the IEEE Fellow Committee. It consists of a Chair and nine members that shall serve a three-year term with 
one-third of the members being appointed each year. Chair and members shall be IEEE Fellows and Members of the 
Society.

7.5.6	 Finance – This Committee is responsible for facilitating the Society’s budget process and for managing and providing 
direction in all aspects of Society financial matters. The Committee meets twice a year at ICC/GLOBECOM. The 
ex-officio Chair shall be the Society Treasurer. Committee members shall be: the President, Past or President-Elect, 
Vice Presidents, CIO, and a representative from each Member-at-Large class. The Society Executive Director shall 
be an ex-officio non-voting member of the Committee.

7.5.7	 GLOBECOM/ICC Management and Strategy (GIMS) – This Committee is responsible for the successful conduct, 
strategic evolution, and policies of the IEEE Global Communications Conference (GLOBECOM) and the IEEE 
International Conference on Communications (ICC). Members of the GIMS Committee shall be the Chair, three 
or four Members-at-Large, three past members of an ICC or GLOBECOM Organizing Committee, and the GITC 
Committee Chair. 

7.5.8	 GLOBECOM/ICC Technical Content (GITC) – This Committee is responsible for providing strategic vision and man-
agement of the technical content of GLOBECOM and ICC to guarantee timeliness and the highest level of quality. 

	 The GITC Chair shall be appointed as in Clause 3.3.2, and in consultation with both the VP-CON Elect and the 
VP-TEA Elect. GITC members shall be appointed by the GITC Chair in consultation with the VP-CON and the VP-
TEA. GITC members shall be: the Chair, two to four Members-at-Large, three past ICC or GLOBECOM Technical 
Program Chairs, and the GIMS Committee Chair. The Director of Technical Services shall be an ex-officio non-voting 
GITC member. The GITC Vice-Chair shall be appointed from among the voting members by the GITC Chair in 
consultation with the VP-CON and the VP-TEA.

7.5.9	 Governance – This Committee is responsible for all matters related to Society Governance, including but not limited 
to: reviewing any proposed amendment to Society Governance documents (Constitution, Bylaws, P&Ps) prior to its 
discussion in the BoG; crafting amendments to Society Governance documents that result from actions of the BoG; 
establishing Society-wide Governance best practices and overseeing their application across all Councils, Boards, and 
Committees; upon request or when needed proposing changes to existing Society Governance documents with the 
goal of keeping them current and consistent; and serving as an interpretive Committee on Governance issues. 
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	 Committee membership: Chair, the Society Parliamentarian, and up to three additional members appointed by the 
President upon recommendation of the Committee Chair and shall include one previous ComSoc President and one 
sitting BoG Member at Large. The Committee Chair may appoint up to three additional voting Committee members. 
The Chair and Committee members (except the Parliamentarian) shall serve three-year terms with one reappoint-
ment allowed. 

	 Terms of all members (except the Parliamentarian) shall be staggered so that no more than half of the members’ terms 
expire every two years; when necessary, such staggering shall be created by appointing members to terms shorter than 
three years, as indicated at the time of their appointment.

7.5.10	 Industry Content & Exhibition – This Committee is responsible for developing and promoting a strategic vision and 
oversight for organizing and promoting internal ComSoc communities that are attractive to members from industry, 
government, or other non-academic sectors. This includes processes to assure the quality and value of content in 
industry oriented conferences, events and education. It is within the overall objective and mission of the ICEC to 
increase industry participation in ComSoc events. 

	 Members of this Committee are the Chair and 4-to-6 Members at Large.

7.5.11	 Nominations & Elections – This Committee is responsible for identifying candidates to fill elected Society office posi-
tions, and for the development, implementation and supervision of election procedures. The Nominating Committee 
for the IEEE Division III Director shall be a separate Committee and shall operate as specified in the TAB Opera-
tions Manual. Meetings of this Committee shall always be held in Executive Session. 

	 The Committee shall consist of the following members:

•	 Committee Chair (ex-officio) – Shall be the most recent former Past President, who shall serve for a two year 
term and shall take office as Chair immediately after his/her nominal term of Past President ends (the begin-
ning of an odd-numbered year). If the Past President is unable to serve, the President shall appoint a Chair 
for a similar period, with the approval of the BoG.

•	 Nine Members-at-Large – Each shall be a voting member appointed by the BoG, upon recommendation of 
the President and the N&E Chair, and approved by the BoG for a three-year term with one-third of the mem-
bers appointed each year. At least one annual appointee shall not be a member of the BoG.

•	 IEEE Division III Delegate(s)/Director(s) (ex-officio) – Shall be a non-voting member.

•	 The Past President (ex-officio), only during even-numbered years.

•	 President-Elect (ex-officio) – Shall be a non-voting member whose term shall start immediately after being 
elected and officially announced.

	 The Chair shall not be eligible to be elected to the BoG during his/her term of service. A Committee member may be 
nominated for a position only if (i) the nomination is not made by a member of the Committee, and (ii) the member 
resigns from the Committee prior to its first meeting of the year in which the nomination shall be made. 

	 Individual voting members eligible to vote in an election may nominate candidates by written petition, provided 
such nominations are made at least 28 days before the date of the election. The number of signatures required for a 
petition candidate to appear on a ComSoc ballot shall be equal to what is set in the IEEE Bylaws as follows: For all 
positions where the electorate is less than 30,000 voting members, signatures shall be required from 2% of the eligible 
voters. For all positions where the electorate is more than 30,000 voting members, 600 signatures of eligible voters 
plus 1% of the difference between the number of eligible voters and 30,000 shall be required.

7.5.12	 Operations & Facilities – This Committee is responsible for supporting the President in making recommendations to 
the BoG on operations, facilities and related capital expenses. The President is the ex-officio Chair. Members shall 
serve for the nominal duration of the President’s term and shall include:

•	 CIO 

•	 Treasurer 

•	 Four members appointed by the President from among volunteer BoG officers 

•	 One member appointed by the President from among volunteers who are not on the BoG

	 The Society Executive Director is an ex-officio non-voting member of this Committee. The Committee may approve 
the participation of invited experts as required by the agenda items.

7.5.13	 Strategic Planning – This Committee is responsible for preparing a long-term strategic plan to guide the direction and 
future of the Society and for preparing short-term plans to direct specific areas, as appropriate. 

	 Members of the Committee shall be the Chair, the Vice Presidents (or a representative named by the VP), and up to 
four Members-at-Large, all appointed by the President.

7.5.14	 Technical Committees Recertification – This Committee recommends the establishment of new Technical Commit-
tees and reviews current Technical Committees to determine whether they are fulfilling their responsibilities. 

	 The VP-TEA is the ex-officio Chair. Committee members shall include the TEA-C Vice Chair and six members 
appointed by the Chair for a three-year term. One-third of the members are appointed each year by the Chair from 
among Members-at-Large of the BoG. Committee members who are also officers of Technical Committees under 
review shall excuse themselves from deliberations related to their Technical Committee.
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7.5.15	 Women in Communications Engineering – This Committee is responsible for encouraging the participation and 
membership of women communications engineers in the Society. The Committee shall meet at least once a year at 
ICC or GLOBECOM, and shall provide an annual written report to the Society President, Vice Presidents, and Tech-
nical Committee Chairs prior to each ICC.

	 Committee membership is as follows: Vice-Chair, Publicity Chair, Secretary, IEEE Women in Engineering Commit-
tee (WIEC) Society Coordinator, Awards sub-committee Member-at-Large, and up to five Members-at-Large.

ARTICLE 8 – AD HOC COMMITTTEES

8.1	 Ad Hoc Committees may be established by the President in consultation with the BoG to address broad technical or opera-
tional issues within the Society or IEEE. The scope, responsibilities, and P&Ps of an Ad Hoc Committee shall be defined upon 
establishment. Ad Hoc Committees report to the BoG.

8.2	 Ad Hoc Committee Chairs and members shall be appointed by the President. Upon establishment, the President shall report 
to the BoG the composition, mission, and expiration date of the Ad Hoc Committee.

8.3	 OpCom shall review all Ad Hoc Committees annually and recommend to the BoG whether they should continue, disband, or 
be elevated to Standing Committees.

8.4	 Ad Hoc Committees shall automatically expire at the conclusion of their duration or at the end of each President’s term or by 
resolution of the President or the BoG, whichever comes first. The President may reestablish an expired Ad Hoc Committee in 
consultation with the BoG.

ARTICLE 9 – SOCIETY REPRESENTATIVES

9.1	 Society representatives to other IEEE Organizational Units or non-IEEE organizations are responsible for representing So-
ciety interests.. They are appointed by the President for terms as required by the other organizations, in consultation with the 
appropriate Vice President.

ARTICLE 10 – BUDGET AND FINANCE

10.1	 Officers shall prepare budgets for the coming calendar year in the first half of each year to be approved by the BoG at its mid-
year meeting. Actuals shall be reviewed throughout the year, and a forecast reported at each meeting. 

10.2	 Dues and fees are set by the BoG in accordance with IEEE and Society guidelines and are based upon proposals by the Trea-
surer to the BoG. Billing and receipt of annual dues are part of the IEEE dues billing process. 

10.3	 Budget

10.3.1	 Each year the Society produces a budget which shall be approved by the BoG. 

10.3.2	 The Treasurer is responsible for the development of the Society annual budget and submitting to IEEE Technical Ac-
tivities for consolidation with other societies, and ultimately to the IEEE for their consolidated budget. The Treasurer 
monitors revenues and expenses, providing interim reports on budgets, forecast, actuals at each BoG and OpCom 
meeting. A complete financial report, including actual versus budget, net assets, and reserves is presented by the Trea-
surer annually.

10.4	 Finance

10.4.1	 The Treasurer has oversight responsibility for all Society financial matters. 

10.4.2	 Funds shall be handled as designated by the Treasurer and shall be deposited with IEEE or with external financial 
institutions, as approved by the BoG and/or IEEE Board of Directors. 
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The Earth is a water planet, two-thirds of which is 
covered by water. With the rapid developments 
in technology, underwater wireless communica-

tions and networks have become a fast growing field, with 
broad applications in commercial and military water-
based systems. The need for underwater wireless com-
munications exists in applications such as remote control 
in the off-shore oil industry, pollution monitoring in 
environmental systems, collection of scientific data from 
ocean-bottom stations, disaster detection and early warn-
ing, national security and defense (intrusion detection 
and underwater surveillance), as well as  new resource 
discovery. Thus, the research into new underwater wire-
less communication techniques has played the most 
important role in the exploration of oceans and other 
aquatic environments. In contrast to terrestrial wireless 
radio communications, the underwater channel poses 
serious technical challenges depending on the commu-
nications modalities (e.g., acoustic, optical, or RF/mag-
netic) employed. These include, but are not limited to, 
ambient channel noise, severe attenuation, propagation 
delay, multipath, frequency dispersion, bio-fouling, lack 
of access to precise time synchronization (GPS), and con-
strained bandwidth and power resources. These challeng-
es also provide an opportunity for design of hybrid and 
adaptive transmission, such as the underwater acoustic 
and optical communications and networks, which have 
somewhat complementary properties, with potential for 
longer range and higher bandwidth networked commu-
nications in size- and power-constrained modems and 
mobile unmanned systems. 

Inspired by the attractive and unique features and 
potential benefits of advanced underwater communi-
cations, the topic of underwater wireless networks has 
attracted increasing attention from researchers not only 
in academia, but also in the military and industrial sec-
tors. While a great deal of research efforts have been 
made in recent years on underwater wireless networks, 

the aforementioned challenges posed by underwater 
acoustic as well as optical wireless channel exploita-
tion in future underwater wireless system developments 
still remain an open problem. As we present Part 2 of 
this Feature Topic of IEEE Communications Magazine 
focusing on underwater wireless communications and 
networking, we aim to address the urgent needs in both 
theory and application aspects of industry, military, 
and the research community in order to better under-
stand the recent progress, explore the future potential 
research directions, and define new research paradigms 
in underwater wireless communications and networks. 
The response to our Call for Papers on this Feature 
Topic was overwhelming, with a total of 52 articles sub-
mitted from all around the world. Going through the 
rigorous two-round review process, Part 1 of this Fea-
ture Topic, which consisted of eight excellent articles 
addressing various aspects of underwater wireless net-
works, was published in the November 2015 issue of 
IEEE Communications Magazine. Part 2 of this Fea-
ture Topic presents the following four excellent articles 
focusing on the key issues and emerging concepts of 
contemporaneous underwater wireless networks and 
techniques.

The first article, “RSS-Based Secret Key Generation in 
Underwater Acoustic Networks: Advantages, Challenges, 
and Performance Improvements,” overviews the advan-
tages, explores the major challenges, and evaluates the 
performance improvements of received signal strength 
(RSS)-based key generation techniques in underwater 
acoustic wireless networks. The second article, “Design 
Guidelines for Opportunistic Routing in Underwater Net-
works,” investigates the two main building blocks for the 
design of opportunistic routing protocols for underwater 
sensor networks — candidate set selection and candidate 
coordination procedures — and discusses how the resulting 
approaches are related to the opportunistic routing pro-
tocol designs for different scenarios in underwater sensor 
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networks. The third article, “A Journey toward Modeling 
and Resolving Doppler in Underwater Acoustic Commu-
nications,” surveys the evolution of Doppler modeling and 
resolution in underwater acoustic communications through 
five modeling stages: quasi-static model, uniform Doppler 
shift model, basis expansion model (BEM), plus path speed 
model and non-uniform path speed model, and character-
izes their respective performance matrixes. The fourth arti-
cle, “Impulse Response Modeling for General Underwater 
Wireless Optical MIMO Links,” investigates underwater 
wireless optical communications (UWOC) multiple-input 
multiple-output (MIMO) systems with M light-sources and 
N detectors, focusing on the impulse response to character-
ize the temporal behavior of UWOC links and proposing an 
M-order weight Gamma function polynomial (WGFP) to 
model the impulse response of M × N UWOC MIMO links.

We would like to thank all the authors for their excellent 
contributions and all the reviewers for their valuable review-
ing comments. We also appreciate strong support from Dr. 
Sean Moore, the former Editor-in-Chief, and Dr. Osman 
Gebizlioglu, the current Editor-in-Chief of IEEE Commu-
nications Magazine, and the IEEE Communications Society 
publishing team. Finally, we hope that the readership will 
find this Feature Topic interesting and stay tuned for new 
developments in this compelling research area.
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Abstract

Due to the broadcast nature of acoustic chan-
nel, underwater acoustic networks (UANs) face 
threats of eavesdropping and fake data injection. 
How to secure acoustic communications in a 
UAN is becoming an important but challenging 
topic. Among different secret key approaches, 
received-signal-strength (RSS)-based key gener-
ation is particularly appealing, as it can eliminate 
the need to deploy an additional key distribu-
tion center, making it a more attractive method 
than conventional symmetric key cryptography in 
resource-constrained UANs. A variety of RSS-
based key generation approaches have been 
designed for wireless radio networks. However, 
no attempt has been made to evaluate their per-
formance in underwater environments. In this 
article, we provide an overview of the advantages 
of RSS-based key generation and explore the 
major challenges from the unique features of 
underwater systems through experiment results 
of sea trails. Meanwhile, we discuss viable solu-
tions to improve the performance of RSS-based 
key generation in oceans.

Introduction
As the source of life, oceans never stop attract-
ing people’s attention in both academia and 
industry. Underwater acoustic networks (UANs) 
enable scalable and distributed data acquisition 
in a wide spectrum of applications [1], including 
unmanned ocean exploration, ocean surveillance, 
and target detection. The possibility of secure 
message delivery may determine the success or 
failure of a mission. Therefore, how to protect 
the communications in a UAN is becoming an 
important topic.

Like terrestrial sensor networks, UANs are 
susceptible to various attacks, which target differ-
ent components in a UAN system. For example, 
attacks like wormholes target routing protocols, 
and jamming attacks can disrupt links among 
nodes. An adversary can also violate commu-
nication security by passively eavesdropping on 
private messages or actively injecting fake infor-
mation to the network. Among the aforemen-
tioned security issues, communication security is 
one of the most fundamental and critical tasks 

in UANs, which use a broadcast channel for 
acoustic transmissions. Public key cryptography 
is nearly infeasible in networks with constrained 
energy and processing power. Alternatively, sym-
metric key ciphers are often used to provide 
confidentiality in underwater communications 
because of their performance advantages.

However, symmetric key cryptography 
requires a shared secret key between a sender 
and its intended receiver for both encryption and 
decryption. This requirement makes key genera-
tion and key exchange challenging, especially in 
resource-constrained UANs. It is difficult, if not 
impossible, to specify an online key distribution 
center (KDC) in oceans to allocate secret keys 
among devices. A more acceptable solution is to 
combine pseudorandom key generators and key 
predistribution. However, lack of randomness 
is a common problem in those key generators, 
leading to cryptanalytic breaks. Meanwhile, key 
predistribution has connectivity and resilience 
issues, as an isolated node possibly exists when 
it has no common key with its neighbors. All the 
methods that preinstall keys on nodes also have 
the risk that a single compromised node may 
make a number of parties unsafe, sharing com-
mon keys with the compromised entity.

Received signal strength (RSS)-based key 
generation allows each pair of nodes, after being 
deployed, to update secret keys easily at any 
time. In this scheme, the randomness of a key 
depends on the entropy naturally available in the 
environment. Specifically, the communicating 
parties on the two ends of a reciprocal link can 
produce a shared key through local RSS mea-
surements [2]. An adversary that is monitoring 
the communication channel, however, can hardly 
guess the secret key if it is physically near nei-
ther of the communicating entities [3]. Security 
is consequently ensured with the spatial diversity 
of a wireless channel, as shown in Fig. 1, where 
Alice and Bob are two communicating parties, 
while Eve is an eavesdropper.

Recently, many RSS-based key generation 
approaches have been proposed for terrestrial 
radio networks, and extensive theoretical and 
experimental studies have been conducted [4]. 
However, the UAN is fundamentally different 
from any ground-based wireless networks due 
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to the unique features of the underwater chan-
nel and acoustic communication systems [5]. For 
instance, the long preamble sequence [6] in an 
acoustic communication greatly increases the 
length of a probe in RSS measurements, which 
results in a slow generation rate of secret keys; 
the high dynamics of an acoustic channel and the 
half-duplex feature of an acoustic modem may 
affect the robustness of a key generation method 
in terms of bit mismatch rate.

Currently, little is known about the actual 
performance of existing RSS-based key genera-
tion methods in oceans, and no attempt has been 
made in the literature to evaluate them with sea 
experiments. This motivates us to put effort into 
this thread. In this article, we first present an 
overview of RSS-based key generation methods. 
Then we explore the advantages of RSS-based 
key generation and the challenges from unique 
features of UANs along with experiment results. 
Finally, we discuss how to improve the perfor-
mance of RSS-based key generation approaches 
in oceans.

RSS-Based Key Generation Techniques
An RSS-based key generation method usually 
consists of four stages, which are signal prepro-
cessing, key extraction, information reconcili-
ation, and privacy amplification. In particular, 
signal preprocessing helps communicating pari-
ties to generate an appropriate sequence based 
on the raw RSS measurements; key extraction 
quantizes the output of signal preprocessing 
into a secret bitstream; information reconcilia-
tion removes the erroneous bits from the keys of 
Alice and Bob; and privacy amplification reduc-
es Eve’s knowledge of the secret key to a small 
value.

Signal Preprocessing

Depending on the application scenario, signal 
preprocessing could include different processes 
to reduce the discrepancy or to improve the ran-
domness of an RSS sequence.

Interpolation: Due the half-duplex feature of 
communication equipment, a pair of nodes may 
not be able to send their probes at exactly the 
same time for collision avoidance, which results 
in disagreements between their RSS sequenc-
es. When the time difference between the trans-
missions of a pair of probes is shorter than the 
correlation time of a wireless channel, an inter-
polation filter could be exploited to reduce the 
discrepancies.

Large-Scale Fading Elimination: When large-
scale fading occurs, a wireless channel may have 
poor quality for a long time, and continuous RSS 
measurements have a high probability to have 
small values. This decreases the randomness of 
an RSS sequence and the security of a key. A 
simple approach to counter large-scale fading is 
to divide all of the RSS sequences into several 
subgroups and then subtract each RSS measure-
ment with the average value in the corresponding 
subset. This process removes the large-scale fad-
ing and retains the random variation of a channel 
in the small-scale fading for key generation.

Beamforming: By using the beamforming 
technique, the communicating parties could 
leverage directional probe transmission and 

reception to improve channel diversity. The 
eavesdropper and communicating parties obtain 
RSS samples that are affected by distinct channel 
responses, which protects the information from 
an eavesdropper. However, beamforming tech-
niques usually require each communicating enti-
ty to be equipped with at least two transducers, 
such as antennas, microphones, or hydrophones, 
which may not be available for acoustic nodes 
due to the size and cost constraints.

Decorrelation: If the time interval between suc-
cessive probes is less than the correlation time of 
a wireless channel, there will be inherent correla-
tion among RSS measurements. In this case, the 
produced key may be predictable to some extent, 
which must be avoided for security purposes. To 
address this problem, the key generation parties 
can use a decorrelation filter to reduce the auto-
correlation within an RSS sequence.

Figure 1. RSS measurements in a network: a) schematic diagram; b) experi-
ment results from sea trials.
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Key Extraction

The key extraction, as the second stage of an 
RSS-based method, could generally be classified 
into two categories:
•	Single-bit approaches, in which each RSS 

point is quantized into at most one bit
•	Multi-bit approaches, which extract multiple 

secret bits from a single RSS measurement
In Fig. 2, we use the methods proposed by 

Aono [7], Mathur [8], and Patwari [9] as exam-
ples to briefly introduce how different key 
extraction algorithms work after signal prepro-
cessing.

Aono’s Approach: In this single-bit approach, 
two communicating parties first determine the 
length of the key, which is denoted as l (l = 24 
in Aono’s approach of Fig. 2). After that, they 
quantize their highest l/2 and the lowest l/2 RSS 
measurements into “1” and “0,” respectively.

Mathur’s Approach: In this single-bit 
approach, two communicating parties set up 
the thresholds q+ and q– based on their RSS 
sequences, where q± = m ±   s,  is a quantizer 
level coefficient, and m and s are the average and 
standard deviation of the RSS sequence, respec-
tively. Then they quantize n (n = 2 in Mathur’s 
approach of Fig. 2) successive RSS points above 
q+ and below q– to “1” and “0,” respectively.

Patwari’s Approach: In this multi-bit 
approach, two communicating nodes, Alice and 
Bob, divide the cumulative distribution of their 
RSS points into 4  2k intervals, where k is the 
number of bits used to represent each RSS mea-
surement (k = 2 in Patwari’s approach of Fig. 2). 
The identification of interval i is denoted as mi, 
i = 1, 2, …, 4  2k. Then both nodes generate 
two sets of k-bit Gray codes, and each codeword 
is repeated four times. Let dj(i) be codeword i in 
set j, where j = {0, 1} and d0 is the circular shift 
of d1. After that, Alice creates a binary vector 
E = [e1, e2, …] based on the interval identifica-
tion of her RSS points, and then sends E to Bob. 
Finally, two nodes encode their RSS measure-

ments i with codeword d1 if ei = 1, or with code-
word d0 whenever ei = 0.

Information Reconciliation

After signal preprocessing and key extraction, 
Alice and Bob have the shared keys with some 
disagreements caused by the imperfect symmetry 
between their RSS measurements. To agree on 
the same key, they need to use an information 
reconciliation protocol to correct the erroneous 
bits between their keys.

One of the most famous information reconcil-
iation protocols is the cascade, which uses itera-
tive processes. In a cascade, Alice divides her key 
into multiple blocks and sends parity information 
of each block to Bob. Bob divides his key and 
computes the parities in the same manner. After 
that, Bob compares his parities with those from 
Alice. If a difference in a parity is found, a binary 
search is performed to identify and correct the 
error bits. After all blocks have been corrected, 
Alice and Bob both permute the secret bits of 
their keys in the same random way, and start a 
new round of communication and correction. 
This process repeats a number of times to ensure 
that two communicating parties have identical 
keys with high probability.

Privacy Amplification

Information reconciliation leaks partial infor-
mation during the error correction process. An 
adversary may utilize this information to guess 
the content in the key. Privacy amplification thus 
is advocated to solve the information leakage 
problem.

By applying a privacy amplification, Alice and 
Bob can produce a new key with fewer secret bits 
than the original one, while the eavesdropper, 
Eve, only has a little knowledge about the new 
key. This is achieved by letting two communicat-
ing entities use a universal hash function, which 
is randomly selected from a publicly known set, 
to produce a short key with high entropy from 
the original one. In order to reduce the probabil-
ity that Eve has any knowledge of the new key, 
the length of the new key should be calculated 
based on how much information of the old key 
Eve has obtained. 

Performance Metrics

When assessing the performance of RSS-based 
key generation approaches, the following three 
metrics are usually used:
•	Key generation rate: The average amount 

of secret bits extracted from each RSS mea-
surement.

•	Bit mismatch rate: The ratio of the mis-
matched bits between the keys produced by 
Alice and Bob to the length of the key.

•	Randomness: “A series of numbers is ran-
dom if the smallest algorithm capable of 
specifying it to a computer has about the 
same number of bits of information as the 
series itself” [10].
The key generation rate and bit mismatch 

rate are the two most important metrics describ-
ing the capability of a key generation approach 
to produce valid bits from the raw RSS measure-
ments, which in turn affects the minimum time 
to establish a secret connection between two 

Figure 2. Key extraction algorithms.
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communicating parties. Randomness is a crucial 
metric to evaluate the predictability of the secret 
key. More specifically, a key produced by two 
communicating parties should have enough ran-
domness to support their secret communications. 
Otherwise, an eavesdropper could predict the 
content in the key easily once the pattern of the 
key is obtained. There are a number of methods 
to test the randomness of a sequence. For exam-
ple, we could run an approximate entropy test 
and calculate the P-value of the key, which can 
help us evaluate the randomness of the secret 
bits.

Advantages of 
RSS-Based Key Generations

Compared to conventional cryptographic key 
generation schemes, the RSS-based methods 
have the following advantages, which make them 
promising techniques for UANs.

Feasibility: Any two parties that want to com-
municate secretly can simply use a point-to-point 
probe transmission protocol to generate a key 
without the participation of any key manage-
ment entities. In addition, as a critical parame-
ter in communication systems, the RSS could be 
measured by most commercial acoustic modems 
directly without any modification of the hardware 
or software.

Security: Unlike pseudorandom key genera-
tion, which has potential cryptanalytic breaks in 
large networks, the security of RSS-based meth-
ods is naturally preserved by the spatial diversi-
ty and random variation of an acoustic channel. 
Particularly, an attacker close to neither of the 
communicating entities measures an uncorrelat-
ed channel, and thus can hardly guess the key 
through overhearing. Furthermore, the high 
dynamics of an acoustic channel guarantees that 
the RSS sequences collected in different time 
periods are uncorrelated [11], which is a favor-
able feature allowing a pair of nodes to flexibly 
update their secret key at any time.

Resilience: RSS-based key generation schemes 
have high resilience, since the compromise of 
some good nodes will definitely not reveal the 
security information of other links in the net-
work. The secret keys are essentially produced 
from local measurements on the channel 
response, which have significant diversity among 
different links. A pairwise key for two communi-
cation parties is unknown to any other entities. 
The high resilience of RSS-based key generation 
provides good quality of resistance against hack-
ing attempts on the network.

Scalability: Apart from conventional pairwise 
key sharing schemes, which require large memo-
ry to store a considerable amount of preinstalled 
keys in large-scale networks, RSS-based key gen-
eration has no constraint on the memory space. 
Different and random keys are naturally created 
benefiting from the entropy feature of under-
water environments. Therefore, an RSS-based 
scheme could operate efficiently in a large UAN 
or in networks with incremental deployments.

Key Connectivity: Key connectivity represents 
the probability that two neighboring nodes have 
common keys to establish a secure link for com-
munications. High connectivity requires a large 

amount of shared keys on two nodes in conven-
tional random key generators. The requirements 
for resilience, scalability, and connectivity, how-
ever, are conflicting in general symmetric key 
generation approaches. In RSS-based key gen-
eration schemes, any pair of nodes can produce 
shared keys as long as they are physically reach-
able through an acoustic channel. Upper-layer 
services like routing will get considerable benefit 
from the high connectivity of the key in RSS-
based key generation schemes.

It is worth noting that RSS-based key gener-
ation approaches mainly focus on protecting the 
communication between authenticated parties 
against malicious adversaries. Like other sym-
metric key generators, an RSS-based scheme has 
no mechanism for device authentication, thereby 
requiring the establishment of an initial secure 
link between communication entities. There have 
been extensive authentication mechanisms in the 
literature [12], which could be used in conjunc-
tion with RSS-based key generation methods. 
For instance, similar to the Diffie-Hellman pro-
tocol, the nodes can use a public-key-based key 
exchange mechanism for device authentication. 
Another viable solution is to pre-distribute some 
temporary keys to authenticate the identities and 
exchange the initial shared secret [13].

Challenges from 
Underwater Environments

In oceans, electromagnetic waves suffer from 
heavy attenuation; as a result, the sound signal 
becomes the preferred information carrier for 
wireless communications. Underwater channels 
and acoustic communication systems, however, 
have some unique features, which in turn lead to 
grand challenges for RSS-based key generation 
approaches.

Long Transmission Time of a Probe Signal

Benefiting from wide bandwidth, the transmis-
sion time of a probe in the radio network is 
usually less than 1 ms. This allows the commu-
nicating entities to generate a key with a desired 
length very fast. On the contrary, due to the long 
preamble signal in UANs, the transmission time 
of a probe could be thousands of times longer 
than in terrestrial environments, which causes a 
slow generation rate of secret keys.

More specifically, for signal detection and 
automatic gain control (AGC) purposes, an 
acoustic modem needs to attach a preamble 
sequence before each packet. In UANs, the 
length of a preamble can be half a second or 
even longer [6], 1000 times larger than that in 
the radio network. This prevents communication 
parties from transmitting a sequence of probes in 
a short period as they do in terrestrial environ-
ments. Therefore, an RSS-based key generation 
approach in oceans needs a longer time to create 
a long enough secret key.

Using Mathur’s single-bit approach, listed in 
Table 1 as an example, its key generation rate 
in sea tests was 0.09 b/probe. To produce a key 
of 128 secret bits, a node was required to send 
a total number of 1422 probes. In experiments, 
the minimum transmission time of a probe signal 
was 0.5 s. Therefore, two communicating entities 
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have to take about 13 min for probe transmis-
sions, which makes single-bit approaches ineffi-
cient in UANs.

Given the long transmission time of probes in 
oceans, the efficiency of RSS-based key genera-
tion becomes a major challenge for single-bit key 
extraction approaches. Multi-bit key generation 
methods, on the other hand, can significantly 
improve the key generation rate, but at a cost of 
higher bit mismatch rate, as depicted in Table 1. 
How to balance the key generation rate and the 
bit mismatch rate in an RSS-based key genera-
tion is still an open issue in UANs. 

Asymmetric RSS Measurements

RSS-based key generation relies considerably on 
the reciprocity of acoustic channel. However, due 
to the half-duplex feature of acoustic modems 
and the fast variation of an underwater chan-

nel, the RSS measurements of the communicat-
ing parties are not exactly symmetric, which may 
affect the robustness of a key generation method 
in terms of bit mismatch rate.

In particular, due to the size and cost con-
straints, most existing acoustic modems are only 
equipped with a single transducer for commu-
nications. These modems operate in half-du-
plex mode in the sense that they are capable of 
either transmitting or receiving. Therefore, if 
two communicating parties send probes simul-
taneously, there may be a collision between the 
transmission and reception, especially given the 
long transmission time of a probe signal in the 
underwater environment. To avoid collisions, two 
parties have to use non-concurrent probe trans-
missions in UANs.

In radios, due to the negligible propagation 
delay and the short transmission time of probes, 
the time difference between a pair of RSS mea-
surements caused by non-concurrent probe 
transmissions is very short, usually less than the 
channel correlation time. In such a scenario, the 
effect of asymmetric RSS measurements could 
be mitigated by using an interpolation filter in 
the signal processing stage. Compared to radio 
networks, however, the transmission time of a 
probe is thousands times longer in UANs, and 
the propagation speed of an acoustic signal in 
water is five orders of magnitude lower than that 
of an electromagnetic wave in air. Hence, when 
sending probes non-concurrently, the time dif-
ference between the transmissions of a pair of 
probes in UANs is thousands of times longer 
than that in terrestrial environments. For this 
reason, the asymmetry of RSS measurements on 
a pair of nodes is significant in oceans.

Using a sea experiment as an example, we 
configured a node called Alice as the initiator 
for key generation. In each round of communi-
cation, she sent a probe signal to another node, 
Bob, who replied with the same signal after he 
received the probe from Alice successfully. This 
procedure was repeated multiple times until two 
parties got enough RSS measurements for key 
extraction. The distance between two commu-
nicating entities in the experiment was 556 m; 
therefore, the minimal time difference between 
an RSS pair measured by Alice and Bob was tp + 
ts = 0.87 s, where tp is the propagation delay (0.37 
s) and ts is the probe transmission time (0.5 s).

Figure 3a demonstrates the asymmetric RSS 
measurements caused by the non-concurrent 
transmission of probe signals in oceans. The dif-

Figure 3. Large RSS discrepancies and high bit mismatch rates: a) RSS mea-
surements on two parties; b) bit mismatch rates with and without the 
interpolation filter.

1250 1260 1270 1280 1290 1300 1310 1320 1330 1340 1350
−10

−5

0

5

10

Probe ID

RS
S

(a)

Alice RSS
Bob RSS

Aono Mathur Patwari
0

10

20

30

40

50

Av
er

ag
e 

bi
t m

ism
at

ch
 ra

te
 (%

)

(b)

without interpolation
with interpolation

Table 1. Performance comparison among three representative approaches.

Approach Signal preprocessing 
method

Key 
extraction Parameters Key generation 

rate
Bit mismatch 
rate (%)

Approximate 
Eentropy P-value

Aono Beamforming1 Single-bit l = 0.1  Np
2 0.10 10.8 0.34 < 0.01

Mathur Large-scale fading 
elimination Single-bit  = 0.1, n = 2 0.09 38.5 0.68 0.43

Patwari Interpolation and 
decorrelation Multi-bit k = 3 3.00 49.3 0.69 0.61

1 Due to the hardware constraint of an acoustic modem, we excluded array processing from our experiments.
2 Np is the total number of RSS measurements.
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ferences finally result in a high bit mismatch rate 
on the RSS-based key generation approaches, as 
listed in Table 1. In addition, this bit mismatch 
rate cannot be evidentially reduced by applying 
an interpolation filter, as shown in Fig. 3b.

Solutions for Performance 
Improvements

As discussed earlier, the long transmission time 
of probes leads to a low generation rate of secret 
keys, and the asymmetric RSS measurements 
result in much disagreement between the secret 
bitstreams. In this section, we provide some fea-
sible solutions to tackle these two problems.

Improvement of the Key Generation Rate

Intuitively, we can increase the key genera-
tion rate by using a multi-bit approach in the 
key extraction stage. However, compared to 
single-bit methods, the conventional multi-bit 
RSS-based key generation scheme is susceptible 
to imperfect asymmetry between RSS measure-
ments, thereby resulting in a high disagreement 
probability between the shared keys. As listed in 
Table 1, the bit mismatch rate of the multi-bit 
approach proposed by Patwari is near 50 percent 
in oceans, which requires an overhaul before 
applying it to UANs.

To keep the advantages of low bit-mismatch 
rate in single-bit methods and high key genera-
tion rate in multi-bit approaches, a viable solu-
tion is to use the scheme of multi-channel key 
generation. In this scheme, the nodes divide the 
communication bandwidth into multiple inde-
pendent subchannels, and the probe signal, such 
as an orthogonal frequency-division multiplexing 
(OFDM) signal, should have at least one fre-
quency component on each subchannel. After 
receiving the probes, the receiver transforms the 
received signal to the frequency domain. 

With this scheme, the RSS measurements can 
be performed on each subchannel, producing 
independent RSS sequences. The communicating 
parties can harvest a total number of Nsub RSS 
measurements from each probe reception, where 
Nsub is the number of subchannels, as shown in 
Fig. 4.

Obviously, the more subchannels we use, the 
higher the key generation rate we can achieve. 
However, there is a possibility that the RSS 
measurements at neighboring subchannels are 

correlated if their frequency interval is small. In 
this case, the randomness of the secret bits will 
decrease. For this reason, we should choose the 
subchannels not close to each other in the fre-
quency domain.

Improvement of Key Agreement Probability

Evidentially, the key disagreement in RSS-based 
key generation approaches can be reduced by 
improving the symmetry of RSS sequences 
between two communicating entities. However, 
due to the large time difference of non-concur-
rent RSS transmissions in oceans, there could 
be considerable discrepancies in RSS measure-
ments. Therefore, the interpolation filter, which 
is usually adopted in radio networks, may fail in 
UANs. Here we advocate the use of a smooth 
filter in the signal preprocessing stage to improve 
key robustness. 

The smooth filter has been widely applied in 
many areas, such as statistics and image precess-
ing. It is an efficient way to capture the critical 
features in data, while removing the fast varying 
components like noise and interference. By using 
a smooth filter in the RSS-based key generation 
approach, the two parties can reduce the random 
fluctuations in their RSS measurements and thus 
decrease the bit mismatch rate of the key.

According to the environmental condi-
tions, we can select different smooth filters to 
achieve good performance for key generation. 
For instance, if the probe signals are polluted 
by strong ambient noise, a Savitzky-Golay fil-
ter or a symmetric moving average filter is rec-
ommended to improve the reciprocity of RSS 
sequences. If the symmetry of RSS sequenc-
es is degraded by a burst interference, such as 
the signal from a sonar or a marine mammal, 
a robust local polynomial regression (LOESS) 
filter is preferred.

In Fig. 5, we use experiment results to ver-
ify the efficiency of a smooth filter in reducing 
the bit mismatch rates for the three representa-
tive RSS-based key generation approaches. As 
demonstrated in Fig. 5, the bit mismatch rates 
of all three approaches are significantly reduced 
with the increased size of a smooth window. 
More specifically, by using a symmetric moving 
average smooth filter in the experiments, the 
average bit mismatch rates of Aono, Mathur, and 
Patwari dramatically decrease by 100, 63, and 20 
percent, respectively.

Figure 4. Multi-channel key generation scheme, where Pi is the probe ID and Ci is the ID of a subchannel.
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It is worth noting that there is a trade-off 
between the mismatch rate and the randomness 
of the secret key when a smooth filter is applied. 
According to the experiment results, the P-value 
of the approximate entropy test would be less 
than 0.01 for Mathur’s and Patwari’s key genera-
tion approaches if the size of the smooth window 
is over 15.

Conclusion
In this article, we have presented a tutorial on 
RSS-based key generation approaches in under-
water environments for secret acoustic commu-
nications. While these approaches have been well 
studied in terrestrial networks, they face many 
new challenges that have yet to be addressed due 
to the unique features of acoustic systems.

From the experiment results we observe that:
•	The transmission time of a probe signal in 

UANs is much longer than that in radio 
networks and thus results in a low key gen-
eration rate.

•	Due to the long propagation delay and large 
transmission time, the asymmetry of RSS 
measurements between two communicating 
parties is more significant in UANs than in 
radio networks, which causes a high bit mis-
match rate on the shared key.
Finally, we have introduced two solutions to 

improve the performance of RSS-based key gen-
eration approaches in terms of key generation 
rate and bit mismatch rate. The multi-channel 
key generation scheme enables communicating 
parties to extract secret bits on multiple sub-
channels, thereby significantly improving the 
efficiency of key generation. A smooth filter can 
improve the symmetry of RSS measurements, 
thereby reducing the discrepancies between the 
shared keys. According to experiment results 

from sea trials, we have seen that by using a sym-
metric moving average smooth filter, the average 
bit mismatch rates of the approaches proposed 
by Aono, Mathur, and Patwari were decreased by 
100, 63, and 20 percent, respectively.
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Figure 5. Bit mismatch rates with respect to the size of the smooth window.
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Abstract

The unique characteristics of the underwa-
ter acoustic channel impose many challenges 
that limit the utilization of underwater sensor 
networks. In this context, opportunistic routing, 
which has been extensively investigated in ter-
restrial wireless ad hoc network scenarios, has 
greater potential for mitigating drawbacks from 
underwater acoustic communication and improv-
ing network performance. In this work, we dis-
cuss the two main building blocks for the design 
of opportunistic routing protocols for underwa-
ter sensor networks: candidate set selection and 
candidate coordination procedures. We pro-
pose classifying candidate set selection proce-
dures into sender-side, receiver-side, and hybrid 
approaches, and candidate coordination proce-
dures into timer-based and control-packet-based 
approaches. Based on this classification, we dis-
cuss particular characteristics of each approach 
and how they relate to underwater acoustic com-
munication. Furthermore, we argue that those 
characteristics should be considered during the 
design of opportunistic routing protocols for dif-
ferent scenarios in underwater sensor networks.

Introduction
Research about oceans has become increasing-
ly necessary in recent years. Oceans represent 
around 2/3 of the Earth’s surface and play an 
important role in sustaining human life. They are 
a substantial source of primary global produc-
tion, absorb most of the carbon dioxide (CO2) 
emitted into the atmosphere, and regulate the 
Earth’s climate. Despite the oceans’ importance, 
it is estimated that 95 percent of their volume 
remains unknown.

Underwater sensor networks (UWSNs) have 
great potential to help change the aforemen-
tioned reality. UWSN has been proposed as an 
alternative solution for observing and explor-
ing aquatic environments against the traditional 
wired and communicationless technologies. By 
providing nodes with underwater wireless com-
munication capabilities, UWSNs enable real-time 
monitoring and actuation, online system recon-
figuration, and failure detection [1]. This novel 
technology has enabled a new era in scientific 
and industrial underwater monitoring applica-
tions, such as ocean exploration, oceanographic 

data collection, ocean and offshore sampling, 
navigation assistance, and tactical surveillance 
applications.

Recently, opportunistic routing (OR) has 
been proposed for tackling channel fading, which 
diminishes the routing performance of tradition-
al routing paradigms. Instead of a unique next-
hop forwarder selected in traditional multihop 
routing, OR selects a set of next-hop forwarder 
candidates that can overhear the packet transmis-
sion and continue forwarding it in a prioritized 
way toward the destination. Packet retransmis-
sion occurs only if it is not received by any can-
didate. The importance of OR for underwater 
networks arises from the challenges imposed by 
underwater acoustic communication, which is 
characterized by strong attenuation and ambient 
noise, time-varying multipath propagation, and 
low-speed sound propagation (≈1500 m/s). These 
aspects result in a high delay and error rate, tem-
porary loss of connectivity, limited bandwidth 
capacity, and high energy communication cost. 
Thus, OR can help mitigate underwater chan-
nel effects and enhance the poor underwater 
acoustic physical links by taking advantage of 
the broadcast nature of the wireless transmission 
medium. 

In this article, we examine the opportunistic 
routing protocol design problem for underwater 
sensor networks. More specifically, our contribu-
tions include:
•	A thorough review of underwater acoustic 

channel characteristics that present differ-
ent challenges to data delivery and motivate 
the research on OR in underwater networks

•	Investigation of candidate set selection and 
transmission coordination procedures for 
the design of OR protocols for UWSNs

•	Discussion of design considerations of OR 
protocols according to the candidate set 
selection and transmission coordination 
approaches

Background and Problem Setting
In this article, we consider the network archi-
tecture depicted in Fig. 1. Each sensor node is 
responsible for monitoring its surrounding region 
and sending the gathered data to a surface 
sonobuoy through multihop underwater acoustic 
communication links. A surface sonobuoy (sink) 
is responsible for receiving, through acoustic 
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communication, collected data from the sensor 
nodes and sending it, through radio frequency 
communication, to a monitoring center.

Currently, the underwater acoustic channel 
is the only feasible technology for medium- to 
long-range underwater wireless communication. 
Therefore, UWSN links are affected by high path 
loss, noise, multipath signal propagation, limited 
bandwidth capacity, Doppler spreading, and high 
power consumption. Path loss is mainly caused 
by geometrical spreading and signal attenuation 
associated with frequency-dependent absorption. 
Noise originates from ambient and site-specific 
sources. Ambient noise is always present. Tur-
bulence, shipping activities, breaking waves, and 
thermals are the primary sources of ambient 
noise. Another important characteristic of the 
underwater acoustic channel is that the band-
width depends on transmission power and dis-
tance, and radio frequency. For a more detailed 
overview of the characteristics of underwater 
acoustic channels, the interested reader might 
refer to [2].

The aforementioned characteristics severely 
degrade underwater wireless link reliability. Due 
to underwater acoustic channel characteristics, 
a link between neighbors can perform poorly or 
even be down at any given moment. Temporary 
connectivity loss can occur due to shadow zones. 
A major result of this is a potential increase in 
retransmissions as an attempt to deliver data 
packets. Such an increase would create more 
packet collisions, delay, and energy consumption.

In this context, OR has proven a promising 
paradigm to design routing protocols for UWSNs 
[3]. In traditional multihop routing, a packet is 
transmitted to a specific next-hop node using 
unicast communication. If the next-hop node 
does not receive it, the packet should be retrans-
mitted. After a finite number of unsuccessful 
retransmissions, the packet is discarded. In OR, 
a set of candidate nodes is involved for advanc-
ing the packet toward the destination. Accord-
ingly, a packet is sent leveraging the broadcast 
nature of the wireless transmission. The candi-
dates that receive the packet will continue, in 
coordination, to forward it in a prioritized way, 
such that a low-priority node transmits the pack-
et if none of the high-priority nodes have done 
so. Therefore, a packet is retransmitted only if 
none of the candidates have received it. 

The OR paradigm has benefits and draw-
backs that must be considered when it is used 
to design routing protocols for underwater net-
works. Opportunistic routing increases packet 
delivery and decreases the number of packet 
collisions, since the probability that at least one 
candidate would correctly receive the packet is 
high compared to traditional unicast routing. 
However, the packet delivery end-to-end delay is 
high due to the nodes’ transmission coordination. 
Also, the harsh underwater communication envi-
ronment can result in poor transmission nodes’ 
coordination, culminating in redundant packet 
transmissions, increasing packet collisions, and 
delay and energy consumption. Moreover, the 
assignment of the same high priority for some 
candidates may deplete their energy sooner, 
leading to partitions in the network.

We can state the problem of OR for underwa-

ter sensor networks as follows. Let an underwater 
sensor network be represented by a Euclidean 
graph G=(V, E) with the following properties:
•	V = {v1, v2, …, vn} is a finite set of nodes.
•	E is a set of links, where (i, j)  E if vi reach-

es vj, that is, the distance between them is 
less than the communication range r.

•	Ni is the neighboring set of node i, com-
posed of all vertices j, such that (i, j)  E.

•	Each link (i, j)  E has an associated cost 
representing packet delivery error between 
nodes i and j  V.
For a source node vi, an OR protocol must 

determine a next-hop forwarder candidate set Ci 
 Ni, according to a metric such as distance prog-
ress, transmission count, or one-hop throughput. 
In the candidate set Ci, nodes are ordered in a 
prioritized way, v1 > v2 > … > vn  Ci, such that 
the predecessor node will continue forwarding 
the packet toward the destination only if its suc-
cessor node fails to do so.

The Components of 
Opportunistic Routing

Opportunistic routing protocols are composed of 
two main building blocks.

Candidate Set Selection: This procedure is 
responsible for selecting a subset of neighbor-
ing nodes to continue forwarding the packet 
toward the destination. In this article, we catego-
rize candidate set selection procedures in send-
er-side-based, receiver-side-based, and hybrid 
approaches. These terms are elucidated in Defi-
nitions 1, 2, and 3, respectively.

Candidate Set Coordination: This procedure 
is responsible for coordinating the packet for-
warding operation between the next-hop can-
didate nodes. Moreover, this procedure is also 
responsible for determining suppression of the 
redundant packet transmissions of low-priority 
nodes. In this article, we categorize the candidate 
set coordination in timer-based and control-pack-
et-based approaches. These terms are elucidated 
in Definitions 4 and 5, respectively.

Definition 1 (sender-side-based candidate set 
selection): Procedures in which the candidate 

Figure 1. Underwater sensor network architecture.
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set is determined by the current forwarder node 
when it has a data packet to transmit.

Definition 2 (receiver-side-based candidate set 
selection): Procedures in which the candidate set 
is determined by the neighbors when they receive 
the data packet, that is, each neighbor is respon-
sible for verifying whether it is a next-hop for-
warder candidate. 

Definition 3 (hybrid candidate set selection): 
Procedures in which the candidate set is deter-
mined cooperatively by the current forwarder 
node and its neighbors.

Definition 4 (timer-based candidate set coordi-
nation): Procedures that employ holding time to 
coordinate candidates’ data packet transmissions. 

Definition 5 (control packet-based candidate 
set coordination): Procedures that employ control 
packet exchange to coordinate candidates’ data 
packet transmissions. 

Figure 2 depicts the OR building blocks 
and the categorization we have proposed to 
better describe some design principles of each 
approach. If we use an OR protocol in under-
water sensor networks, we must execute the fol-
lowing steps when a node has a data packet to 
deliver to a surface sonobuoy. First, the candi-
date set selection procedure determines a sub-
set of the neighboring nodes (candidate set) to 
forward the packet. Second, either the candi-
date nodes’ ID or other indicative information is 
included in the packet header to be used by the 
candidate nodes. After that, the current forward-
er node broadcasts the packet. Candidate nodes 
that have successfully received the packet initiate 
the forwarding procedure according to their pri-
ority levels. Finally, low-priority candidate nodes 
suppress the packet transmission when it is sent 
by a high-priority node.

Candidate Set Selection Procedures
The candidate set selection procedure is respon-
sible for choosing a subset of the neighboring 
nodes to continue forwarding the packet. A 
fitness function or a single metric, such as the 
expected distance progress or expected transmis-
sion count, is used to determine the suitability of 
each neighbor. The neighbors are sorted accord-
ing to their suitability, and are then included 
in the next-hop candidate set, which eventually 
becomes subject to restriction, such as a limited 
number of candidates or a one-hop candidate 
set delay.

In terrestrial wireless networks, it is common 

to have candidate set selection procedures that 
consider the whole network topology, or a recur-
rence function to determine the fitness of each 
neighbor. For instance, Li et al. [4] analyze the 
candidate set selection problem, developing a 
dynamic programming algorithm to determine an 
optimal solution that will minimize the expect-
ed number of transmissions. A similar strategy 
seems inappropriate for an underwater sensor 
network due to the high cost of disseminating the 
topology information to all the nodes, given the 
unique characteristics of the underwater acoustic 
channel and node mobility.

We concentrate only on local procedures for 
the candidate set selection. In those approaches, 
the next-hop candidate set is determined by each 
neighboring node or by the current forwarder 
node with k-hop neighborhood information for 
a small value of k (e.g., k = 1 or k = 2). In a 
broader sense, candidate set selection procedures 
can be classified as sender-side, receiver-side, and 
hybrid procedures. In the following, we describe 
each category, and present some proposed OR 
protocols in underwater sensor networks.

Sender-Side Procedures

In sender-side candidate set selection proce-
dures, the current forwarding node is responsible 
for selecting the next-hop forwarder candidate 
set. It selects the forwarder nodes based on 
neighborhood information. Usually, nodes 
use periodic beaconing to acquire neighbor-
hood information. Based on the neighborhood 
information and the next-hop selection metric 
or function, the current forwarder node deter-
mines which neighbors are enabled to continue 
forwarding the packet toward the destination. 
After that, the enabled neighbors are sorted and 
included in the next-hop candidate set, according 
to their priorities. Finally, the unique ID of the 
chosen nodes is included in the packet header. 
Frequently, a Bloom filter or membership check-
ing data structures are used to avoid long packet 
headers, which would increase the packet error 
rate.

With approaches that fall into this category, 
as the neighborhood is known in advance, more 
complex and multi-objective fitness functions, 
which consider application and underwater 
acoustic channel characteristics, can be used to 
select the next-hop candidate set. For instance, 
buffer and distance information of the neighbors 
can be used by the next-hop candidate set selec-
tion procedure in a real-time application (e.g., oil 
spill monitoring) to ensure an acceptable pack-
et reception ratio with limited delay. Moreover, 
only nodes close enough to hear each other’s 
transmission can be selected to belong to the 
next-hop candidate set in order to mitigate the 
problem of hidden terminals. The main draw-
back of this approach stems from the need to 
keep updated neighborhood information at the 
nodes, considering the node mobility caused by 
ocean currents. The use of beacon messages can 
overload the channel and increase packet colli-
sions because of the slow propagation through 
acoustic channels.

HydroCast [5] routing protocol is an example 
of underwater OR protocol that implements a 
sender-side-based candidate set selection pro-

Figure 2. Classification of opportunistic routing building blocks for underwa-
ter sensor networks.
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cedure. Its candidate set selection procedure 
employs neighbors with positive packet advance-
ment (i.e., closer to the sea surface). The proto-
col first calculates the fitness of each node using 
normalized advancement (NADV). Second, the 
neighbor with the highest NADV and all nodes 
distant at most R of it are chosen to form a clus-
ter. Those steps are repeated until no neighbor 
remains. For instance, in Fig. 3a, clusters 1, 2, 
and 3 are determined after the aforementioned 
step. Each cluster is then expanded by including 
all nodes with a shorter distance to nodes already 
in the cluster than the communication range. In 
the example of Fig. 3b, node n2 is included in 
cluster 1, and nodes n1 and n3 in cluster 2. Finally, 
the cluster with the greatest expected progress (a 
normalized sum of advancements made by the 
nodes) is selected, and the IDs of its nodes are 
included in the packet header. With minor varia-
tions, the aforementioned next-hop candidate set 
selection procedure is used by many other OR 
protocols in underwater sensor networks, such as 
GEDAR [6]. A main disadvantage of HydroCast 
is that it employs a simplified underwater chan-
nel model to calculate the NADV, which may 
not reflect the reality in some scenarios.

Receiver-Side Procedures

In receiver-side candidate set selection proce-
dures, the neighboring nodes are responsible for 
determining whether they are included in the 
next-hop forwarder candidate set of a received 
packet. The current forwarder includes some 
control information (e.g., its depth or distance 
to the destination) in the packet header, and 
then broadcasts it. Each receiver node, from the 
information contained in the packet, determines 
locally whether it is a next-hop candidate node 

according to the rule adopted by the protocol. 
If the neighboring node is a candidate, it deter-
mines its forwarding priority and forwards the 
packet if and when it should do so.

The receiver-side-based next-hop candi-
date set selection procedures are simple and 
scalable, requiring no neighborhood informa-
tion. Because of this, energy conservation and 
increased underwater acoustic channel utilization 
can be achieved. Moreover, these procedures 
are indicated for high traffic load applications, 
such as pollution monitoring, since there are 
no control packets competing for access to the 
acoustic channel and colliding with the data 
packets. However, the candidate coordination 
and redundant packet suppression can be inef-
ficient, leading to a high number of duplicated 
packet transmissions, which unnecessarily con-
sume energy and do not provide any innovative 
information to the destination, being discarded 
when it is reached.

VBF [7] and DBR [8] routing protocols are 
examples of underwater OR protocols that 
implement a receiver-side-based candidate set 
selection procedure. In the DBR routing pro-
tocol, the current forwarder node includes its 
depth information in the packet and broadcasts 
it. Upon receiving a packet, each neighboring 
node compares its depth with the sender’s depth. 
The neighbor is a next-hop candidate if it is clos-
er to the sea surface than the current forwarder 
node, and this depth difference is higher than a 
DT depth threshold. For instance, considering 
the current forwarder node S in Fig. 3c, nodes n3 
and n4 will discard the received packet because 
n3 and n4 do not have a depth difference higher 
than DT, and do not advance the packet toward 
the surface, respectively. Nodes n1 and n2 are 

Figure 3. Candidate set selection procedures: a) HydroCast candidate set selection procedure — part 1; b) HydroCast candidate set 
selection procedure — part 2; c) DBR candidate set selection procedure; d) VBF candidate set selection procedure; e) FBR can-
didate set selection procedure.

DT

Cluster 3

S

(a)

(d) (e)

Cluster 1

Cluster 2

n4

n3

n1

n2

d2
d3

d1

d4

Cluster 3

S

W

S S

D

D

θ

SD
SD

(b)

Cluster 1

Cluster 2

n4

n4

n1

n3

n3

n1

n1
n2

n2

n2

n1D

d2 d2
d3

d3

d1

d1

d4

d4

S

(c)



IEEE Communications Magazine • February 201644

candidates for forwarding the packet. In this 
example, node n1 is the high-priority node. Node 
n2 only forwards the packet if n1 fails to do so. 
In the VBF routing protocol, packets are rout-
ed along a virtual pipe (please refer to Fig. 3d). 
The location information of the sender and the 
destination is included into the packet header 
to be used for the purpose of next-hop candi-
date selection. When a node receives a packet, it 
determines whether it is inside the routing pipe 
by calculating its distance to the vector formed 
by the sender and destination location infor-
mation. If its distance to the vector is smaller 
than W, the node is a next-hop candidate. Oth-
erwise, the node discards the packet. VBF and 
DBR protocols suffer from similar drawbacks. 
Networks with higher densities are susceptible 
to a large number of duplicated transmissions. 
This is because both protocols do not employ 
any type of mechanism for restricting the number 
of candidates in the set, and do not address the 
hidden terminal problem. In low-density scenar-
ios, data delivery will be compromised, as VBF 
and DBR do not employ a communication void 
region mechanism.

Hybrid Procedures

In hybrid candidate set selection procedures, 
the next-hop forwarder candidate set is deter-
mined by the current forwarder node and its 
neighbors in two distributed steps. When a node 
has a packet to transmit, it reports its situation 
and requests information (e.g., battery level or 
link reliability) from its neighborhood through 
a broadcast of a control packet. Neighbor nodes 
meeting the criteria (e.g., positive progress to the 
destination) will respond to the current forward-
er node with the requested information. In the 
end, the current forwarder node selects the next-
hop candidate set based on received packets.

In the solutions belonging to this category, the 
neighborhood condition is known on demand, in 
contrast to the procedures based on the sender-
side-based candidate set selection, where bea-
coning happens periodically. Moreover, short 
packets to the next-hop candidate selection and 
coordination are less likely to be lost, resulting 
in an improvement in candidate coordination 
performance. This approach is highly suitable for 
low traffic load monitoring applications, such as 
periodic ocean temperature or salinity monitor-
ing applications. However, this two-way proce-
dure can increase end-to-end delay, due to the 
slow propagation through underwater acoustic 
channels.

FBR [9] and CARP [10] are examples of 
underwater routing protocols that implement a 
hybrid candidate set selection procedure. It is 
worth noting that these protocols are not oppor-
tunistic in the sense that only one neighbor node 
is selected as next-hop forwarder (i.e., only one 
candidate as the next hop). However, we present 
them as an example of a hybrid solution, since 
they can easily be extended to incorporate the 
OR nature by determining a sorted list of next-
hop candidate nodes. In both routing protocols, 
when a node has a packet to send, it broadcasts a 
control packet to inform its neighbors and obtain 
additional information. Each neighbor meeting 
the desired requirement to be a forwarder can-

didate replies to the current forwarder node. 
The desired requirement is to lie within a cone 
of angle ±/2 emanating from the transmitter 
toward the destination in FBR (e.g., nodes n1 
and n2 in Fig. 3e) and having a hop count to the 
destination less than the source node in CARP. 
The next-hop candidate is selected among the 
neighbors that replied to the sender request, 
based on their load or proximity to the destina-
tion, and a link quality goodness function in FBR 
and CARP, respectively.

Candidate Coordination Procedures
The transmission coordination of the next-hop 
forwarder candidate nodes is a crucial compo-
nent of OR design protocol. With the inclusion 
of many nodes in the candidate set, link reliabil-
ity improves, and the average number of trans-
missions required to deliver a packet is reduced. 
However, the candidates must forward the pack-
et in a coordinated manner, such that a low-
er-priority node will transmit the packet only if 
the higher-priority nodes fail to do so. This will 
avoid transmission of unnecessary and redundant 
packets, which will consume energy and fail to 
provide any additional information, being dis-
carded at the destination.

The coordination of candidate transmission is 
a more difficult problem in underwater networks 
than in terrestrial networks. While a candidate 
set with only two or three nodes may be suffi-
cient for obtaining a high packet delivery proba-
bility in terrestrial radio-frequency-based wireless 
networks, in underwater networks this number 
should be greater due to high signal attenuation 
and shadow zones.

In this article, we categorize candidate coor-
dination procedures based on timer-based coordi-
nation and control-packet-based coordination. We 
anticipate that current state-of-the-art OR proto-
cols have mostly used timer-based procedures for 
candidate coordination. This is due to its simplic-
ity and the absence of extra packet transmissions, 
which might overload the underwater acoustic 
channel and increase energy consumption. In the 
following we discuss the advantages and disad-
vantages of each category.

Timer-Based Candidate Coordination

Upon receiving a packet in the timer-based coor-
dination procedure, each candidate node holds it 
for a period of time or a number of transmission 
slots, according to its priority. The candidate will 
suppress its transmission if it receives an indi-
cation during its waiting period that the packet 
was forwarded by a high priority node. Usually, 
this indication is the reception of the same pack-
et, now coming from a high-priority node or an 
acknowledgment (ACK) packet. Otherwise, the 
node forwards the packet when its holding time 
expires.

The main advantage of this approach is the 
absence of extra control packets, which can fur-
ther degrade network performance. However, 
as no control packet is used to coordinate and 
inform low-priority nodes, duplicated data pack-
et transmissions can occur when the nodes are 
far from one another and cannot hear trans-
missions. In this case, duplicated data packet 
transmissions have a more negative impact on 
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network performance and energy consumption 
than the use of control packets due to their dif-
ferences in size. 

HydroCast [5], VBF [7], and DBR [8] rout-
ing protocols are examples of OR protocols for 
underwater sensor networks that employ tim-
er-based candidate coordination procedures. 
Their packet holding time function is presented 
in Table 1, where R is the node’s communication 
range and d is the packet advancement made by 
the node. The VBF holding time function has 
two terms. The first term determines holding 
time based on the node’s desirability factor (in 
other words, its priority) and a predefined max-
imum delay, such that it waits less time when 
the node’s priority is higher. The second term 
computes the remaining time needed for all the 
nodes in the current forwarder’s communication 
range to receive the packet. DBR and HydroCast 
implement a linear function of a receiver node, 
such that the closer the node approaches the 
sea surface, the less time it waits. The difference 
between their holding time function is the man-
ner in which the constant factor is determined. 
Since the node in DBR does not know about the 
other candidates, the constant factor considers 
the packet propagation time in the worst scenar-
io possible, in which the highest- and lowest-pri-
ority nodes are distant  m from each other. In 
HydroCast, this packet propagation time can be 
computed at each packet transmission, since the 
next-hop candidate nodes and their priorities are 
known by the current forwarder node.

Control-Packet-Based Candidate Coordination

Using a control-packet-based candidate coordi-
nation procedure, a candidate node, upon receiv-
ing a packet, will respond with a short control 
packet if high-priority candidates have failed to 
do so. The control packet transmission notifies 
the current forwarder node of the successful 
receipt of the packet, and informs the other low 
candidate nodes that they should suppress their 
transmissions. Usually, control-packet-based 
candidate coordination approaches designed for 
terrestrial wireless networks fall into one of the 
categories below [11]:
•	ACK-based: The current forwarder node 

sends the data packet, and the candidates 
respond with an ACK packet according to 
their priorities.

•	RTS/CTS-based: The current forwarder 
node sends a request to send (RTS) packet, 
the candidates respond with a clear to send 
(CTS) packet according to priority, and 
finally, the data packet is sent to the candi-
date that replied to the RTS transmission.
The above-mentioned design principles 

have severe drawbacks when applied to under-
water sensor network scenarios. ACK-based 
approaches require all candidates close enough 
to the transmission to be heard by others [11]. 
Otherwise, duplicated packet transmissions will 
take place and degrade network performance. 
RTS/CTS-based candidate coordination might 
perform poorly in underwater sensor network 
scenarios, since a high-priority node may suc-
cessfully receive a short RTS packet, become 
the next-hop forwarder responding with the CTS 
packet, and eventually become unable to receive 

the data packet, as it is longer than the RTS, and 
its delivery probability is significantly lower.

Currently, to the best of our knowledge, there 
is no OR protocol designed for underwater sen-
sor networks, which exclusively use control-pack-
et-based candidate coordination. HydroCast [5], 
which employs timer-based candidate coordina-
tion, uses an ACK packet transmission before 
the candidate forwards the data packet; this func-
tions as an alert reinforcement to inform low-pri-
ority nodes, since it is more probable that the 
neighbor will receive the short ACK packet than 
the high-priority node data packet transmission.

Design Consideration of OR Protocols 
for Underwater Sensor Networks

In the previous sections, we have discussed the 
advantages and disadvantages of candidate set 
selection and coordination categories. Herein, 
we highlight the resulting benefits and drawbacks 
of OR protocol design for UWSNs when both 
procedures are combined. In describing the com-
bination of these OR protocol design building 
blocks, we have organized this section according 
to the candidate set selection procedure. 

To further motivate the aforementioned dis-
cussion, we plot some performance evaluation 
results obtained from simulations. In our simula-
tions, we have a two-hop network configuration, 
in which one underwater node generates data 
packets to be delivered to surface sonobuoys 
(sinks), and uses its one-hop neighbors to do 
so using the OR paradigm. We vary the neigh-
bor densities, which results in a varying number 
of candidates in the forwarder set. The nodes’ 
transmission power is set to 150 dB re Pa. We 
use the model described by Urick [12] to simu-
late the underwater acoustic channel. We simu-
late a sender-side and receiver-side candidate set 
selection OR protocol based on the HydroCast 
[5] and DBR [8] routing protocols, respectively. 
The results correspond to the average value and 
a confidence interval of 95 percent.

Figure 4 portrays the results we have obtained. 
The packet delivery ratio of sender-side and 
receiver-side candidate set selection approaches, 
shown in Fig. 4a, increases when the number of 
neighbors increase. The receiver-side approach 
performs better than the sender-side approach. 
The reason for both trends is that more nodes 
are helping deliver data packets, as corroborated 
by the results depicted in Fig. 4d. The increasing 
number of candidates necessary for improving 
data delivery has undesired consequences. First, 

Table 1. Holding time function of some timer- 
based candidate coordination procedures.

OR protocol Holding time function

VBF [7] ThVBF = α ×Tdelay +
R − d
v

DBR [8] ThDBR =
2τ
δ

⋅(R − d)

HydroCast [5] ThHydroCast
  = (R – d)
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the latency increases because of the waiting time 
inherent in timer-based candidate coordination 
procedures, as shown in Fig.4b. Second, more 
redundant transmissions will take place because 
of unreliability of the underwater acoustic chan-
nel, which will prevent some low-priority can-
didates from hearing high-priority candidates’ 
transmissions. These observed effects are dis-
cussed in more detail in the following sections.

OR Protocol Using  
Sender-Side Candidate Set Selection

Using sender-side-based candidate set selection 
and timer-based candidate coordination pro-
cedures, OR routing protocols can be robust, 
efficiently addressing specific aspects of acous-
tic channel impairment. However, high end-to-
end delay can be experienced. This is due to the 
fact that in timer-based candidate coordination, 
low-priority nodes should hold the packet for a 
time according to its priority. Moreover, given 
the overhead, data packets should compete with 
beacon packets to access the underwater acoustic 
channel.

If control-packet-based candidate coordina-
tion is chosen, end-to-end delay can be reduced, 
since a low-priority node should wait as lit-
tle time as possible to receive an ACK packet 
from high-priority nodes. However, the network 
performance might be severely degraded when 

OR protocols based on sender-side candidate 
set selection and control-packet-based candidate 
coordination are used in high mobility and traf-
fic load application scenarios. This is due to the 
high energy cost relative to the communication 
operation and the low probability packet delivery 
characteristics of the underwater acoustic chan-
nel, combined with the high overhead as a result 
of beacons and control packets.

OR Protocol Using 
Receiver-Side Candidate Set Selection

Using receiver-side-based candidate set selec-
tion and timer-based candidate coordination 
procedures, OR protocols tend to be simple and 
scalable, proving very attractive for high mobil-
ity and dense underwater sensor network sce-
narios. Moreover, despite the intrinsic delay of 
timer-based coordination procedures, their end-
to-end delays have a tendency to be low when 
compared to joint sender-side and timer-based 
approaches. This is due to the simple receive and 
forward mechanism, since there is no need to 
perform complex computations for candidate set 
selection. However, a high fraction of duplicat-
ed packets can occur because of the fully local 
candidate coordination combined with the hid-
den terminal problem and the impairments of 
acoustic communication, which increase packet 
collisions and spend unnecessary energy.

Figure 4. Results: a) packet delivery ratio; b) average end-to-end delay; c) average number of redundant 
packets; d) average number of candidates.
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The aforementioned drawback can be reduced 
by using control packet-based candidate coor-
dination, given that the use of a short control 
packet to direct a low-priority node to suspend 
its transmissions is more likely to be received 
than data packets. It is worth mentioning that 
the duplicated packet transmission effect, which 
is the main drawback of OR protocols, might 
be used as an advantage for overcoming the dif-
ficulties inherent in underwater acoustic com-
munication. For instance, the Energy-Efficient 
Depth-Based Routing (EEDBR) protocol [13] 
reduces the suppression of the packet transmis-
sion when the packet delivery ratio is less than a 
particular threshold.

OR Protocol Using Hybrid Candidate Set Selection

We envision that OR protocols for UWSNs, 
based on hybrid-based candidate set selection 
with timer-based or control-packet-based can-
didate coordination, are very suitable for data 
routing in low packet generation rate applica-
tions and moderate- to high-mobility network 
scenarios. The main advantage of these com-
binations is that robust OR protocols can be 
designed with low cost in packet overhead. The 
choice between timer-based or control-pack-
et-based coordination in this case can be guided 
by the candidate fitness function. For instance, 
when too many nodes are selected to the set, 
timer-based coordination is preferable. The 
main disadvantage of these OR protocols is the 
high end-to-end delay.

Future Research Issues
While significant research has been conducted 
regarding opportunistic routing design for under-
water networks, there are several directions that 
require further exploration. The following are 
some open research problems that warrant addi-
tional investigation.

•There is a lack of modeling works that inves-
tigate OR for UWSNs. Theoretical limits of OR 
performance in UWSNs, which consider opti-
mal frequency selection, data rate transmission 
adaptation, transmission scheduling, and inter-
ference cancellation techniques, are still open 
research issues. Further research in this direction 
is of great interest due to the challenging nature 
of the underwater acoustic communication envi-
ronment.

•In general, there is a particular number of 
candidates in the forwarding set, such that the 
addition of more nodes will not improve rout-
ing performance. On the contrary, an excessive 
number of candidates will increase end-to-end 
delay and redundant packet transmissions. This 
characterization is a challenging open research 
issue in underwater networks, because the num-
ber of candidates may not be fixed or the same 
for all nodes due to the multipath and time-vary-
ing underwater acoustic signal propagation and 
shadow zones.

•Opportunistic routing may shorten the 
underwater network lifetime due to redun-
dant transmissions. In this context, duty cycling 
holds promise for reducing energy consumption. 
Coutinho et al. [14] proposed a modeling frame-
work for evaluating the collision of duty cycling 
and OR in underwater networks. However, an 

ideal sleep and awake interval selection and their 
adjustment on the fly are still open research 
issues.

•Usually, candidate priorities will be 
unchangeable during the network’s operation. 
This can result in network partitions, as high-pri-
ority nodes may deplete their batteries soon-
er. Therefore, rotation of candidates’ priorities 
should be investigated in order to prolong the 
network lifetime where the link reliability is 
increased. 

Final Remarks
This article has presented detailed design 
guidelines for opportunistic routing protocols 
in underwater networks. We have described a 
general framework of OR for UWSNs in par-
ticular, and have investigated the design of their 
candidate set selection and coordination proce-
dures. We have divided candidate set selection 
procedures into sender-side-based, receiver-side-
based, and hybrid. We have categorized the can-
didate coordination procedures into timer-based 
and control-packet-based approaches. For each 
category of candidate set selection and coordina-
tion procedures, we have discussed its principles, 
advantages, and disadvantages, relating them to 
the underwater acoustic communication charac-
teristics, since these characteristics (together with 
the network scenario and application) guide the 
design of opportunistic routing protocols. Final-
ly, we have put into perspective the advantages 
and disadvantages of the candidate set selection 
and coordination categories combined during the 
design of OR protocols for underwater sensor 
networks.
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Abstract

Underwater acoustic (UWA) communications 
is the only reliable method for long-distance 
communications underwater, and is widely used 
in commercial, scientific, and military scenari-
os. However, the UWA channel is most chal-
lenging due to its double dispersion property in 
both long time delay and large Doppler spread, 
resulting in severe multipath spread and time 
variation. Among these, Doppler spread is one 
of the most critical challenges, and researchers 
have proposed various models in order to resolve 
Doppler spread in UWA channels. In this article, 
an overview of Doppler modeling and resolving 
is provided, divided into four stages: the qua-
si-static model of the mid-1980s, the uniform 
Doppler shift model in the 1990s, the basis 
expansion model and uniform path speed mod-
els of the late 1990s, and the recently developed 
non-uniform path speed model. Furthermore, 
the UWA channel sparsity property utilized by 
each of those models will also be discussed. 

Introduction
Underwater acoustic (UWA) communications are 
widely believed to be the only approach feasible 
for long-distance communications underwater, 
and are widely used in various scenarios. The 
need for high-quality underwater wireless com-
munications arises in many military, scientific, and 
civilian applications, including communications 
among submarines, underwater security surveil-
lance, scientific data collection at ocean bottom 
stations, off-shore oil explorations by autonomous 
underwater vehicles (AUVs), and data exchanges 
in underwater sensor networks for environmen-
tal monitoring. The 20th century witnessed the 
evolution of UWA communications from ana-
log noncoherent techniques to digital coherent 
ones. However, as shown in Fig. 1, UWA com-
munications is uniquely challenging due to the 
underwater environment and UWA propagation 
properties. A specific presentation of Fig. 1 is pro-
vided in the following three paragraphs. 

On one hand, due to the low propagation 
speed at 1500 m/s of acoustic waves underwater, 
a relatively large number of arrivals could be dis-
tinguished at the receiver side in a shallow water 
scenario, which usually lasts for tens of millisec-

onds. This large multipath spread results in long 
time delay characteristic of the UWA channel and 
severe inter-symbol interference (ISI) when infor-
mation from different arrivals collapse into each 
other, leaving channel equalization a demanding 
task for reliable UWA communications. Thus, 
multipath spread should be taken into account 
when modeling the UWA channel. In addition, the 
UWA channel also features significant Doppler 
effects due to platform and sea surface motion, 
causing large Doppler spread. The large Doppler 
spread may contaminate the communications, so 
it needs to be carefully mitigated. The reason the 
Doppler effect is difficult to solve lies in the fact 
that it could have different values for different 
frequencies throughout the bandwidth. Due to its 
nature, the Doppler effect is widely considered to 
be more difficult to accommodate than the mul-
tipath effect. Unfortunately, UWA channels have 
severe time variance, where the channel property 
may differ as time passes by. This explains why the 
UWA channel time-varying property is another 
important consideration in modeling. In general, 
due to long time delay and large Doppler spread, 
UWA channels are often characterized as doubly 
spread, especially in shallow water, while terres-
trial RF channels are not unless the transceiver 
mobility is very high.

On the other hand, acoustic waves usually 
propagate at low frequencies, typically tens of 
kilohertz, compared to electromagnetic waves 
that propagate at gigahertz. The fractional band-
width for a UWA communication system, defined 
as the ratio between bandwidth against carrier 
frequency, is usually 1000 times greater than that 
of terrestrial wireless systems. Thus, a UWA com-
munication system is a typical wideband system. 
Due to the low propagation speed of acoustic 
wave at 1500 m/s in water compared to electro-
magnetic waves propagating at 3  108 m/s in air, 
Doppler spread for UWA communications will 
have much greater relative values than terres-
trial RF communications. Furthermore, UWA 
communication systems have different Doppler 
spread values for different frequencies due to 
their wideband property, unlike narrowband sys-
tems where Doppler spread could be considered 
constant over the entire bandwidth. 

The above discussions indicate that more 
severe challenges are present in UWA channels 
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than those in terrestrial RF channels. Several 
topics of interest have been focused on in UWA 
communications research in recent years, such 
as Doppler modeling and resolution, channel 
equalization for ISI cancellation, UWA channel 
doubly-spread mitigation in both time delay and 
Doppler scale, and bandwidth efficiency improve-
ment. Among all these research interests, we 
believe that Doppler modeling and resolution is 
one of the most crucial aspects in present UWA 
communications, and also partly supports the 
physical layer research in UWA communications 
at the same time. 

In this article, an overview of Doppler mod-
eling and resolution is provided for ever better 
understanding of the nature of UWA communi-
cation channels, and through its development the 
progress of UWA communications research is also 
demonstrated. Unlike the distinguished review of 
UWA communications [1], where the major dis-
cussions about UWA communications are channel 
modeling, equalization, time reversal and passive 
phase conjugation, multicarrier system, and so on, 
this article mainly focuses on Doppler modeling 
and resolution, and tries to reflect the develop-
ment of UWA communications via this approach. 
Throughout this article, the Doppler spread con-
cept means that the exact Doppler value varies for 
different frequencies throughout the bandwidth, 
while for the term Doppler shift, which is a sim-
plified version of Doppler spread, only a carrier 
frequency offset (CFO) is considered. 

The modeling of Doppler spread can be 
divided into five stages in a chronological man-
ner, which is shown in Fig. 2: quasi-static model, 
uniform Doppler shift model, basis expansion 
model (BEM), uniform path speed model, and 
non-uniform path speed model. In the mid-1980s, 
the quasi-static model considered UWA chan-
nels as time-invariant in a certain time interval, 
incapable of tracking channel time variation. 
The problem solving approach during that time 
was vague. Later, in the 1990s, a constant CFO 
(i.e., a uniform Doppler shift value throughout 
the bandwidth) was introduced into the uniform 
Doppler shift model, which can be compensated 
by frequency shifting at the receiver side. In the 
late 1990s, researchers started to use the BEM, 
which comprises a series of basis functions to fit 
UWA channel time variation, purely from the 
mathematical point of view and skipping its phys-
ical propagation properties. Around the same 
time as the BEM arose, the uniform path speed 
model started to be used in UWA communica-
tions, where a constant path speed is assumed. 
This model leads to the same Doppler expansion 
(or compression) ratio for various frequencies, 
and this expansion (or compression) could be 
compensated by resampling the received signal 
in the time domain. The most recent model, the 
non-uniform path speed model, which arose in the 
last few years of the 2000s, involves different path 
speeds for various paths. One possible approach 
to achieving the non-uniform path speed model is 
to parameterize both the amplitude and the time 
delay in a path-wise manner. Therefore, precise 
Doppler spread modeling, estimation, and com-
pensation could be performed with high precision. 
UWA channel sparsity is also an important issue 
to be addressed, where the quasi-static model, 
uniform Doppler shift model, BEM, and uniform 
path speed model exploit the sparsity in the tap 
level, while the non-uniform path speed model 
utilizes the sparsity in the path level. The usage of 
sparsity is discussed later. 

This article is organized as follows. The qua-
si-static and uniform Doppler shift models are 
discussed, respectively. BEM is given. We focus 
on the uniform and non-uniform path speed 
models, respectively. We give insight on UWA 
channel sparsity. Finally, we provide a summary 
and possible future prospectives. 

Quasi-Static Model
In the early stage, around the mid-1980s, UWA 
communication systems were achieved with lim-
ited data rates, which were usually under 1000 
b/s. Knowledge on the UWA channel itself was 
quite limited. The UWA channel was modeled as 
quasi-static, that is, time-invariant within a cer-
tain time interval. This approach was not able to 
track the variation of the UWA channel; a long 
channel coherence time is required to achieve 
reliable communications. Doppler spread is 
treated at the expense of lowering the data rate 
and bandwidth efficiency. In addition, the time 
reversal (TR) signal processing technique for 
UWA communications was also developed based 
on the quasi-static channel assumption, utilizing 
the principle of the TR mirror in the 1990s. TR 
signal processing is in fact a channel equalization 
technique utilizing the auto-correlation proper-

Figure 1. a) Uniform Doppler shift model; b) frequency compression.
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ty of channel impulse response (CIR), where a 
Dirac-shaped impulse response will be generated 
at the receiver side, further enabling the matched 
filter processing [2]. From another point of view, 
TR signal processing for UWA communications 
could be considered as a time-space matched 
filter for CIR by taking advantage of the ocean 
itself. 

Uniform Doppler Shift Model
Later on, in the 1990s, the quasi-static model 
developed into the uniform Doppler shift model, 
where a fixed Doppler shift Δfd, that is, a carrier 
frequency offset (CFO) as indicated in Fig 3a, 
was assumed throughout the whole bandwidth. 
In the later processing stage of received signals, 
this offset would easily be removed by shifting 
the frequency band opposite to that CFO. For 
example, as in [3], a frequency-shift estimator 
combined with a time-scale interpolator is uti-
lized to estimate the Doppler shift, remove the 
offset, and then interpolate to shift the times-
cale of the data. The uniform Doppler shift is 
estimated from the training data at the start of 
each received packet and is computed across the 
range of Doppler shifts to maximize the ambigu-
ity function, which is a two-dimensional function 
of the time delay and the Doppler frequency. 
As the previous step removes coarse Doppler 
shift, further operation is dedicated to deal with 
the residual Doppler shift; still, the performance 
might not be perfect. 

In multiple-carrier UWA communication sys-
tems, such as an orthogonal frequency-division 
multiplexing (OFDM) system, which is very sen-
sitive to the Doppler spread since it destroys the 
orthogonality among subcarriers, a general CFO 
was often modeled and estimated for all subcarriers 
by means of the null-subcarriers-based approach. 
Due to the Doppler spread, there would be energy 
leakages to null subcarriers, and by minimizing the 
energy on those null subcarriers, a CFO estimate 
could be obtained [4].  However, some necessary 
and sufficient conditions on the number of null 
subcarriers and their placement should be consid-
ered cautiously, since they may relate to issues like 
CFO identifiability. In summary, as the uniform 
Doppler shift model considers static Doppler shift 
in a certain time interval throughout the whole fre-
quency band, it could also be regarded as a gener-
alized quasi-static model.

Basis Expansion Model
Apart from treating the UWA channel as a qua-
si-static or uniform Doppler shift model, the 
focus of BEM, developed in late 1990s, is to 
model the UWA channel’s time variation purely 
from a mathematical point of view. Taking the 
assumption that Doppler spread for a certain 
time-variant UWA channel is limited and under 
some maximum value, a series of basis functions 
could be used to fit its time variance, and those 
basis functions actually span an orthogonal signal 
space. The basic idea for BEM is that it truncates 
CIR in the time domain while the remaining 
channel taps are negligible, and then selects a 
series of basis functions and estimates the corre-
spond coefficients to model the UWA channel. 

The advantage of BEM is that it reduces the 
degree of freedom of the UWA channel since 

it uses limited basis functions with their corre-
sponding coefficients to fit the UWA channel. 
For example, in order to get the exact CIR, an 
N-points sample is required. But with the BEM 
method, when zero values are set for those chan-
nel taps with negligible magnitudes, typically K 
basis functions are assigned to model the CIR, 
where K is smaller than N. It could be concluded 
from this observation that the BEM approach 
exploits the sparsity in the time domain for chan-
nel taps. However, the drawback of BEM is that 
the construction of orthogonal space is essential-
ly performing a truncation in the time domain. 
This will lead to model error and frequency leak-
age in the high frequency band, deteriorating the 
estimation accuracy [5].

A brief introduction to various BEM models 
is provided in [6]. The discrete Fourier trans-
form (DFT) BEM model is a common BEM 
model that utilizes low-frequency components 
in an inverse DFT matrix as basis functions, 
and channel fitting may be performed based 
on least square (LS) or minimum mean square 
error (MMSE) criterion. However, DFT BEM 
actually uses a window function to truncate CIR 
in the time domain, and this induces non-exis-
tent high-frequency components, resulting in 
modeling bias. Other BEMs include discrete 
prolate spherical sequences (DPSS) BEM and 
Karhunen–Loève (KL) BEM. DPSS BEM uses 
the set of eigenvectors corresponding to the 
largest eigenvalues of the band-limited rectan-
gular power spectrum signal (i.e., discrete pro-
late spherical sequence) as the basis functions 
for UWA channel fitting. Since DPSS BEM has 
a double orthogonality property over an infinite 
and a finite time interval, it takes fewer approx-
imations compared to DFT BEM. In addition, 

Figure 3. a) Uniform Doppler shift model; b) frequency compression.
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channel estimation could be performed with 
higher resolution by DPSS BEM since the matrix 
formulated by its basis function matrix is a uni-
form matrix the inverse of which could be calcu-
lated easily. The disadvantage of the DPSS BEM 
approach is that it influences the channel fitting 
bias distribution since it colors the noise, being 
worse than the DFT BEM approach. The trade-
off of DPSS BEM should relate to when to use 
it. KL BEM uses the eigenvectors correspond-
ing to the largest eigenvalues of the covariance 
matrix of the channel as basis functions. How-
ever, a channel covariance matrix is usually not 
available when applying KL BEM. This yields 
limited usage for the KL BEM approach. 

By catching the channel variation, BEM trans-
fers the time-variant channel into its time-in-
variant equivalent, usually within a block time, 
further enabling two possible applications. One 
is to perform channel estimation based on BEM, 
since BEM reduces the number of coefficients 
to be estimated. DFT BEM is preferred, but 
the frequency leakage problem should also be 
considered. A possible solution is to design the 
window function with fewer sidelobes [5]. After 
the block-wise time-invariant equivalent channel 
model is obtained, another application is to apply 
differential coding at both the transmitter and 
receiver. By differential coding, the previously 
received symbols could be used as the channel 
reference for the current symbols, and channel 
estimation could be skipped. 

Uniform Path Speed Model
The aforementioned model merely uses an aver-
age Doppler shift in the frequency domain to 
model the Doppler spread that UWA commu-
nications systems actually suffer from, and the 
BEM approach does not take advantage of the 
physical propagation property. Since the UWA 
communications system is a typical wideband sys-
tem, where Doppler shifts each frequency com-
ponent by a different amount, a more general 
Doppler spread should be considered. Therefore, 
researchers transformed the uniform Doppler 
shift model to the uniform path speed model for 
better performance. 

In the uniform path speed model, for the dom-
inant arriving paths, a constant relative speed 
between transmitter and receiver platform and 
a certain constant acoustic speed are assumed. 
And a complete time scaling, that is, the same 
ratio, throughout the frequency band is utilized to 
describe the Doppler expansion (or compression) 
in the frequency domain, which is shown in Fig 
3b. In other words, the absolute Doppler spread 
values may differ from different frequencies, but 
these values share the same scaling ratio.

Therefore, a more realistic Doppler com-
pensation strategy is to compress or extend 
the received signal in the frequency domain 
according to that ratio, which corresponds 
to upsampling or downsampling in the time 
domain. The advantage of resampling is that it 
could compensate for varying Doppler spread 
for different frequencies, which was wide-
ly used later on. As the uniform path speed 
model introduces a constant relative speed, 
the acceleration of transmitter or receiver plat-
form is neglected. In fact, the constant relative 

speed is sufficient, because during a certain 
time block, the speed variation is quite limited, 
and the acceleration for transmitter or receiver 
platform, if any, is very little. 

The example of resampling is to use a Dop-
pler-insensitive signal, such as a linear frequen-
cy modulation (LFM) signal, placed before and 
after the transmitted data block, to calculate the 
ratio between the duration time at transmitter 
side Ttx and that at receiver side Trx. By dividing 
Ttx by Trx, the resample ratio α̂ can be obtained. 
Later on, the resampling method was exten-
sively used in both single-carrier and multicar-
rier UWA communications systems, and hence 
became a dominant approach for average Dop-
pler spread mitigation. 

In a single-carrier UWA communications sys-
tem, resampling is usually performed prior to symbol 
demodulation. In order to achieve high accuracy, 
sample rate conversion should be performed cau-
tiously. This demanding task is usually accomplished 
by converting the sampling rate by a rational number 
[7] by which the received signal is interpolated in the 
first place, continued with a finite impulse receiver 
(FIR) filter, and finally decimated. Computational 
load should be improved by using linear interpola-
tion to calculate each new sample.

Resampling has a similar application for 
average Doppler removal in multi-carrier UWA 
communications system. To achieve better per-
form- ance, some fine Doppler spread com-
pensation strategy is required for more precise 
compensation. As shown in [8], the received signal 
for an OFDM communication system is resampled 
to remove average Doppler spread prior to being 
transferred to the baseband for fine compensation, 
converting the wideband problem into a narrow-
band problem. And the high-resolution uniform 
residual Doppler compensation is performed cor-
responding to the narrowband model for the best 
inter-carrier interference (ICI) reduction.

The application scenarios for uniform path 
speed model and resampling Doppler spread com-
pensation are somehow limited, since it would lose 
effectiveness in shallow water scenarios when paths 
with excessive reflections exist, as shown in Fig. 4. 
For some paths (e.g., direct, surface-reflected, and 
bottom-reflected paths), the uniform path speed 
model may work well, since the difference between 
various arriving angles is little, yielding similar Dop-
pler spreads. But for those with excessive reflec-
tions, a constant path speed is not adequate, and 
those paths need to be involved for reliable system 
performance. Therefore, a precise path-based Dop-
pler modeling approach is required in addition to 
the uniform path speed model. 

Non-Uniform Path Speed Model
The aforementioned methods (e.g., the uniform 
Doppler shift or uniform path speed model) use 
either a constant uniform Doppler shift or a con-
stant speed to model the Doppler shift, and the 
BEM approach skips the channel propagation 
property. All three models are tap-based and 
unable to fully utilize the UWA channel prop-
agation properties (the multipath effect, etc.). 
Thus, a new path-based approach for UWA 
channel modeling is required, emphasizing the 
channel physical propagation properties. 

As shown in Fig. 4, the multipath effect of 
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UWA channels could be demonstrated as the 
effect of the direct path, the surface-reflected 
path, the bound-reflected path, the multi-reflect-
ed paths, and so on. The differences between 
these paths lay in the path variant amplitudes, 
time delays, and speeds, that is, Doppler spreads. 
The Doppler shift for the direct acoustic ray is 
D1 := fv/c, and the Doppler shift for the acoustic 
ray with largest arriving angle θ is D2 : = fv/c ⋅ 
cosθ, so the Doppler spread is defined as Ds := 
D1 – D2, where v stands for the relative speed 
between the transmitter and receiver platforms, c 
is the sound speed, and f is the carrier frequency. 
Some insights could be obtained from the above 
expression when modeling Doppler spread for a 
specific path with path speed v, which provides 
the possibility of realizing the non-uniform path 
speed model. The UWA channels scattering 
function in the RACE08 sea trial is shown in Fig 
5. RACE 08 was performed at Narragansett Bay 
near the University of Rhode Island with the help 
of WHOI. The water depth was 9 to 14 m, and 
the distance was 1000 m. Twelve hydrophones 
with 0.12 m spacing and three transducers were 
used in the experiment. Figure 5 indicates dif-
ferent Doppler spreads on different paths, where 
in good channel conditions the Doppler varies 
from approximately –0.2 Hz to 0.2 Hz, and it var-
ies from approximately –1.5 Hz to 0.5 Hz in bad 
channel conditions. Furthermore, the sparsity 
property of UWA channels could also be exploit-
ed, together with compressive sensing. This is 
discussed in the next section.

In UWA related applications, some model-
ing approaches referring to physical propagation 
effects have been investigated (e.g., the ray-based 
acoustic scattering approach). In addition, the 
path-based UWA channel model is also investi-
gated, in which the Doppler spread is modeled at 
the path level. The advantage of the path-based 
UWA channel model is that the Doppler spread 
could be treated as a mean Doppler spread that 
is the same for all the paths plus an individu-
al residual Doppler spread for each path. The 
mean Doppler spread could be compensated by 
easily resampling to reduce computational com-
plexity. And for the residual Doppler spread for 
each path, some advanced modeling and prob-
lem-solving approaches could be applied for bet-
ter performance. 

A prevalent method is to use polynomials to fit 
amplitude variation and time delay for different 
arrivals in UWA channels, first applied in terres-
trial wireless communication systems and then 
transferred into UWA communications systems. 
Three coefficients are required to model each 
dominant ray: amplitude A, time-delay τp, and 
Doppler spread β. Specifically, as shown in [9], a 
polynomial up to N order is used to model the 
channel amplitude variation, and another one- or 
two-order polynomial is used to model the time 
delay for UWA channels. Usually, one-order poly-
nomial is able to represent the constant speed of 
the transmitter and receiver platforms (i.e., the 
Doppler spread), while two-order polynomial is 
capable of modeling the linear acceleration for 
transmitter and receiver platforms, but additional 
application complexity is introduced as indicated 
by the theoretical analysis.

In the next step, UWA channel estimation 

is investigated. One possible approach is to 
simultaneously search in both the timescale and 
Doppler spread scale for estimating amplitude 
variation, time delay, and Doppler spread. This 
approach would introduce a relatively high com-
putational load and application complexity. The 
computational complexity and communication 
overhead are traded off for achieving reliable 
UWA communications. When more coefficients 
are involved, the overhead is most likely to 
increase linearly depending on the transmission 
scheme, while the computational complexity may 
increase exponentially when a matrix inversion 
operation is required. 

For further improvement, a two-stage UWA 
channel estimation method was proposed in 
2013 [10], as shown in Fig. 6. In this approach, 
time delays (squares) are estimated in the times-
cale for each ray in the first place, and then the 
delay-Doppler two-dimensional grid is construct-
ed based on the previous estimated time delay 
(circles). As in the two-stage approach, the esti-
mations of two dimensions are done sequential-
ly, and the total number of candidates for this 
approach is the sum of the number of candidates 
in each dimension. However, in the one-stage 
approach, as the estimation is done simultane-
ously in both the timescale and Doppler spread 
scale, the total number of candidates becomes 
the multiplication of the number of candidates 
in each dimension. Furthermore, the two-stage 
approach could achieve higher accuracy with the 
same amount of pilots or reduce the amount of 
required pilots to have the same accuracy as the 
one-stage approach. 

In summary, the non-uniform speed path 
model exploits the propagation effect while mod-
eling UWA channels and enables specific Dop-
pler spread estimation on the ray-level, which are 
the two major contributions to UWA communi-
cations research. 

Besides the difference in the approach for 
modeling the UWA channel for the aforemen-
tioned five models, they also vary in application 
scenarios. For quasi-static and uniform Doppler 
shift models, they are most applicable in calm 
sea environments with fewer water dynamics and 
little relative movement between the transmit-
ter and the receiver, and the symbol duration is 
considerably less compared to channel coherence 
time. The uniform path speed model is suitable 
when distance between the transmitter and the 
receiver is large so that the reflection angle for 
acoustic rays is quite little. For BEM, since it is 

Figure 4. UWA channel multipath property.
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an approximation of a UWA channel’s variation, 
it makes sense when the largest Doppler value is 
accessible. The non-uniform path speed model 
has the optimal performance in dynamic water 
circumstances with multiple paths. 

UWA Channel Sparsity
From the previous sections, we see that through-
out the development of UWA communications, 
researchers are always trying to obtain a more 
precise model to describe the Doppler spread, 
that is, the quasi-static, Doppler shift, uniform 
path speed, and non-uniform path speed models, 
and BEM, which uses basis functions to fit UWA 
channel time variation. 

However, as more coefficients are involved in 
channel modeling, problems arise such as com-
putational complexity and communication over-
head. The model accuracy and the above expense 
seems a trade-off for achieving reliable UWA 
communications. One possible solution to this 
problem is to explore UWA channel sparsity and 
combine it into the demanding model task. The 

aforementioned models utilize the UWA channel 
sparsity to different extents, as discussed in the 
following parts. 

The quasi-static and uniform Doppler shift 
model only utilize a constant uniform Doppler 
shift, which could be treated as the sparsest but 
least accurate modeling approach. Also, the 
uniform path speed model performs the Dop-
pler modeling by means of a constant speed, 
so specific Doppler spread values for different 
frequencies are actually required for compen-
sation, which increases its complexity but with 
better system performance. BEM uses a series of 
basis functions to fit the time variation of UWA 
channels, and it truncates the CIR with a certain 
window function, neglecting the rest of the chan-
nel taps. In one word, the above models utilize 
UWA channel sparsity at the tap level.

When it comes to the non-uniform path speed 
model, taking advantage of UWA channel spar-
sity becomes an important problem, since more 
coefficients are about to be involved, which are 
in two aspects: channel modeling and estimation. 

First, given that there are multiple arriving 
acoustic rays due to reflections, a question arises 
naturally: Is it really compulsory to take every 
path into consideration? Generally, when more 
paths are involved, a more precise channel model 
is obtained, and better performance is thereby 
achieved with less modeling error and lower error 
rate. For convenience, the multipath effect of a 
UWA channel could be limited to some degrees 
about which only the dominant paths need to be 
concerned, while the rest could be neglected due 
to excessive reflections or low energy. 

In the second stage, sparse channel estimation 
based on greedy algorithms for UWA commu-
nications could also be applied, especially when 
a UWA channel is modeled based in the path 
level. These methods include the basis pursuit 
(BP) and orthogonal matching pursuit (OMP) 
algorithms. When the UWA channel is modeled 
based on the non-uniform path speed model 
where each path is determined by amplitude 

Figure 5. Scattering function for UWA channels in RACE08: a) for good channel conditions; b) for bad channel conditions.
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variation, time delay, and Doppler spread, we 
could search for those optimal values within a 
predefined dictionary with the assistance of those 
greedy algorithms. The intention of those greedy 
algorithms is to iteratively search for the optimal 
estimation, while BP and OMP are two applica-
tions. 

A certain sparse channel estimation is shown 
in [11] in which the sparsity property of UWA 
channels is investigated by analyzing channel 
scattering function, and several greedy-algo-
rithm-based channel estimation methods are also 
performed. This combined non-uniform path 
speed model and sparse UWA channel estima-
tion approach is also investigated in [10], where 
the estimations of time delay and Doppler spread 
are divided into two stages. 

Summary and Prospects
For the past three decades, researchers have 
been concentrating on achieving a more pre-
cise model for Doppler spread, and perform-
ing problem-solving for Doppler estimation 
and compensation with higher accuracy. In this 
article, Doppler spread modeling and solution 
is categorized in five stages: the quasi-static 
model developed around mid-1980s, the uni-
form Doppler shift model of the 1990s, BEM 
and the uniform path speed model from the 
late 1990s, and the non-uniform path speed 
model developed recently. Throughout the 
development, we observe that efforts have been 
made in order to get a more precise model 
with fewer approximations to reflect the reality 
of UWA channels. In a chronological manner, 
the five models discussed in this article provide 
higher and higher accuracy to reflect the real-
ity of UWA channels step by step, by carefully 
considering the hardware voltage responses, 
the computational complexity, and the neces-
sary coefficients that must be involved. Fortu-
nately, some remarkable milestones have been 
accomplished in this process, and these great 
contributions improve the reliability of UWA 
communications dramatically. 

Based on the continuous investigation of 
UWA channel modeling, it is worthwhile for the 
next stage to look into the physical process that 
each path experiences (e.g., sediment proper-
ty for bound reflect, surface wave analysis for 
surface reflect). This investigation could in turn 
enable a more precise model and problem solv-
ing for Doppler spread in UWA communica-
tions. 
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Abstract

In underwater wireless optical communica-
tions (UWOC), channel modeling plays a key 
role in investigating the propagation properties 
of light beams through UWOC links as well as 
evaluating overall system performance. We con-
sider UWOC multiple-input and multiple-output 
(MIMO) systems with multiple light sources and 
detectors, and focus on the impulse response that 
is capable of characterizing the temporal behav-
ior of UWOC links. We propose a weighted 
Gamma function polynomial (WGFP) to model 
the impulse response of general UWOC MIMO 
links with arbitrary numbers of light sources and 
detectors. Numerical results of Monte Carlo 
simulations have validated the proposed WGFP 
model in a turbid water environment.

Introduction
In the past decade, underwater wireless optical 
communications (UWOC) has received con-
siderable attention due to the advantages of a 
much higher data rate, bandwidth, and secu-
rity over traditional underwater acoustic com-
munications. Although light beams suffer from 
absorption and scattering and are applicable for 
relatively short ranges compared with acous-
tic waves, UWOC is still a promising technol-
ogy and has many more potential applications 
such as underwater observation and monitoring, 
especially for the transmission of large volume 
data under water [1].

Prior studies have shown that the absorption 
and scattering processes may introduce ener-
gy loss and direction changing of light beams. 
Among visible spectrum, blue/green light with 
wavelengths from 450 nm to 580 nm has the 
lowest absorption in seawater, and is typically 
adopted for UWOC applications. Light scatter-
ing may affect the impulse response, which is 
able to characterize the temporal behavior of 
UWOC links. The negligible effect of scattering 
has been validated on channel impulse response 
in clear water [2]. However, in a turbid seawater 
environment, scattering will broaden the impulse 
response and therefore introduce inter-symbol 
interference (ISI) and degrade system perfor-
mance such as channel bandwidth and bit-error-
rate (BER). Some research has been done on 
impulse response modeling for UWOC links by 

analytical analysis [2, 3] or experimental mea-
surements [4]. Gabriel et al. [1] simulated the 
trajectories of emitted photons propagating in 
water to study the impulse response and quanti-
fied the temporal dispersion for different water 
types, link distances, and transmitter/receiver 
characteristics. Tang et al. [3] used the Monte 
Carlo method to reach a closed-form expression 
of the impulse response for UWOC links under 
the condition of collimated source and precise-
ly aligned link in turbid seawater. Cochenour 
et al. [4] measured the frequency response of a 
UWOC channel and investigated the impact of 
scattering function, receiver field of view (FOV), 
and pointing angle between the transmitter and 
receiver on spatial and temporal dispersions.

Multi-input and multi-output (MIMO) 
technology has been widely used and accept-
ed as an effective approach to improve system 
performance as measured by throughput and 
robustness. However, all these prior works (see 
[2–4] and references therein) only focus on the 
UWOC single-input and single-output (SISO) 
links. Compared with traditional UWOC SISO 
systems, UWOC MIMO systems are promising 
to provide even higher data rates and/or larger 
communication ranges. To the best of our knowl-
edge, our prior study [5] is the first to present a 
simple closed-form expression of weighted dou-
ble Gamma functions (WDGF) to model the 
impulse response of 2  2 UWOC MIMO sys-
tems with two light sources and two detectors. 
In this article we extend our prior study to more 
general UWOC MIMO systems with arbitrary 
numbers of light sources and detectors. We have 
proposed a closed-form expression of weighted 
Gamma function polynomial (WGFP) to model 
the impulse response of the general UWOC 
MIMO links, which facilitates performance eval-
uation and system design for general UWOC 
MIMO systems. Numerical results of Monte 
Carlo simulations have validated the proposed 
WGFP model in turbid water environments.

System Model
Basic MIMO Principle

We consider a general UWOC MIMO link 
geometry over which N detectors (receivers 
(Rx)) are illuminated by M light sources (trans-
mitters (Tx)) where M and N are arbitrary inte-
gers. As shown in Fig. 1, M transmitters and 
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N receivers are wrapped into linear arrays at 
each side, located in the xoy-plane and the par-
alleled receiving plane, and centered on the x 
axis and the line parallel to the x axis, respec-
tively. Denote the intensity of photons emitted 
by the M-th transmitter as sm, m = 1, …, M. In 
the absence of noise, the intensity of photons 
captured by the N-th receiver can be computed 
as rn = M

m = 1hnm* sm, where hnm is the impulse 
response from the M-th transmitter to the N-th 
receiver, n = 1, …, N, and * denotes the convo-
lution operator. Note that each impulse response 
hnm characterizes the temporal behavior of the 
UWOC SISO link between the corresponding 
pair of transmitter and receiver.

Monte Carlo Approach

The Monte Carlo approach can be used for 
addressing the absorption and scattering pro-
cesses in underwater environments by generat-
ing a large number of photons and simulating 
their trajectories. Therefore, the channel char-
acteristics can be evaluated by the Monte Carlo 
approach numerically instead of solving the radi-
ative transfer equation (RTE) [6], which is hard 
to be achieved analytically.

We apply a similar Monte Carlo approach 
for UWOC SISO links [2, 3, 5] to this study of 
UWOC MIMO links. At the side of the transmit-
ter array, each emitted photon will be assigned 
the following four basic attributes: the position 
in Cartesian coordinates, transmission direction, 
propagation time, and weight, also known as 
intensity. Transmission direction refers to the 
pair of zenith angle and azimuth angle of a pho-
ton in spherical coordinates. At the very begin-
ning, each photon will be uniformly emitted by 
a Gaussian light source with a small beam radi-
us into a solid angle confined to the divergence 
angle and elevation angle of the source. Here the 
elevation angle represents the angle between the 
principal optic axis of the corresponding source 
and the normal of the receiving plane, as shown 
in Fig. 1.

During propagation, a photon will travel a 
step distance between two successive scatterers, 
which correspondingly results in an increment 
of propagation time and change of Cartesian 
coordinates. After interacting with some parti-
cle in water, the photon will suffer weight loss 
and direction deviation due to absorption and 
scattering, respectively. Single scattering albedo 
b(λ)/c(λ) is the attenuation factor of weight loss 
where λ is the light wavelength, and a(λ), b(λ), 
and c(λ) = a(λ) + b(λ) are coefficients of the 
absorption, scattering, and extinction, respectively.

The direction deviation is the rotated angle 
relative to the previous direction and charac-
terized by the scattering phase function (SPF). 
Typically, SPF also depends on λ and can be 
approximated by the Henyey-Greenstein func-
tion [6], with parameter g defined as the average 
cosine of the scattering angle in all scattering 
directions. In practice, the parameter set (a, b, c, g) 
distinguishes different types of water.

At the receiver side, a photon can be detected 
by a receiver only when its position and arrival 
angle are within the receiver aperture and FOV, 
respectively, and its weight is higher than the 
threshold. Then the impulse response observed 

at each receiver can be evaluated by histogram-
ming the weight versus the propagation time of 
detected photons.

Weighted Gamma Function Polynomial
In this section we propose a weighted Gamma 
function polynomial to model the impulse 
response for general M   N UWOC MIMO 
links. Note that the impulse response of an 
UWOC system varies in different water types 
and communication distances. We therefore 
adopt the attenuation length τ = c(λ)L with L as 
the link range to indicate the joint configuration 
of water type and communication distance.

For small values of τ, the path loss versus τ 
follows Beer’s law [6], where the non-scattering 
(absorption) effect dominates. In this case, the 
impulse response of UWOC SISO links has neg-
ligible temporal dispersion and can be modeled 
by an ideal delta function [2]. However, scat-
tering effect becomes dominant for large atten-
uation lengths in underwater environments as 
scattered photons are captured by the detector 
[8]. In turbid water environments where τ is rel-
atively large, Tang et al. [3] modeled the channel 
impulse response of precisely aligned UWOC 
SISO links by double Gamma functions (DGF) 
with two terms representing the relatively low 
order and high order scattering components, 
respectively. Moreover, our prior study [5] was 
the first to present a simple closed-form expres-
sion of WDGF to model the impulse response of 
2  2 UWOC MIMO systems.

For general M  N UWOC MIMO systems 

Figure 1. A general UWOC MIMO link geometry.
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as shown in Fig. 1, the photons emitted from 
different sources will suffer entirely different 
scattering and absorption processes during prop-
agation and then reach different detectors in 
the sense of probability. Consequently, M trans-
mitters may contribute unequally to each of N 
receivers. Motivated by our prior work [5], we 
model the impulse response of general UWOC 
MIMO links with relatively large values of τ by 
M-order WGFP, which is the superposition of 
contributions from all transmitters to the impulse 
response. The closed-form expression of WGFP 
is given by

h(t) = Cm
m=1

M

∑ Δt
αme−DmΔt , t ≥ t0,

	
(1)

where αm is the m-th weight coefficient used to 
adjust or balance the contribution from the m-th 
single Gamma function, (Cm, Dm, αm)M

m=1 is the 
parameter set to be solved, and Δt = t – t0 with 
t0 is the theoretical minimum arrival time. Based 
on the nonlinear least square (NLS) criterion, 
the parameter set (Cm, Dm, αm)M

m=1 in Eq. 1 can 
be determined by minimizing the square error of 
the WGFP model using Monte Carlo simulation 
results.

Note that the WDGF proposed to model the 
impulse response of 2  2 UWOC MIMO links 
[5] has exactly the same form of 2-order WGFP 
and is therefore the simplest case of the WGFP 
model. Moreover, the DGF model in [3] is the 
summation of two single Gamma functions 
with fixed weights, and then is a special case of 
WDFG as well as WGFP.

Validation

In this section we present numerical examples 
to validate the proposed WGFP model for the 
impulse response of general UWOC MIMO 
links. We choose M light sources with 532 nm 
wavelength and 10° divergence angle as the 
transmitter array, and N photon detectors of 50 
cm aperture as the receiver array to set up a 
UWOC MIMO link geometry as shown in Fig. 
1. Transmitter and receiver arrays are locat-
ed symmetrically in the xoy-plane and perpen-
dicular to the z axis, and have their respective 
centers precisely aligned and far apart with a dis-
tance of L. As mentioned earlier, the impulse 
response of UWOC links has negligible tempo-
ral dispersion and can be modeled by an ideal 
delta function when the attenuation length of 
τ is relatively small. We therefore adopt tur-
bid water environments with relatively large 
τ such as coastal and harbor water, which are 
widely used and have the values of parameter 
set (a, b, c, g) as (0.088,0.216,0.305,0.9470) and 
(0.295,1.875,2.17,0.9199), respectively [6].

Without loss of generality, we consider three 
typical UWOC MIMO systems of 2  2, 3  3, 
and 4  4 configurations, with link geometry as 
shown in Fig. 1, and evaluate the WGFP model 
of the corresponding impulse response. In these 
UWOC MIMO systems, each source of the 
transmitter array will generate and emit 6  108 
photons to propagate through the turbid water 
environment. Then the desired detector of the 
receiver array can observe the impulse response 
by capturing all the arrival photons that may 
come from different sources and have their posi-
tions and arrival angles within the receiver aper-
ture and FOV, respectively, and weights higher 
than the threshold. Based on these results of 
Monte Carlo simulations, we apply an NLS crite-
rion to solve the parameter set (Cm, Dm, αm)M

m=1 
and therefore determine the impulse response.

For the simplest case of 2  2 UWOC MIMO 
link geometry, two transmitters are placed sym-
metrically in the xoy-plane and centered on the x 
axis with coordinates of –1 m and 1 m, and two 
receivers are located in the receiving plane paral-
lel to the xoy-plane and centered on the line par-
allel to the x axis with x-coordinate of –0.5 m and 
0.5 m, respectively. The WDGF model has been 
proposed in our prior study [5] to represent the 
impulse response of these 2  2 UWOC MIMO 
links with various link ranges and receiver FOVs 
in coastal and harbor water, and fits well with 
Monte Carlo simulations as shown in Fig. 2. In 
this figure, the impulse response (intensity) ver-
sus propagation time is plotted for 20°, 40°, and 
180° receiver FOVs and various link ranges in 
coastal water and harbor water, respectively. Due 
to the symmetry of link geometry, we only plot 
the impulse response observed at one receiver. 
As mentioned earlier, the WDGF is actually 
2-order WGFP.

Another insight can be obtained by examining 
the temporal behavior of the impulse response. 
In coastal water with relatively short range, 
FOV has less impact on the temporal behavior 
of the impulse response, as shown in Fig. 2(a). 
The small angle approximation (SAA) [7] implies 
that the scattering occurs mainly in the forward 

Figure 2. Impulse response of the 2  2 MIMO link: a) L = 12 m link in 
coastal water τ = 3.66; b) L = 30 m link in coastal water τ = 9.15; c) L = 
5 m link in harbor water τ = 10.85; and d) L = 12 m link in harbor water 
τ = 26.04.
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directions for short link range in less turbid envi-
ronments such as coastal water. Therefore, the 
receivers with different FOVs may detect sim-
ilar intensity of photons, which results in sim-
ilar impulse responses. However, the impulse 
response disperses heavily as FOV increases for 
relatively large values of τ, as shown in Figs. 2(c) 
and 2(d). This is due to the fact that photons 
suffer more scattering for longer propagation 
distance and/or in rich scattering environments 
such as harbor water, which is more turbid than 
coastal water. Then the receiver with larger FOV 
can capture more scattered photons and observe 
an impulse response with a heavily temporal 
dispersion [8]. Moreover, we also consider the 
impact of MIMO links on time dispersion, which 
is defined similarly to [2] as the time interval 
of an impulse response falling 20 dB below the 
peak. With the same configurations, e.g. 12 m 
link range in both coastal and harbor water, the 
time dispersion of 2  2 UWOC MIMO links is 
slightly larger than that of UWOC SISO links, 
which is described in [3]. This is due to the fact 
that two sources emit more photons, and the 
desired receiver then has a higher probability 
to detect more scattered photons and observe a 
relatively large time dispersion.

Further examinations are carried out for 3  3 and 
4  4 UWOC MIMO systems with link geome-
try depicted in Fig. 1. Figure 3 and Fig. 4 plot the 
impulse response of 3  3 UWOC MIMO links 
observed at the outer and inner receivers with 
20°, 40°, and 180° FOVs for various link ranges 
in coastal and harbor water, respectively. From 
these figures we can observe that the proposed 
WGFP model fits well with Monte Carlo simula-
tions for both water types regardless of receiver 
FOV and position. Similar phenomena can be 
observed from the impulse response for 4  4 
UWOC MIMO systems, as shown in Fig. 5 and 
Fig. 6.

The coefficient of determination (R-square) [9] 
is a widely used similarity metric for curve fitting, 
and is adopted in this work to indicate how well 
the proposed WGFP model fits with Monte Carlo 
results. R-square takes a value from 0 to 1 and has 
a larger value to represent a higher similarity. 
All test cases above have the values of R-square 
higher than 99.51 percent, which implies that 
WGFP can well model the impulse response of 
M  N UWOC systems in turbid water environ-
ments.

Discussion
In this section we briefly discuss applicable 
underwater environments and system config-
urations for the proposed WGFP model such 
as the water type, link range, transmitter diver-
gence angle, receiver aperture and FOV, as well 
as elevation angles and inter-spacings of Tx/Rx 
arrays. Since temporal dispersion of the impulse 
response is mainly caused by the scattering effect 
in the propagation medium, the proposed WGFP 
model then works well in the scattering dominant 
region and may break down in other regions. As 
mentioned earlier, the impulse response suffers 
negligible temporal dispersion and can be mod-
eled by an ideal delta function in clear water 
where the WGFP model is no longer suitable for 
modeling the impulse response.

Figure 3. Impulse response observed at two outer receivers of the 3  3 
MIMO link: a) L = 50 m link in coastal water τ = 15.25; b) L = 60 m link 
in coastal water τ = 18.3; c) L = 5 m link in harbor water τ = 10.85; and 
d) L = 12 m link in harbor water τ = 26.04.
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Figure 4. Impulse response observed at one inner receiver of the 3  3 MIMO 
link: a) L = 50 m link in coastal water τ = 15.25; b) L = 60 m link in 
coastal water τ = 18.3; c) L = 5 m link in harbor water τ = 10.85; and d) L 
= 12 m link in harbor water τ = 26.04.
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Similar to [3], we consider narrow configura-
tion systems with relatively small divergence of 
sources, compact receivers, and narrow FOV, and 
wide configuration systems with relatively large 
divergence of sources, large receiver aperture size, 
and wide FOV, respectively. For narrow config-
uration systems, we have verified that WGFP is 
valid only for large enough attenuation lengths 
that imply turbid water type and/or long link 
range. This is intuitive since turbid water contains 
more scatterers, and a long link range increases 
the chances for photons to be scattered. However, 
wide configuration systems alleviate the require-
ment for large enough attenuation lengths since 
the receiver can still capture the scattering light of 
large displacement or arrival angle and therefore 
make the WGFP model valid even for relatively 
small attenuation lengths.

For UWOC MIMO systems, the inter-spacing 
between two neighboring sources at the trans-
mitter array or detectors at the receiver array 
also has an important effect on the validity of 
the WGPF model. At the side of the transmitter 
array, small inter-spacing may introduce chan-
nel correlation, which breaks down the WGFP 
model. A possible solution is to increase the 
order of the proposed WGFP model since M 
Gamma functions are not enough to character-
ize the temporal behavior of correlated UWOC 
MIMO links. For consideration of uncorrelated 
UWOC MIMO links, we set the inter-spacing 
of the transmitter array as two meters for 2  2 
systems and three meters for 3  3 and 4  4 
systems. For the simplest case of 2  2 UWOC 
MIMO links with 3.66 attenuation length as 
shown in Fig. 2(a), the value of R-square for 
impulse response modeling tends to be lower 
than 99 percent when the inter-spacing of the 
transmitter array is less than 2 m. Furthermore, 
the inter-spacings at both sides may affect the 
actual communication distance as well as the 
observation of impulse response at a given point 
on the receiver side. In this study, we set the 
Tx and Rx inter-spacings in 3  3 and 4  4 
UWOC MIMO systems as three meters and larg-
er than those in the 2  2 case.

The elevation angles of the Tx/Rx arrays also 
affect the modeling of the impulse response. 
For simplicity, a mirror symmetry of Tx eleva-
tion angles is adopted as shown in Fig. 1. For 
2  2 UWOC MIMO links with 180° receiver 
FOV and 12 m link range in coastal water, we 
have observed that 2-order WGFP is valid when 
Tx elevation angle is zero (default value) and 
30° but fails to fit Monte Carlo results for 10° or 
20° Tx elevation angle. As the Tx elevation angle 
varies from 0° to 30°, light beams from different 
transmitters become close to increase the chan-
nel correlation and then far away to decrease the 
correlation. As mentioned earlier, the proposed 
WGFP model may break down for high chan-
nel correlation when light beams from different 
transmitters get close enough. We have also 
investigated the joint effect of attenuation length 
and Tx elevation angle on channel correlation. 
Compared with the failed case of 12 m link range 
with 10° Tx elevation angle in coastal water, the 
proposed WGFP model fits well with Monte 
Carlo simulations for 30 m link range in coastal 
water and 12 m link range in harbor water with 

Figure 5. Impulse response observed at two outer receivers of the 4  4 
MIMO link: a) L = 50 m link in coastal water τ = 15.25; b) L = 60 m link 
in coastal water τ = 18.3; c) L = 5 m link in harbor water τ = 10.85; and 
d) L = 12 m link in harbor water τ = 26.04.
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Figure 6. Impulse response observed at two inner receivers of the 4  4 
MIMO link: a) L = 50 m link in coastal water τ = 15.25; b) L = 60 m link 
in coastal water τ = 18.3; c) L = 5 m link in harbor water τ = 10.85; and 
d) L = 12 m link in harbor water τ = 26.04.
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the same 10° Tx elevation angle. This observa-
tion shows that a relatively large attenuation 
length, i.e. more turbid water and/or longer link 
range, enriches the scattering environment and 
therefore may alleviate the correlation caused by 
improper Tx elevation angles. A similar conclu-
sion can be drawn that a relatively large attenu-
ation length can reduce the channel correlation 
introduced by small inter-spacings at both sides.

Generally speaking, the proposed weighted 
Gamma function polynomial can well model 
the impulse response of general UWOC MIMO 
links in the scattering dominant region with com-
mon system configurations, taking into consid-
eration the water type, link range, transmitter 
divergence angle, receiver aperture and FOV, 
elevation angles, and inter-spacings of Tx/Rx 
arrays. Compared with UWOC SISO systems, 
UWOC MIMO systems can enjoy the benefits of 
MIMO techniques such as high power efficiency 
while also introducing channel correlation as well 
due to small inter-spacings at the Tx/Rx arrays. 
Based on the analysis above, channel correlation 
will affect the validity of the proposed WGFP 
model, which can be improved by increasing the 
attenuation length.

Conclusion
In this article we investigated the impulse 
response of UWOC MIMO links with arbitrary 
numbers of light sources and detectors. We 
proposed a closed-form expression of weight-
ed Gamma function polynomial to model the 
impulse response of these general UWOC 
MIMO links. Numerical examples of 2  2, 3 
 3, and 4  4 UWOC MIMO links suggest 
that the proposed WGFP model fits well with 
Monte Carlo simulations in turbid water envi-
ronments such as coastal and harbor water. We 
also investigated the applicable underwater envi-
ronment and system configurations of the pro-
posed WGFP model, including the water type, 
link range, transmitter divergence angle, receiver 
aperture and FOV, as well as elevation angles 
and inter-spacings of the Tx/Rx arrays. Small 
inter-spacings and improper Tx/Rx elevation 
angles at both sides may introduce channel cor-
relation and break down the WGFP model, while 

more turbid water and/or longer link range may 
alleviate the effect of correlation and therefore 
revalidate the proposed model. It is plausible 
that the simple closed-form expression of WGFP 
for impulse response modeling can facilitate the 
performance evaluation of UWOC MIMO sys-
tems as well as system design and enhancement 
by making full use of MIMO techniques.
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The global telecommunications industry has been focus-
ing on network functions virtualization (NFV) and 
software-defined networking (SDN) to provide service 

providers with the tools for more effective operation and man-
agement of communications networks. These important trends 
are expected to gain additional momentum in 2016. Recent 
developments in the Internet of Things and cloud computing 
promise to make programmable network management and con-
trol an imperative. In 2015, we witnessed the evolution of more 
efficient optical transport capabilities delivered by the optical 
components and systems suppliers as high-speed optical and 
data center networks expanded globally. Underlying this evolu-
tion has been the ever accelerating development of high-speed 
interconnects and optical transceivers for data center networks. 
We expect to see continued migration to all-optical networks in 
2016 and beyond.

In this issue, we have selected four contributions that address 
the coexistence of Wi-Fi and visible light communications 
(VLC), 1 Gb/s service provisioning with next generation passive 
optical networking (NG-PON) technologies, migration strategies 
for active optical networks, and SDN for data center optical 
interconnection.

In the first contribution, “Coexistence of Wi-Fi and Li-Fi 
toward 5G: Concepts, Opportunities, and Challenges,” M. 
Ayyash, H. Elgala, A. Khreishah, V. Jungnickel, T. Little, S. 
Shao, M. Rahaim, D. Schulz, J. Hilt, and R. Freund present a 
status review of the wireless communications network capacity 
to meet the needs of current and future multimedia applications. 
Wireless heterogeneous networks (HetNets) are expected to play 
an important role toward the goal of using a diverse spectrum to 
provide high quality of service (QoS) in indoor data consump-
tion environments. An additional capability in the wireless Het-
Nets concept is from indoor gigabit small cells (SCs). The use of 
light as a new mobile access medium is considered promising. 
In this article, the authors describe the general characteristics of 
Wi-Fi and VLC (or Li-Fi) and demonstrate a practical frame-
work for both technologies to coexist. 

In the second contribution, “Provisioning 1 Gb/s Symmet-
rical Services with Next-Generation Passive Optical Network 
Technologies,” R. Sanchez, J. A. Hernandez, J. Montalvo 
Garcıa, and D. Larrabeiti present a technical and economic 
comparison of four NG-PON standard optical access technolo-
gies: GPON, XGPON, WDM-PON, and the emerging TWDM-
PON. Service providers have been making large investments to 
upgrade their broadband access networks, and optical fiber has 
been considered as the technology of choice in the long term 
due to its transmission rate and reach. Optical access technol-

ogies have a distinct advantage over other broadband access 
technologies for symmetrical downstream and upstream trans-
mission. In this contribution, the authors analyze the delivery 
of symmetrical 1 Gb/s access to residential users with a target 
temporal guarantee at the least cost using NG-PON technolo-
gies. Their analysis shows that only TWDM-PON can provide 1 
Gb/s service guaranteed at a moderate cost when compared to 
a fully dedicated 1 Gb/s point-to-point connection. 

In the third contribution, “Migration Strategies for FTTx 
Solutions based on Active Optical Networks,” K. Wang, A. 
Gavler, C. M. Machuca, L. Wosinska, K. Brunnström, and J. 
Chen present migration strategies for the active optical net-
work (AON) from the data plane, topology, and control plane 
perspectives. They discuss results of their investigations on 
the impact of these strategies on the total cost of ownership 
(TCO).  The AON has been one of the most widely deployed 
fiber access solutions in Europe, and service providers have 
been facing the need to upgrade their AONs to keep up with 
the ever growing bandwidth demand driven by new applications 
and services. As service providers migrate their AONs, they 
aim at achieving their primary goal of savings in capital and 
operational expenditures. 

In the fourth contribution, “SUDOI: Software Defined Net-
working for Ubiquitous Data Center Optical Interconnection,” 
H. Yang, J. Zhang, Y. Zhao, J. Han, Yi Lin, and Y. Lee pres-
ent a new software-defined data center optical interconnection 
(SUDOI) architecture to enable extensive user access from the 
perspective of multi-layer networking modes. The feasibility 
and efficiency of the proposed architecture are experimentally 
demonstrated on an optical-as-a-service testbed with Open-
Flow-enabled optical nodes, and compared in terms of block-
ing probability and resource occupation rate. The functional 
modules of SUDOI architecture, including the core elements of 
various controllers, are described in detail. The cooperation in 
user-access-oriented interconnection, and multi-layer resource 
integration in inter- and intra-data center service modes is 
investigated. Future capabilities enabled are also explored by 
the authors. 

In this first Optical Communications Series (OCS) issue of 
2016, we thank all authors and reviewers for their contributions 
to the OCS in 2015. This issue marks the end of our three-year 
term as Guest Editors. It is our great pleasure to hand over 
this privilege to a new OCS GE team of Professor Admela 
Jukan, Technical University of Braunschweig, Germany, and 
Dr. Xiang Liu of Futurewei Technologies, Inc./Huawei Tech-
nologies US R&D Center, Bridgewater, New Jersey. We wish 
them well and request your support.

Advances in Optical Communications Networks

Osman Gebizlioglu Vijay Jain



Call for Papers
IEEE Communications Magazine

Green Communications and Computing Networks Series

Background

Green Communications and Computing Networks is published semi-annually as a recurring Series in IEEE Communications 
Magazine. The objective of this Series is to provide a premier forum across academia and industry to address all important 
issues relevant to green communications, computing, and systems. The Series will explore specific green themes in depth, 
highlighting recent research achievements in the field. Contributions provide insight into relevant theoretical and practical 
issues from different perspectives, address the environmental impact of the development of information and communication 
technologies (ICT) industries, discuss the importance and benefits of achieving green ICT, and introduce the efforts and chal-
lenges in green ICT. This Series welcomes submissions on various cross-disciplinary topics relevant to green ICT. Both original 
research and review papers are encouraged. Possible topics in this series include, but are not limited to:
•Green concepts, principles, mechanisms, design, algorithms, analyses, and research challenges 
•Green characterization, metrics, performance, measurement, profiling, testbeds, and results
•Context-based green awareness
•Energy efficiency
•Resource efficiency
•Green wireless and/or wireline communications
•Use of cognitive principles to achieve green objectives
•Sustainability, environmental protections by and for ICT 
•ICT for green objectives
•Non-energy relevant green issues, and/or approaches
•Power-efficient cooling and air-conditioning
•Green software, hardware, device, and equipment
•Environmental monitoring 
•Electromagnetic pollution mitigation
•Green data storage, data centers, contention distribution networks, and cloud computing
•Energy harvesting, storage, transfer, and recycling
•Relevant standardizations, policies, and regulations 
•Green smart grids
•Green security strategies and designs
•Green engineering, agenda, supply chains, logistics, audit, and industrial processes
•Green building, factory, office, and campus designs
•Application layer issues 
•Green scheduling and/or resource allocation
•Green services and operations
•Approaches and issues of social networks used to achieve green behaviors and objectives
•Economic and business impact and issues of green computing, communications, and systems
•Cost, OPEX and CAPEX for green computing, communications, and systems
•Roadmap for sustainable ICT
•Interdisciplinary green technologies and issues
•Recycling and reuse
•Prospect and impact on carbon emissions and climate policy
•Social awareness of the importance of sustainable and green communications and computing

Submission Guidelines

Prospective authors are strongly encouraged to contact the Series Editor with a brief abstract of the article to be submitted, 
before writing and submitting an article in order to ensure that the article will be appropriate for the Series. All manuscripts 
should conform to the standard format as indicated in the submission guidelines at 

http://www.comsoc.org/commag/paper-submission-guidelines 
Manuscripts must be submitted through the magazine’s submissions web site at

http://mc.manuscriptcentral.com/commag-ieee
You will need to register and then proceed to the Author Center. On the manuscript details page, please select “Green Com-
munications and Computing Networks Series” from the drop-down menu. 

Schedule for Submissions 
Scheduled Publication Dates: Twice per year, May and November

Series Editors

Jinsong Wu, Alcatel-Lucent, China, wujs@ieee.org
John Thompson, University of Edinburgh, UK, john.thompson@ed.ac.uk
Honggang Zhang, UEB/Supelec, France; Zhejiang Univ., China, honggangzhang@zju.edu.cn
Daniel C. Kilper, University of Arizona, USA, dkilper@optics.arizona.edu

http://www.comsoc.org/commag/paper-submission-guidelines
http://mc.manuscriptcentral.com/commag-ieee
mailto:wujs@ieee.org
mailto:john.thompson@ed.ac.uk
mailto:honggangzhang@zju.edu.cn
mailto:dkilper@optics.arizona.edu


IEEE Communications Magazine • February 201664 0163-6804/16/$25.00 © 2016 IEEE

Abstract
Smart phones, tablets, and the rise of the 

Internet of Things are driving an insatiable 
demand for wireless capacity. This demand 
requires networking and Internet infrastructures 
to evolve to meet the needs of current and future 
multimedia applications. Wireless HetNets will 
play an important role toward the goal of using 
a diverse spectrum to provide high quality-of-ser-
vice, especially in indoor environments where 
most data are consumed. An additional tier in 
the wireless HetNets concept is envisioned using 
indoor gigabit small-cells to offer additional wire-
less capacity where it is needed the most. The 
use of light as a new mobile access medium is 
considered promising. In this article, we describe 
the general characteristics of WiFi and VLC (or 
LiFi) and demonstrate a practical framework 
for both technologies to coexist. We explore the 
existing research activity in this area and articu-
late current and future research challenges based 
on our experience in building a proof-of-concept 
prototype VLC HetNet.

Introduction
The number of multimedia-capable and Inter-
net-connected mobile devices is rapidly increas-
ing. Watching HD streaming videos and 
accessing cloud-based services are the main user 
activities consuming data capacity, now and in 
the near future. Most of this data consumption 
occurs indoors, and increasingly in spaces such as 
aircraft and other vehicles. This high demand for 
video and cloud-based data is expected to grow 
and is a strong motivator for the adoption of new 
spectrum, including the use of optical wireless 
media. In terms of network topology, heteroge-
neous networks (HetNets) will play an import-
ant role in integrating a diverse spectrum to 
provide high quality-of-service (QoS), especially 
in indoor environments where there is localized 
infrastructure supporting short-range direction-
al wireless access. We envision multi-tier Het-
Nets that utilize a combination of macrocells 
providing broad lower-rate services, RF small-
cells (RF-SCs) providing improved coverage at 
locations occupied by users, and LiFi small cells 
that provide additional capacity through the use 

of the optical spectrum. Indoor RF-SCs, includ-
ing licensed femtocells and/or unlicensed WiFi 
access points (APs), deployed under coverage of 
macrocells, can take over the connection when 
moving indoors. In this manner, WiFi enables 
traffic offloading from these capacity-stressed 
licensed macrocells or RF-SCs [1]. According to 
Cisco Visual Networking Index (Global Mobile 
Data Traffic Forecast Update (2014–2019)), 
approximately 50 percent of this traffic is expect-
ed to be offloaded to WiFi in 2016.

The State of Wireless and Mobile Communications

Except in dense WiFi networks, where conten-
tion is possible, high signal strength in indoor 
access WiFi networks is an indicator of a fast and 
reliable WiFi connection. In a building with dif-
ferent types of walls and other obstructions, and 
as distance increases, the WiFi signal strength 
is attenuated. Accordingly, if in one room the 
signal strength is much attenuated, WiFi users 
experience poor connectivity and slow speed. 
Slow connectivity is also caused by high inter-
ference signal from neighboring WiFi APs and/
or multiple active users sharing the limited band-
width of a WiFi AP.

The WiFi evolution considers higher fre-
quencies with new spectrum to reach multi-
Gb/s peak data rates (WiGig (www.wigig.com) 
at 60 GHz) indoors and to serve multiple users 
in parallel. While the IEEE 802.11ad (WiGig) 
wireless local area network (WLAN) implemen-
tations are beginning to reach the consumer 
market in tri-band products (2.4 GHz, 5 GHz, 
and 60 GHz), optical wireless communications 
(OWC) systems, specifically based on visible 
light communications (VLC) technology, also 
called LiFi, offer dual-functionality to transmit 
data on the intensity of optical sources (lighting 
concurrent with data communication) [2]. The 
authors in [3] describe an integrated architec-
ture for 5G mobile networks that includes SCs 
and enhanced WiFi as the main scaling factor 
for wireless capacity. However, and especially 
in dense deployments, the sustainable perfor-
mance of WiFi can be reduced, as the carrier 
sense multiple access with collision avoidance 
(CSMA/CA) allows only one link to be active at 
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once as it is somewhat random, demand-driven, 
and not always fair. For example, the first user 
detecting an unused channel is allowed to start 
transmission, independent of its channel quali-
ty. However, if there is a demand from another 
user having a better channel at some later time, 
such demand cannot be served because the first 
link is not interrupted due to the CSMA/CA rule 
that the next transmission starts only if the chan-
nel is free. This situation is exacerbated with the 
increased adoption of IP video streaming, which 
increases both data utilization and the need for 
continuous gap-free data delivery.

Therefore, concurrent multiuser transmis-
sion is used in WiFi as a next step, similar to 
the enabled multiuser multiple-input and multi-
ple-output (MU-MIMO) in Long-Term Evolu-
tion (LTE). In dense environments, cooperative 
beamforming between adjacent APs is also con-
sidered [2]. 

However, a big standardization effort is need-
ed to define such a new mode of simultaneous 
transmissions to multiple users that must remain 
backward-compatible. Moreover, there are com-
plexity limits with larger numbers of antennas. 
It is well known that the complexity of linear 
MIMO equalizers scales with N3, where N is the 
number of antennas, while optimal scheduling 
problems, in particular between the beams of 
multiple adjacent APs, are NP-hard. Recently, 
a practical solution has been developed (see [3] 
and references therein). Due to these standard-
ization, scalability, and complexity issues, and 
due to the increasing demand for WiFi, scalabil-
ity is limited and there is a rationale to consider 
other wireless media.

Getting to High Capacity and Density

Given the aforementioned challenges, we envi-
sion an additional tier in wireless HetNets com-
prised of indoor gigabit SCs to offer additional 
wireless capacity where it is needed the most. 

LiFi-enabled indoor luminaires (lights) can be 
modeled as optical SCs (O-SCs) in a HetNet, 
where a three-layer network formed by RF 
macrocells, RF-SCs, and O-SCs are deployed. 
Offloading traffic to the most localized and direc-
tional LiFi is expected to enhance the perfor-
mance of a single WiFi AP or across multiple 
WiFi APs. Besides high-speed traffic offloading 
with seamless connectivity, the proposed Li+WiFi 
system also offers new interesting features, such 
as enhanced security in O-SC and improved 
indoor positioning [4]. Security enhancement is 
an obvious result because visible light does not 
penetrate through walls, and improved indoor 
positioning is a result of a better resolution in a 
centimeter range compared to other RF based 
technologies, including WiFi.

Operators say that 80 percent of mobile traf-
fic occurs indoors; therefore, the combination of 
LiFi and WiFi has great potential to be a break-
through technology in future HetNets, including 
next generation (5G) mobile telecommunications 
systems [5, 6]. To our knowledge, the state-of-
the-art research is currently focused on enhanc-
ing the performance of each of the technologies 
alone, while there is a clear need for reliable 
WiFi and LiFi coexistence solutions [7].

As shown in Fig. 1, stationary and quasi-sta-
tionary mobile users are provided data access 
via LiFi-enabled light fixtures, or luminaires, in 
lighting parlance. This approach can alleviate 
congestion and free RF resources to serve users 
who are more mobile or outside the LiFi cover-
age area. More highly mobile users will be able 
to fall back on the broader coverage of the WiFi 
network.

In the Li+WiFi network, user devices (UDs) 
must be LiFi-enabled. To evaluate the devel-
opment of LiFi-enabled devices, the evolution 
of cellular networks can be used for reference. 
Evolving from 1G to 4G, mobile technologies 
blaze the trail for marketing more advanced and 

Figure 1. The proposed Li+WiFi HetNet.
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more expensive user devices. By delivering rich-
er mobile broadband experiences, LiFi-enabled 
smartphones offer manufactures considerable 
profitability. Actually, most modern smartphones 
already support multiple radios and protocols. 
Even though the Li+WiFi network is likely to 
be asymmetric with LiFi as the downlink, this 
should free up WiFi system capacity to accom-
modate any future growth in traffic-uploading. 
This is due to challenges to overcoming upward 
link alignment, glare, and energy consumption 
factors in the handset. But despite the asymmetry, 
the benefits of the added VLC channel are signif-
icant. Our work, and this article, are motivated by 
promising preliminary results using high-through-
put LiFi transceivers utilized in a proof-of-concept 
hybrid Li+WiFi demonstration [8, 9].

A HetNet Vision Incorporating 
VLC and Current Research Activities

Central issues in designing and managing a 
Li+WiFi network include dealing with how a 
UD attaches to the network, how mobility is sup-
ported as a device moves from cell to cell and 
between networks, and how multiple users are 
accommodated. Ultimately, the combined per-
formance of the LiFi and WiFi networks aggre-
gate to match available capacity to where devices 
need it. In this section, we describe the proposed 
Li+WiFi network with a goal to provide seamless 
connectivity and to optimally distribute resources 
among users. Also, we consider some of the most 
relevant recent works addressing present chal-
lenges.

Multiple Links and Aggregation

Because luminaires are distributed throughout 
our living spaces, it is often possible to “see” 
more than one at a time. This fact can be exploit-
ed using a multichannel receiver. Imagine that 
the lighting infrastructure is potentially enabling 
MIMO transmission using a multi-detector UD. 
However, reconciling the optimal link or links 
involving one or more luminaires in the pres-
ence of multiple UDs is challenging. This is more 
difficult with mobility and changing UD orien-
tation. Therefore, reliable sensing of the opti-
cal link quality between individual luminaires 
within the UD receiver’s field-of-view is critical 
and requires careful investigation. Previous work 
assumes that the transmitter exactly knows the 
channel state information (CSI) from each UD 
in the room. However, accurate CSI may be 
relatively easier to obtain in a static condition, 
and from a practical perspective in the case of 
user mobility, obtaining the CSI is an estimation 
problem that cannot be error free. Therefore, 
it is important to understand the effect of the 
channel estimation error on the system through-
put in a multiuser environment for time-varying 
single-input single-output (SISO) and MIMO 
wireless channels.

On the other hand, connecting a user on mul-
tiple optical channels might be an advantage, 
whenever the application needs high throughput. 
Since multiple LiFi-enabled luminaires are in 
each room, modulation frequency sub-bands and 
wavelengths can both be reused at some distance 
to achieve a higher throughput. Carrier and 

channel aggregation, similar to LTE-Advanced, 
is one key approach to increase the overall trans-
mission bandwidth. Performing aggregation in 
the Li+WiFi network needs efficient methods to 
split the overall traffic between the RF and opti-
cal links, to handle packet drops on the individu-
al links, and to reorder the packets, accordingly. 
These issues clearly affect higher layer protocols 
such as the transmission control protocol (TCP). 
In scenarios in which a user can be attached to a 
single luminaire (SISO configuration) or simul-
taneously to multiple luminaires (MIMO con-
figuration), three possible access scenarios can 
be considered. Initially, the user is served by a 
single luminaire providing the highest link qual-
ity. Multiple luminaires serving a single user are 
allowed to satisfy the user’s requirements. How-
ever, and to insure fairness and minimum QoS 
among multiple users, especially in a dense user 
scenario, the number of luminaires serving a sin-
gle user can be managed depending on resource 
availability. 

MIMO research activities on LiFi typically 
consider the single-user MIMO (SU-MIMO) 
scenario, where a single multi-detector UD is 
communicating with a single multi-chip LED 
based luminaire or multiple distributed lumi-
naires. The limited spatial separation between 
the different detectors on a single UD suggests 
pointing them to different directions to maxi-
mize receiver diversity. As shown in Fig. 2, for 
a SU-MIMO, the singular value decomposition 
(SVD) based MIMO transmission can ideally 
support parallel links and maximize the capaci-
ty while satisfying illumination constraints [10]. 
However, SU-MIMO LiFi channels can be highly 
correlated [10], which needs a joint rank-adapta-
tion and rate-adaptation to the channel similar to 
RF wireless links.

As already mentioned, optical beamforming, 
e.g. through a spatial light modulator (SLM), can 
provide enhanced spatial separation and chan-
nel quality [11]. In a MU-MIMO, the rank of 
the MIMO channel can be improved depending 
on the selected user locations. Multiple lumi-
naires can send signals to multi-detector UDs to 
serve these multiple users in parallel. Note that 
such parallel transmissions are common in RF 
communications, while multiple-source, multi-
ple-access schemes, also including multi-color 
luminaires, are only just emerging from early lab 
prototypes. In a practical indoor VLC deploy-
ment, target illumination and color quality must 
be maintained while maximizing the system 
throughput and supporting each user’s mobility.

Mobility and Medium Access

The issue of overlapping and non-overlapping 
coverage of the distributed luminaires needs 
careful examination. It has a major impact on the 
handover not only between WiFi and LiFi-en-
abled luminaires but also among the distributed 
luminaires themselves [9]. The handover mech-
anism may also involve information about UD 
location, which can be realized using both tech-
nologies, while LiFi is probably more precise.

Resource allocation and scheduling are 
important aspects of QoS support in wireless net-
works. In order to support mobility, they need 
adaptation to changing channels on both slow 
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and fast time scales. While the LiFi link changes 
more slowly, as the instantaneous signal power is 
proportional to the integral of the optical power 
over the detector surface, the WiFi link is subject 
to fast fading where the radio channel can fade 
randomly over a few centimeters passed during a 
few milliseconds.

Moreover and as discussed earlier, the draw-
back of CSMA/CA in WiFi is particularly nota-
ble in scenarios where low latency is required 
for multiple users in parallel [12]. Moreover, 
WiFi standards are backward compatible, and 
typical environments with a mix of clients and 
protocols do not achieve the peak performance 
specified in standards. These WiFi issues are 
solved using MU-MIMO and coordinated beam-
forming (see [2]). By offloading the data of users 
with high-quality channels on optical links, WiFi 
CSMA/CA fairness of resource allocation issues 
can be improved. Also, offloading removes con-
gestion and interference within the same WLAN 
and other networks in the area.

Maintaining continuous connectivity for 
mobile users is the first challenge. Handover on 
the same wireless access technology is needed 
due to the small coverage area created by each 
luminaire as well as the limited number of lumi-

naires per room. Hence, user mobility triggers 
frequent switching among the O-SCs, resulting 
in connectivity losses and/or undesired latency. 
This handover may thus be complemented by a 
second handover mechanism, where the traffic 
from a UD is rerouted from O-SCs to RF-SCs 
and vice versa [6]. Handover in RF cellular net-
works is an important research area, where the 
signal-to-interference and noise ratio (SINR) 
is commonly the optimal metric for decisions 
regarding channel selection between cells within 
a tier. In multi-tier and/or HetNets, a preference 
to connect is often given to SCs. This is due to 
the aggregate performance improvement that 
dense networks provide. The sensitivity of LiFi to 
occlusions and vulnerability due to sudden losses 
in the LOS path also requires additional metrics. 
Specifically, a history of previous losses should be 
considered in the decision process because large 
overhead due to frequent handover may make 
the LiFi connection less desirable than the RF 
macrocell or SC.

A new protocol considering mobility com-
bined with access is presented in [13]. The hando-
ver between the SCs of the same technology and 
between SCs of a different technology (O-SCs 
to RF-SCs and vice versa) are combined using 
orthogonal frequency-division multiple access 
(OFDMA). In OFDMA, data is transmitted on 
orthogonal narrow-band subcarriers, where users 
are allocated subcarrier-groups to enable con-
current transmissions. In this OFDMA scheme, 
system complexity is relatively increased com-
pared to CSMA/CA, because transmission needs 
a tight coordination of resource assignment in 
the entire network. Alternatively, and while tar-
geting fairness among users, a parallel transmis-
sion MAC (PT-MAC) protocol containing both 
the CSMA/CA algorithm and parallel transmis-
sion is proposed in [4]. This PT-MAC protocol 
improves the throughput and efficiency of the 
hybrid (IEEE 802.11n and VLC) network.

Motion information can also be considered 
as an important and distinctive metric in the 
utility function for traffic routing and handover 
in Li+WiFi systems. For example, a predictive 
handoff scheme is proposed in [14] using real-
time user tracking information (e.g. user location, 
moving direction, and velocity). This approach 
minimizes the number of luminaires involved 
in the handoff mechanism while maintaining a 
seamless transition. The mobility models of users 
and several performance metrics, such as file size, 
average connectivity, and system throughput, are 
considered in [14]. The results in [14] show that 
the hybrid WLAN-VLC is always better than 
VLC or WLAN when individually implemented 
for both single and multi-user cases.

A VLC network coordinator is introduced in 
[7] to provide a bi-directional interface between 
WiFi uplink and optical downlink. While the first 
steps have already been made, these problems 
need to be further investigated.

A Prototype System 
Proof of Concept and Results

Through a partnership among researchers from 
the Fraunhofer Heinrich Hertz Institute, the 
New Jersey Institute of Technology, Chicago 

Figure 2. The SU-SVD-MIMO concept can be 
used to avoid interference and maintain target 
illumination. The SVD is used to decom-
pose the MIMO channel into parallel SISO 
sub-channels, enabling interference-free spa-
tial multiplexing. At the receiver, and after 
estimating the channel, the information need-
ed to pre-process and post-process the signals 
at the transmitter and receiver, respectively, 
and the illumination set point (room bright-
ness) is available on the feedback channel, to 
extract the parallel SISO channels.
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State University, and Boston University, we have 
implemented a proof-of-concept Li+WiFi HetNet 
prototype system. In this section, we describe the 
various components of the system and show per-
formance results from experimental data gained 
from the prototype.

Capabilities of the LiFi Transceivers:
The proposed Li+WiFi HetNet is tested using 
bidirectional high-speed LiFi transceiver devices 
that satisfy real-time data delivery and achieve 
layers 1 and 2 of the OSI protocol stack. The 
device, the principle of which is shown in Fig. 3, 
uses a conventional lighting-grade high-power 
phosphorus-converted LED (PC-LED), and it 
realizes both illumination and data transmission 
in parallel. A proprietary LED driver is used to 
enable an analog modulation bandwidth of up 
to 180 MHz. At the receiver, a large-area high-
speed silicon PIN photodiode is used together 
with a trans-impedance amplifier (TIA). A pla-
no-convex 1” lens is used at both the LED and 
the photodiode to concentrate the beam and to 
enlarge the receiving area, respectively.

Behind the analog transmitter and receiv-
er circuits, a digital baseband unit (BBU) is 
used to convert Ethernet packets into DC-bi-
ased orthogonal frequency division multiplex-
ing (OFDM) signals, and vice versa. The OFDM 
signals have a bandwidth of 70 MHz. The BBU 
performs pilot-assisted channel estimation and 
frequency-domain equalization to reconstruct 
the received symbol constellations. From the 
received pilot sequence, the error vector mag-

nitude (EVM) is measured, and this informa-
tion is fed back to the transmitter. Depending 
on the channel quality as a function of frequen-
cy, the bit loading is adapted. The data rate is 
increased as much as possible so that no errors 
occur after forward error correction. Thanks to 
the techniques used in link adaptation, imple-
mented in real-time as a closed-loop, the achiev-
able data rate is realized while avoiding outages 
due to changing channel conditions such as vary-
ing illumination levels. The relation between the 
data rate and the illumination level is explicitly 
given in [15]. Each transceiver is equipped with an 
external power supply and a standard RJ45 1 Gb/s 
Ethernet connector. Altogether, a gross and net 
data rate of 500 Mb/s and 270 Mb/s are possible, 
respectively, with one-way latency of approxi-
mately 10 ms, independent of the data rate [15].

Performance of Indoor and Outdoor LiFi Links

Indoor and outdoor experiments are conducted 
to measure the achievable throughput of the LiFi 
frontends. The distance between the transmitter 
and receiver is varied in the range of 2–15 meters 
and 2–10 meters for the indoor and outdoor 
experiments, respectively. In an indoor deploy-
ment, distance represents the vertical range of 
the O-SC. The throughput is also measured at 
different points away from the center of the light 
beam representing the horizontal distance within 
the coverage area of the O-SC.

Figure 4 (left) shows that the achieved 
throughput is 74 Mb/s and 25 Mb/s at a verti-
cal distance of 2 m and 5 m, respectively. Note 
that the vertical distance will be in this range for 
most of the indoor applications. The data rate 
offered by our LiFi devices is already reduced at 
such distance due to the wide transmitter beam 
formed by the 1 inch aperture lens. Results are 
further reduced by using a white LED and mea-
suring the throughput at the application layer. 
In [15], monochromatic LEDs were used with 
a 2 inch lens so that a higher throughput was 
measured at the physical layer. Despite those 
practical limitations, the single-user throughput 
achieved with LiFi is higher than what can be 
achieved using current WiFi devices based on 
“up to 54 Mb/s” mode (Fig. 6). Due to the small 
coverage area for the O-SC, the total through-

Figure 3. The LiFi transceivers.
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put can be significantly increased by spatial reuse 
of the optical spectrum if multiple O-SCs are 
deployed serving multiple users in parallel. The 
results for the outdoor setting obtained during a 
sunny day are very close to those for the indoor 
setting. The results indicate that the optical fron-
tends are robust even in outdoor conditions. 
While direct sunlight was avoided as it would 
probably disconnect the link, scattered sunlight, 
e.g. from back-illuminated clouds, only degrades 
the signal-to-interference-and-noise ratio (SINR) 
due to increased shot noise. In this case, the 
VLC transceivers adapt the data rate according 
to the reduced SINR.

Proof-of-Concept Experiment

A proof-of-concept hybrid Li+WiFi setup in 
which there is a single WiFi AP and a single LiFi 
AP is implemented [8, 9]. Here, three systems 
are compared. In the first system, the WiFi is 
only used to connect to the Internet. The sec-
ond system, referred to as a hybrid system, is the 
same as the first one, but the downlink of one of 
the users is connected through a LiFi link. In the 
third system, referred to as an aggregated system, 
one user is connected to both WiFi and LiFi in 
parallel. Figure 5 depicts the configurations of 
the hybrid system (a) and the aggregated system 
(b). In the hybrid system, the unidirectional LiFi 
link is exploited to supplement the conventional 
WiFi downlink, while in the aggregated system, 
both bi-directional WiFi and LiFi links are fully 
utilized to improve the achievable throughput 
and provide robust network connectivity.

Figure 6a shows the average throughput of 
the three systems measured at different distanc-
es between the WiFi and LiFi frontends. In this 
setup, the LiFi frontends are strictly aligned 
(i.e. zero off-axis displacement). The mode of 
the WiFi router is selected as “up to 54 Mb/s” 
to provide robust connectivity in a crowded 
environment. Although the signaling scheme of 
WiFi depends on the received SNR in princi-
ple, the WiFi-only throughput shown in Fig. 6a is 
almost constant in the coverage area of the LiFi 
AP because the throughput degrading of WiFi will 
occur when the distance increases up to 25 meters, 
where the connectivity of VLC already becomes 
unavailable.

The hybrid system more than doubles the 
throughput near the LiFi AP, while degrading 
quickly as the distance increases. The throughput 
of WiFi-only surpasses that of the hybrid system 
when the distance is increased to around 4.1 m, 
because as the distance increases, the downlink 

capacity of LiFi decreases with distance, even-
tually becoming insignificant. Note that the 
throughput results of the hybrid VLC system 
depend only on the capacity of the LiFi downlink.

The aggregated system triples the achievable 
average throughput, and its lowest bound is high-
er than the average throughput of WiFi-only. 
Therefore, the aggregation technique not only 
enhances the available integrated bandwidth, but 
also provides reliable network communication. 
Due the inherent short-range property of LiFi, 
much better performance can be reached close 
to the LiFi AP for individual users. Note also 
that LiFi and WiFi users can be served in paral-
lel inside and outside this limited coverage area.

Considering that mobile devices can have 
irregular movements, LiFi channel blockage can 
be a significant aspect that is mitigated by the 
hybrid solution. Figure 6b shows the average 
throughput achieved by the three systems with 
the variation of periods in which the LiFi link 
was blocked from 5 s to 30 s per minute. The 
distances between the WiFi and LiFi frontends 
are both set to 2 meters. It is observed that even 
if the LiFi link is blocked 50 percent of the time, 

Figure 5. Configurations of the a) hybrid system, and b) the aggregated system.
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while the user is moving, the hybrid system out-
performs the WiFi-only system.

Future Research Opportunities
Based on our experience with the proof-of-con-
cept system, there are considerable opportuni-
ties in future work in this area. In this section 
we outline an agenda for the combined Li+WiFi 
approach proposed in this article.

First, both technologies will experience fur-
ther evolution to higher data rates. LiFi allows 
Gb/s throughput using higher bandwidth, mono-
chromatic LEDs or lasers together with wave-
length-division multiplexing as well as MIMO. 
WiFi is currently also upgraded by using more 
antennas and more bandwidth.

Besides unlicensed WiFi APs, research is 
needed to explore potential effects of LiFi data 
offloading when licensed indoor femtocells and 
outdoor macrocells are included in the sys-
tem. The obtained results will yield a complete 
picture and offer first insights into a practical 
multi-tiered HetNet under practical illumination 
constraints (e.g. meeting lighting standards for 
office lighting) [6]. A proper system design must 
carefully consider the unique illumination quali-
ties and services of individual spaces and appli-
cations to achieve the best compromise between 
VLC performance and illumination needs.

Another opportunity is to study the coexis-
tence and further evolution of CSMA/CA and 
OFDMA in the proposed HetNet, including 
closed-loop link adaptation envisioned for both 
LiFi and enhanced WiFi networks. It is import-
ant to manage proportional fairness among the 
users, meaning that each of N users would get a 
constant fraction of the bandwidth when being 
alone in a combination of both LiFi and WiFi 
channels [13].

Channel aggregation of Li+WiFi is another 
interesting challenge. Two models are of interest:
•	Aggregating channels from one access tech-

nology
•	Aggregating channels from different access 

technologies
These can include multiple channels within either 
RF or optical spectrum [8]. Both approaches can 
be implemented on different layers of the OSI 
reference model ranging from the data link to 
the application layer. Relying on higher layers 
requires modifying both the client and server 
sides. Aggregation at lower layers must remain 
compatible with higher-layer protocols such as 
TCP, otherwise cross-layer aggregation must be 
achieved.

User mobility is also an important consider-
ation for the provision of seamless connectivi-
ty and is required in order to properly evaluate 
the performance of the proposed Li+WiFi net-
work. Physical layer (PHY) techniques can be 
used to enhance the performance of Li+WiFi 
in multi-user scenarios. For example, user sep-
aration can be performed by assigning separate 
color clusters to the users analogous to frequency 
reuse or subcarrier isolation in RF-cellular sys-
tems. One strategy is to leverage difference color 
shift keying (CSK) triplets in neighboring cells 
under the IEEE 802.15.7 model. A multi-color 
enabled VLC receiver allows separation of the 
individual channels in the color domain using 

a filtering technology. Optimized multi-color 
multi-user MIMO solutions based on the hybrid 
nature of the Li+WiFi network are not well 
investigated. UD battery drain and the impact 
of the user population and density on perfor-
mance, while maintaining target illumination, are 
important research problems.

Finally, there is further need for experimen-
tal measurements to provide insights into the 
practical deployment of Li+WiFi networks and 
to attract industry interest in the most promis-
ing solutions. Therefore, a testbed is needed to 
investigate and realize Li+WiFi networks using 
different configurations and to evaluate the most 
promising solutions and algorithms for the inte-
gration. The fact that high-speed VLC frontends 
using existing baseband processing solutions are 
already available allows for early experiments also 
at the higher protocol layers that combine WiFi 
and LiFi with increasing sophistication [8, 9]. Of 
course, the available optical frontends need fur-
ther development. Investigating the use of mul-
tiple colors and of fully software-defined digital 
signal processing will allow intervention at all 
protocol layers. There is a great deal of research 
opportunity for heterogeneous Li+WiFi networks.

Conclusion
The coexistence between WiFi and LiFi is a new 
promising research area. We have discussed the 
primary characteristics of both technologies 
and the possibility for them to coexist. We have 
demonstrated that a close integration of both 
technologies enables off-loading opportunities 
for the WiFi network to free resources for more 
mobile users because stationary users will pref-
erably be served by LiFi. In this way, LiFi and 
WiFi can efficiently collaborate. We have imple-
mented several ways of channel aggregation for 
the suggested coexistence, and demonstrated by 
proof-of-concept results, using state-of-the-art 
LiFi and WiFi frontends, that both technologies 
together can more than triple the throughput 
for individual users and offer significant syner-
gies, yielding a combined solution that can ade-
quately address the need for enhanced indoor 
coverage with the highest data rates needed in 
the 5th generation of mobile networks (5G). 
Finally, we have outlined a roadmap for future 
research opportunities toward the integration of 
both technologies.

Acknowledgments

The authors are grateful for partial support 
by NSF grant ECCS-1331018, the Engineer-
ing Research Centers Program of the Nation-
al Science Foundation under NSF Cooperative 
Agreement No. EEC-0812056, and the German 
Ministry for Education and Research (BMBF) 
for the support of the collaborative project OWI-
CELLS grant 16KIS0199K.

References

[1] J. G. Andrews et al., “Femtocells: Past, Present, and Future,” IEEE JSAC, vol. 
30, no. 3, 2012, pp. 497–508.

[2] J. Kim and I. Lee, “802.11 WLAN: History, and Enabling MIMO Techniques 
for Next Generation Standards,” IEEE Commun. Mag., vol. 53, no. 3, 
2015, pp. 134–40.

[3] V. Jungnickel et al., “The Role of Small Cells, Coordinated Multipoint, 
and Massive MIMO in 5G,” IEEE Commun. Mag., vol. 52, no. 5, 2014, 
pp. 44–51.

Due the inherent  

short-range property of 

LiFi, much better  

performance can be 

reached close to the 

LiFi AP for individual 

users. Note also that 

LiFi and WiFi users can 

be served in parallel in 

and outside this limited 

coverage area.



IEEE Communications Magazine • February 2016 71

[4] W. Guo et al., “A Parallel Transmission MAC Protocol in Hybrid VLC-RF 
Network,” J. Commun., vol. 10, no. 1, 2015.

[5] S. Wu, H. Wang, and C.-H. Youn, “Visible Light Communications for 5G 
Wireless Networking Systems: From Fixed to Mobile Communications,” 
IEEE Network, vol. 28, no. 6, 2014, pp. 41–45.

[6] M. Rahaim, A. Vegni, and T. Little, “A Hybrid Radio Frequency and Broad-
cast Visible Light,” Proc. GLOBECOM Wksps., 2011.

[7] Z. Huang and Y. Ji, “Design and Demonstration of Room Division Multi-
plexing-Based Hybrid VLC Network,” Chinese Optics Lett., vol. 11, no. 6, 
2013, pp. 1671–7694.

[8] S. Shao et al., “An Indoor Hybrid WiFi-VLC Internet Access System,” Proc. 
Wksp. CellulAR Traffic Offloading to Opportunistic Networks (CAR-
TOON), Philadelphia, 2014.

[9] S. Shao et al., “Design and Analysis of a Visible-Light-Communication 
Enhanced WiFi System,” OSA/IEEE J. Optical Commun. Netw. (JOCN), 
vol. 7, no. 10, 2015, pp. 960–73.

[10] P. M. Butala, H. Elgala, and T. Little, “SVD-VLC: A Novel Capacity Maximiz-
ing VLC MIMO System Architecture under Illumination Constraints,” Proc. 
4th IEEE Wksp. Optical Wireless Commun., Atlanta, 2013.

[11] K. Kim and S. Kim, “Wireless Visible Light Communication Technology 
using Optical Beamforming,” Lasers, Fiber Optics, and Commun., vol. 
52, no. 10, 2013, pp. 1–6.

[12] R. Nishioka et al., “A Camera and LED-Based Medium Access Control 
Scheme for Wireless LANs,” IEICE Trans. Commun., vols. E98-B, no. 5, 
2015, pp. 917-92.

[13] X. Bao et al., “Protocol Design and Capacity Analysis in Hybrid Network 
of Visible Light Communication and OFDMA Systems,” IEEE Trans. Vehic. 
Tech., vol. 63, no. 4, 2014, pp. 1770–78.

[14] H. Chowdhury and M. Katz, “Cooperative Data Download on the Move 
in Indoor Hybrid (Radio-Optical) WLAN-VLC Hotspot Coverage,” Trans. 
Emerging Telecommun. Technologies, vol. 25, no. 6, 2014, pp. 666–77.

[15] L. Grobe et al., “High-Speed Visible Light Communication Systems,” IEEE 
Commun. Mag., vol. 51, no. 12, 2013.

Biographies
Moussa Ayyash [SM] (mayyash@csu.edu) is an associate professor in the 
Department of Information Studies at Chicago State University. He is the 
Director of the Center of Information and National Security Education and 
Research. He received his B.Sc. in electrical and computer engineering (ECE) 
from Mu’tah University, his M.Sc. in ECE from the University of Jordan, and a 
Ph.D. in ECE from IIT/Chicago. He is a member of the ACM.

Hany Elgala (helgala@albany.edu) is an assistant professor in the Computer 
Engineering Department, at the University of Albany–State University of New 
York (SUNY). Before moving to SUNY he was a research professor at Boston 
University and the Communications Testbed leader at the National Science 
Foundation Smart Lighting Engineering Research Center. His research focuses 
on visible light communications (VLC) or LiFi, wireless networking, and embed-
ded systems. He is a member of the IEEE and IEEE Communications Society.

Abdallah Khreishah (abdallah@njit.edu) is an assistant professor in the 
Department of ECE at NJIT. His research interests are in the areas of visible 
light communications, green networking, network coding, wireless networks, 
and network security. He received his B.S. degree in computer engineering 
from Jordan University of Science and Technology in 2004, and his M.S. and 
Ph.D. degrees in ECE from Purdue University in 2006 and 2010, respectively. 
He is the chair of North Jersey IEEE EMBS chapter.

Volker Jungnickel (volker.jungnickel@hhi.fraunhofer.de) received doctorate 
and habilitation degrees from Humboldt University in 1995 and Technical 
University in 2015, respectively, both in Berlin. In 1997 he joined the Fraun-
hofer Heinrich Hertz Institute, where he is leading the metro, access, and 
in-house systems group. Volker contributed to high-speed optical wireless 
links, a first 1 Gb/s mobile radio link, the first real-time trials of LTE and 
the first coordinated multipoint trials. He has contributed to 180 papers, 10 
books, and 25 patents.

Thomas DC Little (tdcl@bu.edu) is a professor of electrical and computer 
engineering in the College of Engineering at Boston University. He is also an 
associate director and principal investigator for the National Science Foun-
dation Smart Lighting Engineering Research Center. Little received his B.S. 
degree in biomedical engineering from RPI in 1983, and his M.S. degree in 
electrical engineering and Ph.D. degree in computer engineering from Syra-
cuse University in 1989 and 1991, respectively.

Sihua Shao [S] (ss2536@njit.edu) is a Ph.D. student in the Department of 
Electrical and Computer Engineering at New Jersey Institute of Technology. 
His current research interests include wireless communication, visible light 
communication, and heterogeneous networks. He received his B.S. degree in 
electrical and information engineering from South China University of Tech-
nology in 2011, and his M.S. degree in electrical and information engineering 
from Hong Kong Polytechnic University in 2012.

Michael Rahaim (mrahaim@bu.edu) is a postdoctoral researcher in the 
Department of Electrical and Computer Engineering at Boston University, 
working with the NSF funded Smart Lighting Engineering Research Center. 
His research focuses on software defined radio, visible light communication, 
HetNets, and smart lighting. He received his B.S. in electrical and computer 
systems engineering from Rensselaer Polytechnic Institute in 2007, and his 
M.S. and Ph.D. in computer engineering from Boston University in 2011 and 
2015, respectively.

Dominic Schulz (dominic.schulz@hhi.fraunhofer.de) received his MS in 
communications engineering from Berlin University of Applied Sciences 
in 2012. In 2013 he joined the Department of Photonic Networks and 
Systems at Fraunhofer Institute for Telecommunications, Heinrich Hertz 
Institute. He is currently working toward his Ph.D. in the field of optical 
wireless communications. His current activities include the development 
of high data rate systems for wireless access, as well as research toward 
long-range links.

Jonas Hilt (jonas.hilt@hhi.fraunhofer.de) received his diploma in electrical 
engineering from Berlin University of Applied Sciences in 2009. In 2009 
he joined the Fraunhofer Institute for Telecommunications, Heinrich Hertz 
Institute, where he is an electrical engineer in the department of photonic 
networks and systems. His current activities are in the area of design and 
realization of embedded systems and visible light communication systems 
(VLC).

Ronald Freund (ronald.freund@hhi.fraunhofer.de) received the Dipl.-Ing. 
degree and the Dr.-Ing. degree in electrical engineering from Technical Uni-
versity of Ilmenau (TUI), in 1993 and 2002, respectively. In 2013 he received 
an MBA degree from RWTH Aachen. Since 1995 he has been with the Hein-
rich Hertz Institute in Berlin, where he is currently leading the Department of 
Photonic Networks and Systems.

The available optical 

frontends need further 

development.  

Investigating the use of 

multiple colors and of 

fully software-defined 

digital signal processing 

will allow intervention 

at all protocol layers. 

There is a great deal of 

research opportunity for 

heterogeneous Li+WiFi 

networks.

mailto:mayyash@csu.edu
mailto:helgala@albany.edu
mailto:abdallah@njit.edu
mailto:volker.jungnickel@hhi.fraunhofer.de
mailto:tdcl@bu.edu
mailto:ss2536@njit.edu
mailto:mrahaim@bu.edu
mailto:dominic.schulz@hhi.fraunhofer.de
mailto:jonas.hilt@hhi.fraunhofer.de
mailto:ronald.freund@hhi.fraunhofer.de


IEEE Communications Magazine • February 201672 0163-6804/16/$25.00 © 2016 IEEE

Abstract

Service providers spend billions upgrading 
their broadband access networks to the latest 
access standards. Fiber has become the technolo-
gy of choice in the medium and long term, thanks 
to its speed, reach, and future-proofness. A dif-
ferential advantage of fiber over other broadband 
access technologies is that it makes it possible for 
operators to deliver symmetric-rate services. Most 
of today’s commercial offers based on regular 
PON range from 10 to 100 Mb/s of committed 
information rate, and higher rates are advertised 
as peak rates with unspecified guarantees. In this 
article we focus on delivering symmetrical 1 Gb/s 
access to residential users with a target temporal 
guarantee at the least cost using next-generation 
PON technologies. We compare four NG-PON 
standard access technologies, GPON, XGPON, 
WDM-PON, and the emerging TWDM-PON, 
from technical and economic perspectives. The 
study shows that if a service provider wants to 
keep up with the growing user traffic pattern in 
the long run, only TWDM-PON can provide 1 
Gb/s nearly guaranteed at a moderate cost with 
respect to the fully dedicated 1 Gb/s point-to-point 
connection available in WDM-PON technologies.

Introduction
At present, 1 Gb/s downstream Internet access 
services are offered by some service providers in 
the United States, Europe, and Asia even though 
the number of fiber subscribers (12.4, 22, and 93 
million, respectively), fiber market maturity, and 
penetration rate (10, 10–50, and 45–70 percent, 
respectively) are very different across the conti-
nents [1]. This 1 Gb/s service is being offered as 
a peak data rate with different levels of guaran-
tee in addition to a minimum multi-megabit-per-
second committed information rate. While basic 
services may not require such a high rate, other 
factors like user experience enhancement, the 
increasing amount of connected devices at home, 
and low latency requirements for interactive 
gaming and other coming applications (UHD 3D 
immersive gaming and video conferencing, cloud 
computing, infrastructure as a service, etc ) are 
expected to boost the demand for symmetric 1 
Gb/s access capacity with certain quality of ser-
vice (QoS) guarantees in the near future.

Deploying 1 Gb/s symmetrical services with 
optical fiber is expensive due to the high invest-
ment costs associated with civil works. Some 
service providers may opt to take maximum 
advantage of their existing twisted-pair copper 
infrastructure in the design. This strategy leads 
to fiber to the cabinet (FTTC) and fiber to the 
node (FTTN) deployments, combining fiber with 
very high rate digital subscriber line version 2 
(VDSL2) [2]. However, this configuration also 
involves costs of installation, powering, and main-
tenance of intermediate active devices, as well as 
additional delay, and hence, installing fibers up 
to the customer premises, either residential or 
business (FTTH/FTTB), seems to be the best 
long-run approach to keep up with bandwidth 
and latency requirements of future applications.

There is passive optical network (PON) tech-
nology available to provide 1 Gb/s services to 
end users, and a number of next-generation 
PON (NG-PON) standards to be completed very 
soon. This article aims to compare gigabit PON 
(GPON), XGPON, and wavelength-division mul-
tiplexing (WDM)-PON standards with the new 
time-shared WDM (TWDM)-PON approaches 
concerning the provisioning of 1 Gb/s symmet-
rical connectivity to residential customers. Such 
a comparison addresses both technological and 
economic aspects, with the aim to provide a ref-
erence for network operators willing to migrate 
to the next-generation access services. A num-
ber of questions are investigated throughout this 
article: Which kind of FTTH technology is most 
suitable to offer 1 Gb/s symmetrical services? 
Can 1 Gb/s be guaranteed 100 percent of the 
time? Which parameters must be considered in 
the network design? What is the cost per user 
associated with each technology? A greenfield 
scenario deployment of a dense area with 5000 
users is considered to answer all these questions.

This article is organized as follows. The fol-
lowing section provides a taxonomy of FTTH 
access protocols that are capable of supporting 1 
Gb/s symmetrical services. After that, we quickly 
review the basic methodology used in capacity 
planning with oversubscription, often used by 
network operators. Then we make a technical 
and economic comparison of four access pro-
tocols including capital expenditures (CAPEX) 
and operational expenditures (OPEX). The final 
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section concludes this article with a summary of 
its main results along with future work worth 
investigation.

Taxonomy of Fiber Access Protocols to 
Provide 1 Gb/s Symmetrical Services

According to the FTTH Council [3], an access 
protocol is “a method of communication used by 
the equipment located at the ends of the optical 
paths to ensure reliable and effective transmis-
sion and reception of information over the optical 
paths.” The physical fiber topology that connects 
the operator’s premises and subscriber’s prem-
ises, also called an optical distribution network 
(ODN), can be point-to-point, point-to-mul-
tipoint (often referred to as PON), or ring, 
although hybrid ring-tree topologies can also be 
found in relevant research works [4]. The design 
of access protocols is conditioned by the type 
of underlying topology. This article focuses on 
protocols for PON topologies, currently the most 
widely deployed. Figure 1 shows a taxonomy 
of the PON fiber access protocols under study: 
time-division multiplexing (TDM-PON), WDM-
PON, and a hybrid version, TWDM-PON.

TDM-PON
This technology uses a shared point-to-multipoint 
approach with one or two wavelengths in the down-
stream direction (from a central office, CO, to 
users) and one wavelength in the upstream (from 
users to a CO). TDM-PON uses a 1:N passive split-
ter/combiner to divide the optical signal among all 
users in the downstream direction and aggregate 
the users’ data in the upstream direction. The opti-
cal line terminal (OLT) uses a dynamic bandwidth 
assignment (DBA) algorithm to arbitrate access to 
the shared channel in the upstream direction, avoid 
collisions, assign bandwidth to the users, and pro-
vide QoS for different types of flows.

For example, GPON (International Telecom-
munication Union — Telecommunication Stan-
dardization Sector, ITU-T, G.984) uses the 1490 
nm wavelength at 2.5 Gb/s for downstream data 

traffic (optionally, the 1550 nm wavelength can 
be used to carry RF video separately), and the 
1310 nm wavelength at 1.25 Gb/s for upstream 
traffic. Recent enhancements like XG-PON 
(ITU-T G.987) offer 10G/2.5G in the down- and 
upstream direction, respectively. Besides, there 
are also symmetrical TDM-PON standards like 
2.5G/2.5G GPON or 10G/10G (XG-PON2), but 
these are not considered in this article due to the 
lack of deployments.

WDM-PON
In this case, a single wavelength is redirected to 
an end user from the central office via a passive 
wavelength router located in the outside plant 
(OSP). In this case, the power splitter/combiner 
is replaced by a wavelength selective filter, usu-
ally an array waveguide grating (AWG), thus 
setting up a single wavelength with symmetric 
bandwidth between each user and the central 
office. Unlike TDM-PON, WDM-PON provides 
a dedicated point-to-point connection between 
users and the CO, that is, there is no bandwidth 
sharing between users. Advantages of WDM- 
over TDM-PON are scalable bandwidth, long 
reach (given the low insertion loss of filters, 
optional amplification), troubleshooting [5], 
security (users do not see other users’ traffic), 
and the possibility to individually adapt bit rates 
on a per-wavelength basis.

There are several flavors of WDM-PON 
technologies available in the market, each with 
a different implementation technology: injec-
tion-locking, tunable lasers, wavelength reuse, 
and coherent detection [6]. This article considers 
only the AWG-based injection-locking WDM-
PON flavor with 1:32 splitting ratio (1:64 AWG 
still not commercially available), specified in the 
standard ITU-T G.698.3.

TWDM-PON
This technology was selected as the primary 
solution for the NG-PON stage 2 (NG-PON2) 
project of the Full Service Access Network 
(FSAN) community, and is currently standard-

Figure 1. Taxonomy of PON fiber access protocols.
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ized (ITU-T G.989 series, completed in October 
2015). TWDM-PON takes one step forward with 
respect to XGPON, leveraging the research and 
development effort of the PON industry on this 
technology. Essentially, TWDM-PON increas-
es the aggregate PON rate by stacking multi-
ple XGPONs on different pairs of wavelengths, 
which yields an aggregate N   10 Gb/s down-
stream and N  2.5 Gb/s upstream. In a proto-
type shown in [7], N = 4, and each TWDM-PON 
optical network unit (ONU) is equipped with 
colorless transmitters and receivers operating at 
10 Gb/s downstream and 2.5 Gb/s upstream. As 
in TDM-PONs, bandwidth is shared across sever-
al subscribers. This solution is called hybrid since 
it combines the flexibility of TDM-PONs with the 
increased capacity of WDM technology.

The advantages of TWDM-PON over pure 
WDM-PON are its high fanout and “graceful evo-
lution” capability, since it is compatible with older 
TDM-PON versions, like GPON and XGPON, 
allowing coexistence within the same ODN.

Table 1 provides a summary of the main fea-
tures of the four PON technologies under study. 
Based on a number of real deployments and mar-
ket interest, the next section studies the suitability 
of GPON, XGPON, AWG-based WDM-PON, 
and TWDM-PON to provide 1 Gb/s symmetrical 
services to residential customers. Such suitability is 
quantified from both technical and economic per-
spectives in a hypothetical green field deployment.

Capacity Planning
This section considers the capacity planning for 
each PON branch, following the architecture of 
Fig. 1. As noted, GPON, XGPON, and TWDM-
PONs have a first fixed splitting stage, 1:8, and 
a second one, 1:N, that can be configured (N  
{1, 2, 4, 8}). This section studies how many users 
can coexist on the same PON branch sharing its 
bandwidth so that they experience 1 Gb/s sym-
metrical service most of the time. The analysis is 
performed only for the uplink direction since it 
is a more limiting factor than the downlink case.

GPON, XG-PON, and TWDM-PON with 
Oversubscription

Most packet-switched telecommunication services 
rely on the concept of oversubscription; the access 
network is not an exception. Capacity planning 
based on oversubscription works because of the 

empirical observation that only a small portion of 
subscribers are simultaneously active at a given 
random instant [8, 9]. Network designers leverage 
this fact to provide access to a large number of 
users at a moderate expense of resources. Essen-
tially, the bpeak = 1 Gb/s bandwidth cannot be 
guaranteed to all users during 100 percent of the 
time, but only a portion of it.

Now, let ntot refer to the maximum number 
of users physically attached to the same PON 
branch. As noted from Fig. 1, the total number 
of users can take the values ntot  {8, 16, 32, 64} 
depending on the second splitting stage. This 
range of ntot only applies to GPON, XGPON, and 
TWDM-PON technologies since for WDM-PON 
deployments, we consider ntot = 32 fixed (Fig. 1).

Let nact refer to the random variable that con-
siders the number of active users at a given ran-
dom time. Clearly, 0 ≤ nact ≤ ntot. For simplicity, 
we consider that every user can be active with 
probability q, and that all users are uncorrelat-
ed and have the same behavior, that is, they are 
active with probability q or idle with probability 
1 – q. In other words, nact follows a binomial dis-
tribution, nact  B(ntot, q).1 As observed in many 
measurement studies, the value of q is very small 
for residential users.

Concerning bandwidth, let us define b as the 
rate observed per individual user in the PON 
branch, as follows: 

=b
C
n
UL

act  
where CUL is the upstream capacity of each 
NG-PON technology (Table 1). Clearly, b is a dis-
crete random variable that depends on the number 
of active users: the higher the value of nact, the 
lower the bandwidth rate experienced per user. In 
addition, network operators can limit the band-
width rate experienced by users to bpeak when the 
number of active users is small (i.e., when b > 
bpeak). On the contrary, when all users are active 
(nact = ntot), all users are guaranteed at least a 
minimum rate of (CUL)/(ntot). In light of this, the 
random variables b and nact are related as follows: 

P b ≥
CUL
k

⎛
⎝⎜

⎞
⎠⎟
= P(nact < k),  with nact ∼ B(ntot , q)

(1)

meaning that, when k users are active, the uplink 
capacity CUL is equally shared among them.

In general, it is very unlikely to have many 
active users when q is sufficiently small. This allows 
network operators to leverage statistical multiplex-
ing gains. Network designers often use the term 
oversubscription ratio o to refer to the maximum 
carried traffic divided by the maximum bandwidth 
capacity promised to the users, in other words: 

=o
C

n b
UL

tot peak  

Finally, let b refer to the probability that bpeak is 
guaranteed to the users in the oversubscription 
model. Clearly, bpeak is guaranteed when no more 
than nact 

(max) users are active, namely: 

nact
(max) =

CUL
bpeak

⎢

⎣
⎢
⎢

⎥

⎦
⎥
⎥

	
(2)

Table 1. Summary of features for PON technologies.

GPON XG-PON TWDM-PON WDM-PON

Standard ITU-T G.984 ITU-T G.987 ITU-T G.989 ITU-T G.698.3

Availability In market In market In trial In market

Feeder rate (CDL/CUL) 2.5G/1.25G 10G/2.5G 40G/10G 32G/32G

Security No No No Yes

Outside Plant Splitter Splitter Splitter with WDM mux AWG

Price Lower Medium Medium Higher

Power budget (dB) 28 (B+) 35 (E2) 38.5 15

1 It is worth remarking that the 
probability density function (PDF) 
of the binomial distribution B(n, q) 
follows: P(X = k) = ( nk )q

k(1 – q)n–k, 
k = 0,1, … , n.
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Thus, b equals the probability that no more than 
nact 

(max) users are simultaneously active; in other 
words: 

b = P(nact ≤ nact 
(max)).

Thanks to the properties of the binomial distribu-
tion, b can also be thought of as the percentage 
of time in which bpeak is guaranteed.

Numerical Example and Analytical Results

Consider a GPON (CUL 
(GPON) = 1.25 Gb/s) with q 

= 0.15 (i.e., 15 percent activity per user) and ntot 
= 32 users, that is, the second splitting stage is 
1:4. First of all, the maximum number of active 
users in order to guarantee bpeak = 1 Gb/s is  
nact 

(max) = 1 user, that means, one active user at 
most (two active users would share 1.25 Gb/s). 
Following the Binomial distribution, the average 
number of active users is: E(nact) = ntotq = 4.8 
users, and the average bandwidth is E(b) = 327 
Mb/s.2 

In the unlikely event that all users are active, 
that is, nact = ntot, which occurs with probability

P(nact = 32) = q32 = 4.3· 10–27,

the bandwidth experienced per active user is only 
b = 39 Mb/s. This is the minimum absolute guar-
anteed bandwidth 100 percent of the time.

Now, since most users are idle most of the 
time, the next stage is to see the probability that 
only nact 

(max) = 1 user is active in the PON branch, 
thus receiving bpeak bandwidth. Following the 
binomial distribution, the probability of having 1 
active user or less in the PON is only 3.7 percent.

Now, consider that the operator’s requirement 
is that all users must receive bpeak = 1 Gb/s at 
least b = 20 percent of the time. Then the value 
of ntot can be no larger than 18 total users, since 
P(nact ≤ 1) = 0.22 when nact ~ B(ntot = 18, q = 
0.15) but P(nact ≤ 1) = 0.198 when nact ~ B(ntot 
= 19, q = 0.15). Since ntot ≤ 18, the maximum 
split ratio in the second stage must be at most 1:2 
(ntot = 8  2 = 16 total users per PON branch). 
In this case, the average bandwidth experienced 
by users is now E(b) = 637 Mb/s.

In the case of XG-PON, when CUL 
(XG-PON) = 2.5 

Gb/s, bpeak = 1 Gb/s is guaranteed when there are 
no more than nact 

(max) = 2 active users in the PON 
branch. For the same b = 20 percent criteria as 
before and q = 15 percent, the maximum number 
of users in the PON branch rises to ntot ≤ 27. Again, 
the maximum split in the second stage is 1:2 (16 
users at most), which yields an average bandwidth 
rate E(b) = 1.27 Gb/s, limited to bpeak = 1 Gb/s.

Figure 2 shows the cumulative distribution 
function (CDF) of b for GPON with different 
split ratios (Eq. 1) along with the average band-
width rate E(b). As shown, cases 1:64 and 1:32 
provide very small percentages where 1 Gb/s is 
guaranteed (3.67 and 0.04 percent, respectively) 
and small values of average bandwidth.

Furthermore, Table 2 shows the average rate 
E(b) observed and the percentages of time b 
where bpeak is guaranteed for all NG-PON tech-
nologies and different split ratios. The values of 
TWDM-PON have been computed taking into 
account that a stack of four XG-PON technolo-
gies is shared among ntot users. In other words, 

we have computed the E(b) and b values for an 
XG-PON with (ntot)/4 users.

When q = 15 percent, XG-PON significantly 
improves the results of GPON providing 1 Gb/s 
rate at least 50 percent of the time for the split 
ratios 1:8 and 1:16. TWDM-PON provides 1 Gb/s 
most of the time for split ratios 1:32 and below. 
When large user activity periods are expected 
(e.g. q = 50 percent), only TWDM-PON with 
1:8 and 1:16 split ratios can provide 1 Gb/s band-
width for a substantial percentage of time.

Finally, it is worth remarking that WDM-
PON provides a dedicated point-to-point connec-
tion between each user and the OLT with 1 Gb/s 
guaranteed 100 percent of the time for ntot = 32 
users regardless of user activity q.

Economic Study for an Urban Area
This section studies the total cost of ownership 
(TCO), including both CAPEX and OPEX, 
required for the deployment of a hypothetical 
green field urban scenario with 5000 users. Only 
those FTTH technologies capable of achieving 
1 Gb/s symmetrically for a minimum of b = 20 
percent of the time have been considered (q = 
15 percent assumed). For example, GPON 1:16 
is selected because it achieves 28.4 percent (high-
er than 20 percent), while XGPON 1:32 only 
achieves 12.2 percent (lower than 20 percent) and 
therefore is not considered (Table 2). Oversub-
scription factors beyond the feeder fiber (i.e. from 
the OLT toward the metro) are not considered.

The calculus of CAPEX is based on commer-
cial prices available from selected undisclosed 
vendors, complemented with pricing informa-
tion and network considerations from [10]. Cost 
of equipment not commercially available yet 
(TWDM-PON) is derived from market costs of 
components. Figure 3 shows the resulting cost 
per user in such a green field deployment rela-
tive to the cost per user of the most expensive 
technology, WDM-PON in this case. The cost 
includes the following factors.

Central Office: The cost of core cards of the 
OLT shelves, one-time software licenses, and 
everything necessary for in-service operation. 
The cost of uplink transceivers, which is depen-
dent on split ratio, packet loss, and demand dis-
tribution, is not included. The reader can find 

Figure 2. GPON: CDF of b and average bandwidth for different split ratios, q 
= 15 percent.
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which weights the rate perceived 
by the users (for the cases where at 
least one user is active) multiplied 
by their probability.
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an uplink analysis based on Monte Carlo simu-
lations in  [9]. For TWDM-PON, the cost of the 
WDM mux is also included here.

OLT: The cost of OLT line cards for each 
technology. OLT line cards are equipped with 16 
ports for GPON, 4 ports for XG-PON/TWDM-
PON, and 1 port for WDM-PON.

ONT: The lowest cost of commercially avail-
able units equipped with at least four Gigabit 
Ethernet ports toward the user. In the case of a 
TWDM-PON ONT, since it is not commercial-
ly available yet, the cost is derived from market 
costs of components of the product.

Passive-Street Cabinet: The cost of the cabinet, 
splitters, or AWG where appropriate (both first 
and second stage costs are included), and the cost 
of splicing the fibers. For GPON, XGPON, and 
TWDM-PON, the two-stage splitting architecture 
of Fig. 1 is considered, following [10]. That is, a first 
fixed 1:8 split stage, placed at the street cabinet, 
followed by a second variable split stage (1:1, 1:2, 
1:4, and 1:8), which is placed at the bottom of the 
building. In the case of WDM-PON, a 1:32 AWG 
is assumed and is located at the street cabinet;

Feeder and Distribution Segment: The cost of 
digging and preparing the trench, manholes, and 
finer deployment in each segment. As seen in 
Fig. 1, for GPON, XGPON, and TWDM-PON, 
feeder fiber is the fiber between the CO and the 
first 1:8 split, and distribution fiber is the fiber 
between the first and second splits; while for 
WDM-PON, feeder fiber is the fiber between the 
CO and the 1:32 AWG, and distribution fiber is 
the fiber between the AWG and the ONT. Fol-
lowing [10], the length of the feeder segment in 
an urban area is assumed to be 850 m, whereas 
the length of the distribution segment is 80 m. 
Cost of digging and preparing the trench for an 
urban area has been assumed USD 120/m;

In-House Segment: The cost of the optical 
distribution frame (ODF), patch cable, and fiber 
access terminal in the basement.

Concerning OPEX, only first-year costs are 
considered, including system support and ener-
gy consumption, as a markup of the active (4 
percent) and passive (1 percent) infrastructure 
[10, 11]. Since they are considered as a percent-

age, OPEX costs are uniformly distributed over 
the CAPEX costs. System support considers the 
technical and maintenance support required for 
the installed equipment. Energy consumption 
represents the yearly cost of energy (in watts) 
consumed by the equipments.

As expected, the largest part of the CAPEX 
lies in the physical infrastructure [12] (in-house 
segment, distribution segment, street cabinet, 
feeder segment, and CO), which represents 
between 50 and 80 percent of the total invest-
ment. All technologies under consideration are 
deployed with a single fiber in the feeder seg-
ment, and a single fiber between the remote 
node and the ONT. Thus, the main difference in 
terms of TCO corresponds to the CO, OLT,pas-
sive-street cabinet (splitter or AWG), and ONT.

Other observations include:
•The shared cost of the OLT should decrease as 

the split ratio increases. However, in all TDM-PON 
and hybrid options, the TCO for 1:16 is slightly 
more expensive than in the 1:8 case. This arises as 
a penalty for choosing a fixed 1:8 first stage, which 
means that extra 1:2, 1:4, and 1:8 splitters have to 
be dimensioned for higher split ratios.

•ONTs are cheaper in GPON due to elec-
tronics managing less bandwidth; XG-PON 
ONTs come next, followed by TWDM-PON and 
WDM-PON.

•The cost of the passive-street cabinet in 
TWDM-PON 1:16 is slightly higher than in 
WDM-PON. This is due to the assumption of a 
1:8 split at the first stage for all TDM-PON and 
TWDM-PON technologies [10]. In this case, 
for example, for 32 users, a single 1:32 AWG is 
enough for WDM-PON but would require 4  1:8 
in the first split + 8  1:2 for TWDM-PON 1:16, 
that is, although the cost of a 1:32 AWG is much 
more expensive than the cost of a single 1:16 
power splitter, the topology under consideration 
actually compares 1  32 AWG against 12 (4 + 8) 
power splitters (in the case of TWDM-PON 1:16).

•GPON is the cheapest technology with 1:8 
split ratio, and is capable of providing 1 Gb/s 
for a large portion of the time. However, GPON 
does not scale up when q increases (Table 2).

•The cost per user of XGPON 1:8 and 1:16 
is very similar to TWDM-PON 1:32 and 1:64, 
respectively, and also provides very similar per-
formance. This is a consequence of the fact that 
TWDM-PON stacks four XG-PONs.

•TWDM-PON with 1:8 and 1:16 split ratios 
provide 1 Gb/s nearly 100 percent of the time 
when q = 15 percent with a substantial cost reduc-
tion with respect to WDM-PON, which is the most 
expensive flavor. However, it is worth remarking 
that WDM-PON provides 1 Gb/s guaranteed 100 
percent of the time regardless of user activity q.

•The high cost of WDM-PON is mainly due 
to the electronics at the OLT (one laser per user 
is required) and the lower shelf density (256 
users per shelf). The OLT and CO costs domi-
nate in this technology.

Summary and Discussion
This article has compared four different flavors 
of fiber access protocols capable of offering 1 
Gb/s symmetrical services for residential users. 
In particular, GPON, XGPON, WDM-PON, and 
the emerging TWDM-PON technologies with dif-

Table 2. Bandwidth comparison between the four NG-PON technologies: aver-
age bandwidth and percentage of time where bpeak =1 Gb/s is guaranteed.

1:8 1:16 1:32 1:64

E(b), b q = 15 %

GPON 922 Mb/s, 65.7% 637 Mb/s, 28.4% 327 Mb/s, 3.7% 145 Mb/s, 0.04% 

XGPON 1000 Mb/s, 89.5% 1000 Mb/s, 56.1% 654 Mb/s, 12.2% 290 Mb/s, 0.2%

TWDM 1000 Mb/s, ~100% 1000 Mb/s, 98.8% 1000 Mb/s, 89.5% 1000 Mb/s, 56.1%

WDM-PON — — 1000 Mb/s, 100% —

E(b), b q = 50 %

GPON 369 Mb/s, 3.5% 168 Mb/s, ~0% 80 Mb/s, ~0% 40 Mb/s, ~0%

XGPON 738 Mb/s, 14.5% 337 Mb/s, ~0% 162 Mb/s, ~0% 79 Mb/s, ~0%

TWDM 1000 Mb/s, ~100% 1000 Mb/s, 68.7% 738 Mb/s, 14.5% 337 Mb/s, ~0%

WDM-PON — — 1000 Mb/s, 100% —
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ferent split ratios have been analyzed for a green 
field deployment of 5000 users in a typical urban 
area. Market prices of either available commercial 
equipment (GPON, XGPON, and WDM-PON) 
or prototypes (TWDM-PON) have been used.

The results show that GPON 1:8 and 1:16, 
XGPON 1:8 and 1:16, TWDM-PON, and WDM-
PON are good candidates to enable 1 Gb/s sym-
metrical services for residential users in terms 
of both cost and performance for next-genera-
tion optical access. However, as the user activi-
ty pattern increases, both GPON and XGPON 
will become insufficient. Only TWDM-PON and 
WDM-PON can guarantee 1 Gb/s at high levels of 
user activity (for a fraction of time typically used 
in design today in the case of TWDM-PON).

Other services than residential (business 
services and wireless backhaul), which require 
higher bandwidth, lower latency and physical 
separation of traffic (for security purposes) than 
residential scenarios, may require the use of ded-
icated point-to-point connectivity with absolute 
bandwidth guarantees, in other words, WDM-
PON. In light of this, WDM-PONs with band-
width provisioning beyond 1 Gb/s have been 
proposed [13], some supporting up to 10 Gb/s.
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Figure 3. Details of TCO (CAPEX and OPEX) for FTTH options for providing 1 Gb/s symmetrical 
(bandwidth values for q = 15 percent).
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Abstract

AON, one of the most deployed fiber access 
solutions in Europe, needs to be upgraded in 
order to satisfy the ever growing bandwidth 
demand driven by new applications and services. 
Meanwhile, network providers want to reduce 
both capital expenditures and operational expen-
ditures to ensure that there is profit coming from 
their investments. This article proposes sever-
al migration strategies for AON from the data 
plane, topology, and control plane perspectives, 
and investigates their impact on the total cost of 
ownership

Introduction
Optical fiber communication, as a future-

proof technology, has its unique advantages of 
delivering ultra-high capacity. It has been wide-
ly deployed in the telecommunication core and 
aggregation networks for several decades. Fiber 
to the X (known as FTTx, where x stands for 
home, building, curb, node, etc.) has also start-
ed all over the world. There are more than 93 
million FTTx subscribers in Asia, 12 million in 
the United States, and 20 million in Europe [1]. 
The most common FTTx solutions deployed 
today are active optical networking (AON) and 
time-division multiplexing (TDM) passive optical 
networking (PON). AON, also known as active 
Ethernet, has been standardized [2], and is the 
most deployed FTTx solution in Europe. As of 
mid-2012, it represented 78 percent of market 
share [3], already giving it high technology pene-
tration in Europe.

There are two variants of AONs, point-to-
point (PtP) and active star (AS), both of which 
are based on active Ethernet switches. PtP is also 
referred to as homerun (shown in Fig. 1a), where 
each subscriber has a dedicated fiber connec-
tion between the residential gateway (RG), or 
optical network terminal (ONT) in fiber to the 
home (FTTH), and the Ethernet switch with an 
optical line terminal (OLT) located in the cen-
tral office (CO). Unlike the PtP, the AON AS 
has a point-to-multipoint topology, employing 
active remote nodes (RNs) connecting the CO 
and multiple households (Fig. 1b). An RN can be 
located either in a cabinet or inside the building 
(e.g., a basement of a multi-dwelling unit). The 
Ethernet switch at an RN aggregates the traffic 

from a group of subscribers, and is connected by 
a feeder fiber to another Ethernet switch at the 
CO. Two or more feeder fibers can be deployed 
to provide resilience, but the amount of fibers 
used in the AON AS architecture can be signifi-
cantly reduced compared to the PtP case. Figure 
1c shows fiber to the building/curb (FTTB/C) 
based on AON AS. The optical signals are ter-
minated at the RN, which is connected to the 
households via legacy copper cables.

AON deployments have already begun to 
offer 1 Gb/s per subscriber [4]. However, the 
earlier and more common deployments of AON 
solutions offer lower data rates (e.g., up to 
100 Mb/s per ONT). Besides serving residen-
tial users, AON can support backhaul/fronthaul 
(Xhaul) for mobile networks, and broadband 
services for business users, as shown in Fig. 1d. 
The emerging services, including ultra-high-defi-
nition TV, video conferencing, cloud services, 
fourth/fifth generation (4G/5G) mobile Xhaul, 
and so on, are gradually eating up the band-
width of existing networks and driving capacity 
demands beyond 100 Mb/s. Therefore, proper 
migration strategies toward solutions capable 
of delivering the new demanding services are 
urgently required. Furthermore, the incentive of 
operators/providers for migration is also related 
to their willingness to achieve total cost of own-
ership (TCO) savings by reducing operational 
expenditure (OPEX).

Different next generation optical access 
(NGOA) network technologies have been exten-
sively investigated in the past. Wavelength-divi-
sion multiplexing (WDM) is widely recognized as 
a promising technology to increase the bandwidth 
in FTTx. Reference [5] compared the cost and 
performance of different types of WDM-based 
PONs, including time and wavelength-division 
multiplexing (TWDM)-PON, wavelength-routed 
WDM-PON, and ultra-dense WDM-PON. It has 
been shown that for high bandwidth demands 
(beyond 500 Mb/s per customer), WDM technol-
ogy becomes most efficient for capacity upgrade. 
Recently, the International Telecommunication 
Union — Telecommunication Standardization 
Sector (ITU-T) also approved the second next 
generation passive optical network (NG-PON2) 
standard [6], where the primary technology is 
TWDM-PON. A complete cost evaluation of net-
work migration starting from GPON to TWDM-
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PON was carried out in [7], in which the result 
shows that migrating to TWDM-PON is the best 
option thanks to its high sharing rate while pro-
viding high bandwidth on a per-user basis. Mean-
while, node consolidation has been considered as 
an important trend for access network migration 
driven by the operators/providers because of a 
high potential for the TCO savings. References 
[5, 7] indicate clear cost advantages of node con-
solidation due to better utilization of aggregation 
networks. All of the aforementioned studies have 
a strong focus on the evolution of data plane 
technologies. However, the other important 
aspects of network architecture, such as topology 
and control plane, have not been addressed. In 
recent years, there has been increasing interest 
in the concept of software defined networking 
(SDN). It separates the control plane from tradi-
tional network equipment, and migrates toward 
logically centralized control plane architecture, 
according to the Open Networking Foundation 
(ONF) [8]. Many vendors and operators/pro-
viders have foreseen great advantages of using 
SDN to simplify network control and manage-
ment (C&M). For example,  [9] investigates the 
applicability of SDN to a gigabit-capable PON-
based FTTH network. AON is fully based on 
IP/Ethernet technology, so the applicability of 
SDN to AON is quite straightforward. However, 
the impact on TCO and benefits from migration 
toward SDN enabled by AON are rarely studied.

A comprehensive view of network archi-
tecture should include various aspects, such as 
data plane, control plane, and network topolo-
gy. In contrast to the existing work, we take into 
account all three aspects, concentrate on AON, 
and systematically investigate possible migra-
tion strategies from current AON deployment to 
NGOA networks.

The remainder of this article is organized as 
follows. In the following section, several cost 
related aspects are listed, which later on are used 
as key parameters for high-level evaluation of 
the considered migration strategies. We then 
address migration strategies from three different 
perspectives: data plane, topology, and control 
plane. Finally, conclusions are drawn.

Network Migration Costs
From the network operators’/providers’ perspec-
tive, besides the demands of upgrading the net-
work capacity to satisfy the bandwidth demand 
of emerging services and expanding the network 
coverage to accommodate more customers, the 
other major goal of network migration is to 
achieve higher profits. Therefore, when planning 
a network migration, operators need to evaluate 
both the required new investment (capital expen-
diture, CAPEX) and the potential OPEX saving.

CAPEX
Migration from an old platform/technology to a 
new one inevitably requires new investment. In 
order to benefit from the migration and achieve 
maximal return on investment, operators/pro-
viders want to minimize the discounted payback 
period, while keeping CAPEX as low as possible. 
CAPEX refers to any costs related to the infra-
structure and equipment that need to be pur-
chased and installed before the network becomes 

operable. The major CAPEX for the access net-
work can be divided into three categories:
•	Fiber infrastructure
•	Network equipment
•	Residential gateway

Fiber infrastructure in the access network 
embraces all fiber related costs such as duct, fiber 
cable, trenching, splicing, installations, power 
splitters, and wavelength filters. It is normally 
the most expensive part of FTTx deployment, 
especially when trenching is required [5]. There-
fore, the key factor to minimize the CAPEX of 
network migration is to reuse the existing fiber 
infrastructure as much as possible.

The investment in next generation network 
equipment refers to the costs of any active 
equipment to be placed in the metro-access 
node (MAN), CO, as well as RN (e.g., Ethernet 
switches, OLTs). In some cases, WDM filters are 
integrated together with OLTs; therefore, the 
cost of these passive components are considered 
as a part of the OLT cost.

The RG related cost is one of the most import-
ant parts of the CAPEX [10]. Migration to the 
next generation network may require the replace-
ment of all RGs at subscribers’ premises due to 
the upgrades of data plane technology and capac-
ity. In that case, the replacement of RGs is also 
one of the key aspects of network migration.

OPEX
Another aspect that should be evaluated when 
considering the gain of a migration strategy is the 
OPEX reduction of the new network compared 
to the legacy platform. OPEX refers to any costs 
required for the operation of the network. The 
major OPEX components are:
•	Energy consumption
•	Service provisioning
•	Fault management and maintenance

Figure 1. Current AON solutions for FTTx: a) AON PtP, FTTH; b) AON 
active star, FTTH; c) AON active star, FTTB/C/N; d) use cases.

AON

(a)

(b)

(c)

(d)

Residential gateway
(RG)(home/business
users)

Mobile
base station
/antenna

Optical
transciever (grey)

Ethernet switch
optical line terminal

End-points
home/business
mobile Xhaul

Remote node
(RN)

Access network

ONT
OLT

Fiber

Fiber
Fiber

Copper

Central office
(CO)

Metro access node
(MAN)

Core point of presence
(PoP)

Aggregation network Core network

RG

OLTOLT

Fiber

OLTOLT



IEEE Communications Magazine • February 201680

From a network operator/provider point of 
view, the OPEX related to energy consumption 
refers to the electricity bill for powering and 
cooling network equipment. The energy con-
sumption of RG is excluded here because it is 
usually paid by the subscribers

Service provisioning (SP) is the cost associat-
ed with any activities related to adding, changing, 
and cancelling customer services (e.g., network 
and service configurations, fiber patching at dif-
ferent locations for connecting a new customer 
or new services, provider change, user moves). 
Many factors have impact on the SP cost, such as 
the required fiber and equipment, the possibility 
of remote configuration, human resources, and 
travelling, needed to connect a new customer or 
change services.

The OPEX related to fault management 
(FM) is the cost associated with the detection 
and reparation of any failure in the network 
including both equipment and infrastructure. 
The FM process includes failure detection, help 
desk, opening a trouble ticket, reparation of the 
failure, travelling to the failure locations, and the 
required human resource. Maintenance compris-
es all tasks required to keep the network up and 
running. This includes software and hardware 
upgrades, personnel inspections, performance 
monitoring, inventory management, and so on.

Data Plane Migration
In this section, we investigate migration strate-
gies considering the node consolidation approach 
from the data plane perspective, taking into 
account the characteristics of existing AON 
deployments.

Node Consolidation

The motivation for node consolidation is to 
reduce the number of COs so that the costs asso-
ciated with those nodes(e.g., housing, energy, 
and maintenance) can be saved. All network 
equipment will therefore be moved to the MAN, 
allowing many more end users and serving larger 
areas than the current CO.

Figure 2 shows a proposed migration path 

from current AON PtP to WDM-PON [5] where 
WDM technology is recommended to avoid 
costly additional trenching over a long distance 
in an aggregation network. In the case of node 
consolidation, a number of COs are supposed 
to be closed down to save costs; therefore, all 
active network equipment has to be moved into 
a MAN. Wavelength filters (arrayed waveguide 
gratings, AWGs) are placed in the location of 
traditional COs to replace the AON PtP switch-
es. The AWGs are passive components and can 
be installed either underground or in a cabinet, 
where electrical power is not needed. The AWG 
multiplexes the wavelength coming from a num-
ber of customers into one feeder fiber, which 
connects to the WDM-PON OLT (Ethernet 
switch with another AWG and colored optical 
interfaces). Every user connected to the AWG is 
assigned a dedicated wavelength from the OLT.

For an existing AON AS, a proper data plane 
migration option can be toward a fully pas-
sive solution, such as TWDM- PON, which is 
defined by ITU-T ([6]) as a primary technolo-
gy for NG-PON2. In this case, the active RNs 
are replaced by passive power splitters, while 
the Ethernet switches at the old CO location are 
replaced by AWGs (Fig. 3). Therefore, both RNs 
and COs can potentially be eliminated to support 
node consolidation.

Costs Evaluation

CAPEX: From the fiber infrastructure perspec-
tive, both WDM-PON and TWDM-PON have the 
advantage of reusing existing fiber infrastructure 
from legacy AON, so a large part of CAPEX can 
be saved. The fiber connection between CO and 
MAN may also require additional investment if 
it is not available from the legacy network. How-
ever, thanks to WDM technology, the additional 
amount of fibers required for network upgrade 
can be reduced. They can be installed in existing 
ducts, and thus the huge trenching costs can be 
avoided. There is some fiber splicing and recon-
nection work involved at COs and RNs. The 
migration path from AON PtP to WDM-PON 
can be realized by reconnecting fibers at COs, 
while migration from AON AS to TWDM-PON 
requires fiber reconnection at both RNs and COs. 
AWGs have to be installed at COs and MANs for 
both migration paths, and active RNs need to be 
replaced by power splitters.

Both migration paths require investment in 
network equipment such as OLTs (including 
optical transceivers) at MANs. At the customers’ 
side, replacement of RGs/ONTs is required in 
order to adapt to WDM or TWDM technologies. 
When replacing the active equipment at the CO 
and RN with passive devices, the cost of clos-
ing down the sites and moving the active equip-
ment to MANS may be substantial. Regarding 
coexistence, passive solutions cannot coexist with 
legacy AON, and therefore cannot run simulta-
neously on the same fiber infrastructure in the 
case of both presented data plane migration 
paths (i.e., from P2P to WDM-PON and from 
AON active star to TWDM-PON).

OPEX: The aim of the node consolidation 
approach is to save OPEX by reducing the num-
ber of COs.

Figure 2.  Migration from AON PtP to WDM-PON with  the node consolida-
tion approach.
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Reducing the number of COs will probably 
not significantly change the overall energy con-
sumption [11]. The energy that network and 
cooling equipment consume is mainly dependent 
on the number of customers and the amount of 
traffic carried by the equipment. This is because 
node consolidation only reduces the number of 
access nodes, while the amount of active network 
equipment is unchanged, as it is either moved to 
the MAN or replaced by new equipment at the 
MAN. Therefore, a large portion of CO power 
consumption is shifted to the MAN. 

In the current AON PtP networks, adding 
or changing customers’ subscriptions requires 
technicians to travel to the COs, manually add/
remove fibers, and install new switches if needed. 
In the AON AS case, technicians need to visit 
RNs (sometimes both RNs and COs) to perform 
the tasks. There are a large number of distribut-
ed COs and RNs in the network. Therefore, SP 
in current networks may involve a high cost in 
human resources. When AON PtP and AS are 
migrated to the consolidated WDM-PON and 
TWDM-PON, respectively, only passive compo-
nents are at COs and/or RNs. The technicians 
are normally placed at the MAN locations,1 
and there is no need for human involved work 
at COs. Consequently, the costs associated with 
travelling and human resource can be reduced 
significantly.

The decommission of traditional COs can 
reduce the overall effort for the FM, such as 
maintenance and administration of the build-
ing infrastructure, including cost of renting, 
cleaning, gardening in the outside area if any, 
heating, renovations, insurances, and so on. 
WDM-PON and TWDM-PON do not require 
any active network equipment in the field, 
which simplifies maintenance of the network. 
Consequently, FM and maintenance process-
es are less time consuming; hence, the cost of 
human resources can be saved. However, under 
some circumstances, COs cannot be complete-
ly closed down because they are still used for 
other purposes (e.g. telephone networks, con-
tent delivery networks [CDNs], or regulatory 
reasons). In such cases, the maintenance and 
other operational cost reduction may be lim-
ited. Another important issue in a node con-
solidated network is the node failure. Due to 
a large number of subscribers connected to a 
single node, any failure (e.g., power supply fault 
at a MAN) can simultaneously affect many cus-
tomers. Therefore, efficient FM and resiliency 
mechanisms are required to avoid service inter-
ruption for a large amount of customers. This 
can potentially be addressed through topology 
migration, introduced next.

Topology Migration
In contrast to tree, mesh/ring topology has bet-
ter connectivity and offers better resiliency and 
traffic locality (which is defined as the ability to 
keep traffic locally in order to offload metro/
core network [12]) so that the network perfor-
mance and quality of experience (QoE) of end 
users can be greatly enhanced. Some operators/
providers have already started building their 
fiber access network with mesh/ring topology 
(e.g., [13]).

Mesh/Ring Topology

A legacy telecommunication network is designed 
to deliver traditional Internet services that can-
not match current and future service require-
ments (e.g., CDN, 4G/5G Xhaul). Therefore, 
network operators/providers are trying to build 
or redesign networks in order to address this 
problem, while minimizing the TCO by sharing 
network equipment, fiber infrastructure, housing, 
and maintenance.

The increasing bandwidth demand from the 
endpoints (including fixed broadband users and 
cells for radio access networks) combined with 
high customer density leads to a huge amount of 
data traffic toward the aggregation and core net-
work. It increases core network load and energy 
consumption, and consequently may degrade the 
network performance. This problem becomes 
more severe in the case of bandwidth-demanding 
video content distribution. Local caching of con-
tent [12] has been proposed to address this prob-
lem. Mesh/ring topology better suits the CDNs, 
taking advantage of the distributed nodes that 
are close to the end users, and making use of 
high connectivity to share caches among neigh-
boring nodes.

The resilience requirement is driven by the 
increasing demand for a reliable and high-quality 
broadband infrastructure, particularly important 
for business customers, mobile Xhaul, public ser-
vices, healthcare, and so on. From the resiliency 
point of view, mesh/ring topology is better than 
PtP/star/tree. If failures occur, alternative dis-
joint paths can easily be found in most cases, and 
hence the impact of the failures can be reduced. 
In contrast, in a star/tree topology, the failure of 
a centralized node can have a very high impact 
due to a large number of connected subscribers.

Figure 4a illustrates AON migration from 
tree to mesh/ring topology. The mesh/ring topol-
ogy migration keeps all existing AON nodes and 
fiber connections (solid lines in the figure), and 
adds more connections between the nodes so 
that the new network topology becomes mesh/
ring. The dashed lines in the figure show exam-
ples of the potential links that can be added. The 
migration toward mesh/ring topology not only 

Figure 3. Migration from AON active star to TWDM-PON with node consol-
idation approach.
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improves network resilience by adding node and 
link protection, but also enhances traffic locality. 
Furthermore, from the end users’ point of view, 
the QoE can be improved by traffic locality (e.g., 
shorter downloading time, smooth video play-
out). Figure 4b shows an example of combining 
data plane and topology migrations, that is, node 
consolidated WDM/TWDM-PON with mesh/ring 
topology. Besides interconnecting MANs in the 
mesh/ring, the additional links (e.g., the fibers 
between the RNs, and between the RGs and 
COs/RNs) can be added for resilience purposes. 
In some of these cases, the housing of RNs and 
COs does not exist, as only passive components 
are located.

Costs Evaluation

CAPEX: The CAPEX of the mesh/ring topol-
ogy migration mainly involves adding new fiber 
connections between the nodes. It can be cost-
ly especially when the additional trenching is 
required. Good network planning can help to 
reduce these costs. For example, the migration 
plan can be coordinated with CDN deployment, 

where the new connections between neighbor-
ing nodes would already be provided around 
the caching locations. Enhanced reliability per-
formance can be offered in the first place for 
important customers (e.g., business users, health-
care, mobile backhaul) that are willing to pay 
extra for higher quality of service.

There are no significant changes required 
for network equipment and RGs in the case of 
topology migration. However, in order to have 
very high reliability performance (including pro-
tection for the last mile), redundant equipment 
and optical interfaces are needed. For some end-
points requiring ultra-high connection availability 
(e.g., higher than 4 nines), two optical interfaces 
are necessary in order to have end-to-end pro-
tection. For WDM/TWDM-PON there are costs 
of upgrading the passive splitters and filters from 
1:M to 2:M in order to provide feeder fiber pro-
tection.

OPEX: The potential benefits of mesh/ring 
topology come from traffic locality, which can 
reduce the capacity required and energy con-
sumed at higher aggregation nodes. In turn, the 
costs for the network operator/provider can be 
reduced. However, the power consumption in the 
access network can be higher due to a number of 
distributed nodes. The links dedicated for resil-
ience can be switched off if no failure occurs. On 
the other hand, it is at the expense of a longer 
recovery time.

In a mesh/ring AON, SP processes still 
require technicians to travel to many distributed 
nodes and to add/remove links manually, while in 
a mesh/ring WDM-PON/TWDM-PON the need 
for SP processes exists only at MANs. 

Regarding the FM and maintenance aspects, 
mesh/ring topology can significantly reduce the 
impact of failure by inherent resilience. The net-
work will become less sensitive to the length of 
the reparation time. The additional equipment 
that needs to be installed for redundance increas-
es the maintenance and FM cost because it can 
also fail and then have to be repaired/replaced. 
On the other hand, a service penalty, which is 
quite often paid to business customers due to 
disconnection, can be dramatically reduced, since 
the risk of service interruption is much lower.

Control Plane Migration
In this section we investigate the migration strat-
egy in the control plane, which can be carried out 
together with the network evolutions in the data 
plane and topology introduced in the previous 
sections.

Migration Strategies toward SDN
SDN separates the control plane from the tra-

ditional network equipment aiming to simplify 
network operations, and manage the network in 
a cost-effective and flexible way [8].

One popular SDN architecture is shown in 
Fig. 5a, where multiple SDN controllers are used 
according to different network domains and net-
work services. A network orchestrator on top of 
all controllers coordinates their activities [14]. 
This solution may fit better in a large network 
that includes many nodes and devices. The indi-
vidual controller at each network domain is only 

Figure 4. Migration from tree to the mesh/ring topology (where dashed lines 
refer to fiber links added for topology evolution): a) AON in mesh/ring 
topology; b) WDM /TWDM PON in mesh/ring topology.
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responsible for the equipment within its domain. 
Therefore, it has better performance in terms of 
security, response time, scalability, and so on. 
However, it may lose some flexibility and efficien-
cy when it comes to cross-domain application, 
since it needs coordination among different con-
trollers. The use of a separated controller is good 
for a network that involves different technologies 
(e.g., PON in access, IP/Ethernet in core), differ-
ent service functionalities (e.g., broadband access 
for residential/business users, mobile Xhaul), or 
multiple network providers/operators.

An alternative control plane migration toward 
an SDN-based network is shown in Fig. 5b, 
where a logically centralized SDN controller is 
used crossing multiple network domains. A pool 
of controllers may be used when resilience and 
scalability are needed. The controller itself also 
acts as an orchestrator that coordinates network 
resources across different domains and services. 
Since AON is fully based on IP/Ethernet tech-
nology, which is also the main technology today 
used in home, enterprise, aggregation, and core 
networks, it makes the control plane of AON 
easier to integrate with core/aggregation as a uni-
fied controller. The integrated controller has a 
global view of all network devices and the entire 
network topology, so it can quickly and efficiently 
allocate the resources and find an optimal path 
across the whole network. However, when the 
network becomes larger (i.e., the number of net-
work devices is high), it may bring issues in laten-
cy, security, and so on. Therefore, this solution 

may be suitable for operators that are running 
small or medium size networks, but covering 
access, aggregation, and/or core segments simul-
taneously. Actually, many existing AONs (e.g., 
municipal networks) are run by small operators.

Cost Evaluation

CAPEX: From the CAPEX point of view, 
the major investment of this migration path is 
purchasing and installing SDN-enabled network 
equipment (e.g., OpenFlow switches, controller, 
orchestrator). However, the cost of SDN enabled 
network equipment is expected to be lower than 
that of current devices, since the sophisticated 
control plane and operation system are no lon-
ger needed in each individual network device. 
The controller consists of servers and software, 
and the cost is relatively low (some open source 
software is also available [15]). Thanks to the 
flexibility and programmability of SDN itself, the 
existing legacy network elements can be reused 
in the SDN-enabled network. Generally speak-
ing, if migration is only carried out in the control 
plane toward SDN, all legacy AON devices can 
be kept, including RG/ONT, since it is an inte-
gration of the Ethernet switch/router and optical 
terminal. However, additional software develop-
ments are needed in order to make the legacy 
device programmable for the SDN controller. 
For example, legacy switches commonly use cer-
tain C&M protocols, such as Simple Network 
Management Protocol (SNMP). In the SDN con-
troller a software plugin has to be implemented 

Figure 5. Control plane migration toward an SDN-enabled network: a) option 1; b) option 2.
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so that the controller can control and reconfig-
ure legacy devices through SNMP. In the Open-
DayLight controller community [15], there are 
many working projects focusing on the devel-
opment of such plugins. Although the reuse of 
existing network elements saves the investment 
in the hardware, replacing legacy equipment with 
SDN-enabled devices can bring more benefits, 
such as automatic network topology discovery, a 
specialized and efficient packet forwarding mech-
anism, and fast deployment and configuration.

OPEX: AON uses IP/Ethernet as data plane 
technology, while SDN has good compatibility 
with IP/Ethernet. Therefore, AON is able to 
realize simple control plane migration toward 
an SDN-enabled network. With the help of 
SDN, AON can optimize network C&M pro-
cesses and improve the network operation effi-
ciency.

Thanks to SDN programmability, the power 
consumption of the network can potentially be 
reduced through dynamic network resource allo-
cation. For example, the controller/orchestrator 
can route and aggregate the traffic flows to a cer-
tain path according to the traffic conditions in 
the network so that a lower number of nodes are 
involved, and thus it becomes more energy-ef-
ficient than traffic flows distributed over many 
underutilized nodes. Some of the network ele-
ments can be switched off or put in a power sav-
ing mode by the controller/orchestrator during 
periods when there is no or low traffic. The SDN 
orchestration among different service domains 
(mobile Xhaul, home/business broadband access) 
can improve network utilization and energy effi-
ciency not only in the optical transport network, 
but also in the other network segments (e.g., 
radio access network) [14].

From the SP perspective, the cost of control 
plane migration from conventional AON toward 
an SDN-enabled network mainly involves decom-
missioning of old C&M in the legacy network 
elements, upgrading and reconfiguring new SDN 
controllers, and provisioning new services. In 
the current networks, it takes a lot of time and 
human resources when network operators/pro-
viders deploy new services or upgrade existing 
ones, for example, where changes of policies, 
capacities, and routing rules are needed. The 
SDN controller provides an interface that allows 
deployment of applications/services on top of 
the infrastructure to automatically optimize and 
quickly initialize new end-to-end services across 
heterogeneous domains. Operators/providers can 
freely and easily change the network configura-
tions and routing rules, and dynamically allocate 
capacity to match the varying customers’ traffic 
demand [14], and consequently the SP costs can 
be significantly reduced.

The costs of FM and maintenance can also 
be reduced by migrating toward SDN. The con-
trollers have complete views of the entire net-
work (network elements information, capacities, 
topologies, traffic load, etc.), which simplifies the 
network monitoring and fault detection func-
tionality. When a failure happens, the control-
ler/orchestrator can automatically calculate an 
alternative path and reroute the traffic if avail-
able. To repair faulty devices, the required AON 

technicians can be shared with the core/aggrega-
tion network technicians because both AON and 
the core/aggregation network use the same data 
plane technology. In addition, because the SDN 
data plane element has no individual C&M, it is 
vendor-neutral, which simplifies the installation 
and repair processes.

Discussion and Conclusion

The aforementioned migration strategies are 
proposed from the data plane, topology, and 
control plane perspective. For a network oper-
ator/provider, the selected migration strate-
gy can either consider only one of the aspects 
or is based on a combination of different 
aspects. In general, one migration strategy 
can be integrated with the other strategies, so 
that the benefits of a single migration method 
can be added on top of the others. For exam-
ple, in the migration path focused on the data 
plane (AON towards WDM-PON or TWDM-
PON), SDN controllers can be used for both 
optical WDM/TWDM-based and electrical 
packet-based network equipment in order to 
simplify network C&M.

In a combination of mesh/ring topology and 
SDN, the SDN can utilize the advantage of 
mesh/ring topology to allocate network resource 
dynamically in a flexible way according to the 
traffic locality pattern, while the mesh/ring topol-
ogy can help the SDN controller with more 
options (paths) for FM, traffic engineering, rout-
ing, and so on.

The migrations toward node consolidation 
and mesh/ring topology are quite different in 
nature. The first one aims to reduce the number 
of access network nodes, while the second one 
makes use of the distributed nodes to improve 
network resilience and traffic locality. However, 
these two migration trends can still be integrated 
to a certain extent. Interconnecting MANs and 
passive components in the field in mesh/ring can 
improve the network resilience. It is extremely 
important for the node consolidation scenario, 
where any single failure may affect a huge num-
ber of endpoints.

This article proposes several migration strate-
gies for AON from the data plane, topology, and 
control plane perspectives, respectively, and eval-
uates these strategies with respect to the key ele-
ments of both CAPEX and OPEX. The proposed 
migration strategies have both pros and cons 
depending on their features. They can be adopted 
either individually or in combination. Operators/
providers may choose the migration strategies that 
best fit both their current network characteristics 
and future service/network planning.
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Abstract
Ubiquitous data center optical interconnection 

is a promising scenario to meet the high bursti-
ness and high-bandwidth requirements of services 
in terms of the user-access-oriented intercon-
nection between user and data center, inter-da-
ta-center, and intra-data-center interconnection. 
However, in the current mode of operation, the 
control of the data center and optical network 
is separately deployed. Enabling even limited 
interworking among these separated control sys-
tems does not provide a mechanism to exchange 
resource information and enhance the high-level 
performance requirement of applications. Our 
previous work implemented cross-stratum opti-
mization of optical network and application stra-
ta resources inter-data-center, which allows the 
accommodation of data center services. In view 
of this, this study extends to the ubiquitous data 
center optical interconnection scenario. This arti-
cle presents a novel SUDOI architecture aimed 
at extensive user access from the perspective of 
heterogeneous cross-stratum and multi-layer net-
working modes. SUDOI can enable cross-stra-
tum optimization of application and optical 
network stratum resources, and enhance multi-
ple-layer resource integration in the ubiquitous 
data center optical interconnection. The func-
tional modules of SUDOI architecture, includ-
ing the core elements of various controllers, are 
described in detail. The cooperation procedure 
in user-access-oriented interconnection, multi-
ple-layer resource integration inter-data-center, 
and intra-data-center service modes is investigat-
ed. The feasibility and efficiency of the proposed 
architecture are also experimentally demonstrat-
ed on our OaaS testbed with OpenFlow-enabled 
optical nodes, and compared to the CSO scheme 
in terms of blocking probability and resource 
occupation rate. Numerical results are given and 
analyzed based on the testbed. Some future dis-
cussion and exploration issues are presented in 
the conclusion.

Introduction
Due to the rapid evolution of high-bit-rate 
data-center-supported applications, network 
operators are rethinking the way their net-
works are controlled to provide interconnection 

between data centers and users. With the exten-
sion of large-scale networks, data center services 
are typically diverse in terms of required band-
width and usage patterns. The network traffic 
supporting such services shows high burstiness 
and high-bandwidth characteristics. The tradi-
tional electrical switching network is inefficient 
to carry these applications due to the technical 
bottleneck of bandwidth capacity, energy con-
sumption, and transmission range. To accom-
modate these services in highly available and 
energy-efficient flexible connectivity channels, 
the architecture of optical interconnection and 
switching among data centers was proposed and 
demonstrated [1], especially containing elastic 
optical networks (EONs) [2–3]. Data center 
interconnection by optical network is a promis-
ing scenario to allocate spectrum resources for 
applications in a highly dynamic, tunable, and 
efficiently controlled manner.

Additionally, many delay-sensitive services 
require high-level end-to-end quality of service 
(QoS) guarantee [4]. This forces the research 
field of data center interconnection to not be 
limited to intra-data-center, which further forms 
the scenario of ubiquitous data center optical 
interconnection, including between user and data 
center, inter-data-center, and intra-data-center. 
In such a scenario, the services guaranteeing 
QoS not only make significant use of optical net-
work resources in the form of bandwidth con-
sumption, but also relate to application resources 
(e.g., computing and storage resource) in data 
centers [5]. Traditionally, the control of data cen-
ters and optical networks have been separately 
deployed in data center interconnect architecture 
[6]. Depending on the technological heterogene-
ity and resource diversity, the current architec-
ture does not provide a mechanism to exchange 
resource information and enhance the high-level 
performance requirements of these applications 
for ubiquitous data center optical interconnec-
tion.

Software defined networking (SDN) as prom-
ising for centralized control has gained popular-
ity by supporting programmability of data center 
and network functionalities [7–9]. SDN can pro-
vide maximum flexibility for operators, unified 
control over various resources and an abstrac-
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tion mechanism of these resources [10, 11], and 
realize cross-stratum optimization (CSO), which 
allows global optimization and control across 
optical network and data center resources in the 
inter-data-center scenario [12]. This article is not 
limited to the inter-data center scenario, but also 
further forms the scenario of ubiquitous data 
center optical interconnection, including inter-
connection between the user and data center, 
and inter-data center and intra-data-center. Dif-
ferent from other projects, this article proposes a 
software-defined ubiquitous data center optical 
interconnection (SUDOI) architecture aimed 
at extensive user access from the perspective of 
heterogeneous cross-stratum and multi-layer net-
working modes, by introducing a service-aware 
schedule scheme. SUDOI can enable cross-stra-
tum optimization of application and optical 
network stratum resources, and enhance mul-
tiple-layer resource integration among various 
carried granularities in terms of user-access-ori-
ented, inter-data-center, and intra-data-center 
optical interconnection.

The rest of the article is organized as follows. 
We describe the SUDOI architecture and rela-
tionship among various application scenarios. 
Functional modules and cooperation proce-
dures for SUDOI in three scenarios and a ser-
vice-aware schedule scheme are discussed. The 
SUDOI testbed with OpenFlow-enabled optical 
devices is presented and discussed with numer-
ical results. Finally, we conclude the article and 
discuss future research issues.

SUDOI Architecture for Ubiquitous 
Data Center Interconnection

We present the SUDOI architecture to aim at 
extensive user access. The networking mode for 
SUDOI is extended in two directions, as shown 
in Fig. 1. One is from the perspective of resource 
form. Network and application resources from 
the access, core network, and data center are 
interconnected along the east-west direction. 

It leads to the networking of heterogeneous 
resources across strata in the latitudinal direction, 
which is established as cross-stratum. The other is 
from the perspective of the relationship of carry-
ing capacity. The related entity with small gran-
ularity of switching is abstracted as a high-layer 
network (e.g., IP network), while the entity with 
large switching granularity is abstracted into a 
low-layer network (e.g., EON). The intercon-
nection and networking of multiple layers are 
established along a longitudinal direction, which 
is called multi-layer. Based on two networking 
modes, three scenarios in SUDOI are formed: 
user-access-oriented interconnection between 
user and data center, inter-data-center, and 
intra-data-center optical interconnection.

SUDOI Architecture

The SUDOI architecture for extensive user 
access is illustrated in Fig. 2. The overlaid IP and 
optical networks are used to interconnect the 
distributed data centers, while optical access net-
works are interconnected and converged into a 
metro network. Intra-data-center, three levels of 
optical switches (top-of-rack, aggregation, and 
core optical switches) are used to interconnect 
servers. SUDOI consists of four strata/layers: 
optical access resources, IP resources, optical 
network resources, and application resources, 
which are software defined with OpenFlow pro-
tocol (OFP) and controlled locally by the opti-
cal access controller (OC), IP controller (IPC), 
transport controller (TC), and application con-
troller (AC) in a unified manner. To control the 
SUDOI with OFP, an OpenFlow-enabled optical 
line terminal (OLT) node, IP routers, and optical 
switches equipped with OFP agents are required, 
which are referred to as OF-OLT, OF-Rout-
er, and OF-OS, respectively, as proposed in 
[13, 14]. OpenFlow-enabled agent software is 
embedded to keep the communication between 
the controller and optical node, which achieves 
the OFP process and mapping to the physical 
hardware. The motivations for SUDOI are two-

Figure 1. The networking modes and application scenarios for SUDOI.
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fold. First, the SUDOI architecture emphasizes 
the cooperation between IPC and TC to over-
come the interworking obstacles from multi-lay-
er overlaid networks, and it effectively realizes 
vertical integration. Second, in order to provide 
the end-to-end QoS, multi-stratum resources of 
access, transport network and data center can 
be merged through controllers’ interaction with 
horizontal merging, while achieving global CSO of 
network and application resources.

Optical Access Controller

The OC is used to maintain and control multiple 
passive optical network (PON) domains remote-
ly. The dynamic bandwidth assignment among 
multiple domains is scheduled in a unified way 
to implement QoS guarantee and resource opti-
mization.

Flow Monitor: The external communica-
tion module to interwork the information with 
OF-OLTs and compile the statistics of flow via 
resource arrangement module.

Flow Schedule: Decides to allocate and adjust 
the bandwidth to guarantee the QoS, and deploys 
the SA-FS function. It can interact application 
usage with AC via an optical-application inter-
face (OAI) and schedule the bandwidth among 

various OF-OLTs through IPC via an IP-optical 
interface (IOI).

Resource Arrangement: Can allocate the 
access network resources efficiently and config-
ure the corresponding parameters (e.g., DBA 
and operation, administration, and management, 
OAM) according to user requirements through 
OFP.

Network Infobase: Used to conserve the net-
work resource information and update the results 
when the resource assignment is performed suc-
cessfully.

IP Controller

The IPC is responsible for analyzing IP flow 
status with flow resources maintained in an IP 
network, and performs the multi-layer resource 
vertical integration.

IP Flow Monitor: Responsible for compiling 
the status of OF-Routers via flow table control 
and interworks with the application resources 
to recognize the data center services through an 
IP-application interface (IAI).

Resource Integration Control: The core 
module with SA-FE function, which decides to 
offload the flow into an optical network after 
completing the SA-FE and provides resource 

Figure 2. The SUDOI architecture. 
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integration requests to TC via an IP-transport 
interface (ITI), including source, destination, and 
QoS parameters.

Flow Table Control: Used to send a flow mod-
ification message to offload the flow by updating 
flow entries of routers, while utilizing the rela-
tively vacant optical network resources.

Transport Controller

The TC exploits optical network information 
abstracted from a physical network, and per-
forms lightpath provisioning in optical networks 
accordingly to achieve CSO of network and 
application resources and multi-layer resource 
integration.

Resource Integration Agent: The core module 
for messages scheduling to other modules. It can 
receive an integration request via ITI and for-
ward it to the path computation element (PCE), 
returning a success reply containing the lightpath 
information.

Path Computation Element: Capable of com-
puting an end-to-end network path or route 
based on a network graph and applying compu-
tational constraints.

CSO Control: An engine for the location 
selection of an application using CSO according 
to the status of optical network and data center 
resources. The latter is perceived from a CSO 
agent in an AC via application-transport inter-
face (ATI). The SA-RP function is deployed in a 
CSO control module.

Network Abstraction: Can abstract and man-
age the network topology from physical network 
through PCE calculation, and provide abstracted 
resource information to CSO control.

Spectrum Control and Monitor: Can mon-
itor physical network elements and control the 
spectrum bandwidth and modulation format in 
the underlying network. The lightpaths are pro-
visioned by controlling all corresponding OF-OSs 
using OFP.

Database Management Conserves: The light-
path information after the connection setup from 
the PCE and the abstract topology information 
from the network abstraction module.

Application Controller

The centralized AC is responsible for monitoring 
and allocating compute/storage resources in data 
centers and arranging data center services.

CSO Agent: The communication module 
to interact with the OC, TC, and IPC through 
OAI, ATI, and IAI, and provide the application 
resource utilization periodically or based on an 
event-based trigger.

Application Service Management: Moni-
tors and maintains virtual application resources 
obtained from data centers.

Database: Stores the abstract application 
information from data centers.

Extension of OpenFlow Protocol

In a packet-switched network, OpenFlow 
abstracts the data plane as a flow entry, which 
is defined as rule, action, and stats. It represents 
the packet’s characteristic and the action of the 
switch [8]. For SUDOI control of optical net-
works, a flow entry of OpenFlow v1.3 in an opti-
cal flow table is extended. In SUDOI, the rule 

is extended as an in/out port (8 bits) and PON 
label (guard time, bandwidth, time slot, and 
ONU number occupying  4  8 bits space), elas-
tic label (channel spacing, grid, central frequen-
cy, and spectrum bandwidth use 4  8 bits space) 
and intra-data-center label (channel space, 
lambda, and time slot occupy 3  8 bits space), 
which are the main characteristics of the access, 
transport, and data center optical network. The 
action of an optical node mainly includes add, 
switch, drop, and configure to set up a path to 
the port/label with a specified adaption function 
(e.g., modulation format), and delete a path to 
restore the original state of equipment. Various 
combinations of rule and action are used to real-
ize the control of optical nodes. The statistics 
function is responsible for monitoring the flow 
property to provide service provisioning. Note 
that we extend the feature request and feature 
reply messages to detect and monitor the status 
information in the SUDOI scenario. For flow 
monitoring and detecting an optical node in real 
time, the controller sends a flow monitor request 
to each node using an extended OFPT_FEA-
TURES_REQUEST message sent periodically via 
the OFP, while obtaining the flow status informa-
tion (bandwidth and QoS parameter occupy 2  
8 bits space) with extended OFPT_FEATURES_ 
REPLY message from them.

Technical and Business Context of SUDOI
In a traditional communication ecosystem, the 
control of access, transport networks, and data 
centers is usually separately deployed in ubiq-
uitous data center interconnection. The service 
request can only be exchanged across the inter-
face among those networks. Due to the devel-
opment of user requirement and company scale, 
a single business party is forced to extend its 
types of services to adapt to the environment and 
promote the competitiveness. Service providers 
can establish the optical transport network to 
interconnect their data centers (e.g., Google). 
Meanwhile, network operators also establish 
data centers to provide storage and computing 
resources for their clients (e.g., China Mobile). 
In the standardization, many network vendors, 
operators, and service providers focus on the 
interfaces among the multi-domain controllers, 
including the southbound and northbound inter-
faces. The interoperability test among tens of 
vendors and operators has been addressed by 
ONF and OIF. If the interfaces among the con-
trollers are presented as the standard, SUDOI 
can also be performed by different business par-
ties in real business environment.

Cooperation Procedure for 
SUDOI in Various Service Modes

Cooperation among controllers in various ser-
vice modes is one of the key issues for SUDOI. It 
helps to achieve the scenarios of user-access-ori-
ented, inter-data-center, and intra-data-center 
interconnection.

User-Access-Oriented Interconnection Service Mode

The user-access-oriented interconnection ser-
vice mode between the user and data center 
could ensure the end-to-end QoS of a user who 
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requires data center services, which is shown in 
Fig. 3a. For the flow detecting PON in real time, 
the OC sends a flow monitor request to each 
OF-OLT periodically via OFP, while obtain-
ing the flow status information from them (as 
shown in steps 1–2 in Fig. 3a). We consider two 
scenarios in the analysis for simplification, that 
is, new a ONU accesses to the network, and 
an existing ONU changes the requirement. If a 
new ONU1 accesses OF-OLT1, the device for-
wards the request to the OC (steps 3–4). The 
service-aware flow schedule subschema can be 
completed in the OC considering the QoS guar-
antee, current network condition, and data cen-
ter application usage, which is perceived from 
the interaction with AC (steps 5–6). Then the 
OC proceeds to send a new flow entry to arrange 
the time slot, bandwidth, and corresponding con-
figuration for the new ONU1 (step 7). When the 
service request is accommodated successfully, the 
OF-OLT1 can send the setup success reply to the 
OC (steps 8–9). Once the OC obtains the QoS 
requirement of the existing ONU2 changed from 
the monitoring message (steps 10 and 11), it will 
send the bandwidth granularity variation message 
to OF-OLT2 for updating flow entry and realize 
the bandwidth adjustment flexibly (steps 12–14). 
Then OF-OLT2 responds the modification reply 
message to the OC when the bandwidth adjust-
ment is completed (step 15).

Multi-Layer Resource Integration Service Mode

The multi-layer resource integration service 
mode for inter-data-center can utilize IP and 
optical resources effectively. As shown in Fig. 
3b, the IPC detects the status of a flow through 
interworking with each OF-Router (steps 1–2), 
while interacting with the data center resources 
with AC (steps 3–4). Then the IPC evaluates the 
latest flow status with service-aware flow estima-
tion subschema as the assessment value for the 
coming flow (step 5). The multi-layer resource 
integration control can be triggered in IPC when 
the new estimation has exceeded the threshold, 
and then sends the request to TC (step 6). The 
TC computes a path considering CSO of optical 
and application resources cooperating with AC 
(steps 7–8), and then proceeds to set up an end-
to-end lightpath (step 9). When the TC receives 
a setup success reply from the last OF-OS (step 
10), it responds with the integration reply to IPC 
with provisioning lightpath and abstracted optical 
resources information (step 11). After that, the 
IPC sends a setup message to the router with a 
buffered packet such that the flow is offloaded to 
the optical network for utilizing the multi-layer 
resources effectively (steps 12–14).

Intra-Data-Center Service Mode

The intra-data-center service mode can glob-
ally optimize optical network and applica-
tion resources to accommodate the burstiness 
of intra-data-center application. In order to 
enhance the data center service and reduce the 
realized complexity of interworking, we use one 
controller (i.e., the TC) to unify the control and 
scheduling of the transport network and fabric, 
and manage the optical resources to optimize 
the resource utilization globally in the scenario 
of inter- and intra-data-center optical intercon-

Figure 3. Cooperation procedure in a) user-access-oriented interconnection; 
b) multiple layer resource integration; c) intra-data center service modes.
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nection. In Fig. 3c, the TC monitors the network 
information of optical nodes by the interaction 
with OF-OSs (steps 1–2), while the application 
stratum resources are maintained in AC (steps 
3–4). Through interworking application resourc-
es, the AC sends the service request to TC to 
ask for the network resources information (steps 
5–6). The service-aware resource provisioning 
with CSO in TC can be completed to choose 
the optimal destination node based on various 
service parameters and network resources utili-
zation, and then responds to the setup request 
(step 7). The end-to-end lightpath is set up by 
controlling the corresponding OF-OS (steps 8–9), 
and TC responds with the setup reply to AC with 
provisioning lightpath (steps 10-12). Meanwhile, 
TC records the setup time and service duration 
time. The release lightpath procedure is reck-
oned by service time immediately (steps 13–14).

Service-Aware 
Schedule Scheme in SUDOI

To enhance resource utilization and QoS, we consid-
er the service information and estimate the current 
resource status to guarantee the optimal accommoda-
tion among various kinds of resources. Therefore, the 
service-aware resource schedule scheme is proposed 
based on SUDOI, which includes three subschemas 
in various application scenarios, that is, service-aware 
flow scheduling (SA-FS), service-aware flow estima-
tion (SA-FE), and service-aware resource provision-
ing (SA-RP) subschemas.

In the user-access-oriented scenario, the 
SA-FS subschema decides to allocate and adjust 
the bandwidth for requests according to QoS 
priority, flow status, and resource utilization 
selected from controllers. Note that the SA-FS 
function is positioned in the flow schedule mod-
ule of the OC. Under a heavy traffic load scenar-
io, the optical network can offer highly available, 
cost-effective and energy-efficient connectivity 
services by provisioning a spectrum path. Com-
pared to the optical network, the IP network 
is more suitable for supplying small granular-
ity service flows due to its flexibility and con-
venience. Therefore, based on various network 
conditions, the SA-FE subschema decides which 
resource can be assigned for the new traffic flow 
in the multi-layer resource integration scenar-
io in inter-data center [4], which is deployed in 
the resource integration control module of IPC. 
It can analyze the previous flow statuses, esti-
mate the network condition using the resources 
expectation, and determine whether the new flow 
needs to be provisioned through the resource 
integration process. If the value of the new flow 
returned by the SA-FE exceeds the threshold, 
the IP resources become scarce in the overload-
ed IP network. Resource integration is triggered 
and offloads the flow to the optical network 
to utilize the relatively vacant optical network 
resources. In the intra-data-center scenario, the 
SA-RP subschema realized in the CSO control 
module of TC could comprehensively consider 
the status of data center resources (e.g., comput-
ing and storage utilization) and optical network 
resources (e.g., bandwidth and latency) to select 
the data center destination for requests. Then 
TC can complete the path computation in the 

connection and service parameters constraints, 
and perform spectrum assignment with first fit 
for the computed path and the lightpath provi-
sioning by OFP.

Experimental 
Setup and Results Discussion

Experimental Setup

The feasibility and efficiency of the SUDOI 
architecture are evaluated based on the Optimi-
zation as a Service (OaaS) testbed [15], which is 
shown in Fig. 4. In the data plane, four Open-
Flow-enabled optical switches are equipped with 
commercial reconfigurable optical add/drop mul-
tiplexers (ROADMs) using Huawei Optix OSN 
6800, while four field programmable gate arrays 
(NetFPGAs) are deployed as corresponding 
OF-Routers in the upper layer. Two groups of 
10GEPON equipment are deployed on the access 
side. In each group, two optical network units 
(ONUs) are interconnected with the OF-OLT by 
an optical splitter. To emulate an intra-data-cen-
ter scenario, four optical switches are equipped 
with FOS, while two cyclic arrayed waveguide 
grating (AWG) cards are deployed as on the 
core side. We use Open VSwitch (OVS) as the 
software OFP agent according to the application 
programming interface (API) to interact between 
the controller and optical nodes, and control the 
hardware through OFP. In addition, the OFP 
agents are also used to emulate other opti-
cal nodes in the data plane to support SUDOI 
with OFP. Data centers and the other nodes 
are realized on virtual machines (VMs) created 
by VMware ESXi V5.1 running on IBM X3650 
servers. Since each VM has its own CPU and 
storage resources, the operating system makes 
it easy to set up an experimental topology for 
large-scale extension. For the OpenFlow-based 
SUDOI control plane, the IPC server is deployed 
by means of two VMs for flow monitoring and 
integration control, while CSO and PCE compu-
tation, spectrum control, and network abstraction 
are deployed in the TC server. The AC server is 
used as the CSO agent to monitor the applica-
tion resources from data center networks. The 
OC is deployed in two VMs for flow scheduling 
and monitoring, and resource allocation. The 
user plane is deployed in a server and deploys 
the service information generator to implement 
batch data center services for the experiments. 
Note that the AC manages the data center serv-
ers and their application resources through the 
VMware software, which can gather the CPU 
and storage resources, and configure and control 
the VMs via internal APIs in the data centers. 
The TC, OC, and IPC are implemented based 
on Opendaylight to realize the optical and IP 
network management in the testbed.

Three Application Scenarios

Based on the testbed, we have verified SUDOI 
experimentally in three typical scenarios. The 
signaling procedure in the multi-layer resource 
integration scenario is presented through a Wire-
shark capture inserted in IPC and TC, which 
refers to the related sequence diagram in Fig. 
3b. The features request message is responsi-

The service-aware 

resource schedule 

scheme is proposed 

based on SUDOI  

, which includes three  

subschemas in various 

application scenarios: 

service-aware flow 

scheduling, ser-

vice-aware flow estima-
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ble for SA-FE monitoring by regularly query-
ing OF-Routers about the current flow status 
(as shown in step 1, Fig. 3b). IPC receives the 
flow information from OF-Routers via features 
reply (step 2). Then IPC obtains the service usage 
of application resources through the interwork-
ing between the IPC and AC via UDP message 
(steps 3–4). Here, we use UDP as the interwork-
ing message format among various controllers 
to simplify the procedure and reduce the per-
formance pressure on controllers. Once a new 
request arrives through packet in from OF-Rout-
er (step 5), the integration procedure is triggered 
when the new estimation obtained by SA-FE 
has exceeded the threshold, and then sends the 
request to TC (step 6). The TC computes a path 
considering CSO and then provisions a lightpath 
to control all corresponding OF-OSs through 
flow mod (step 9). Receiving a setup success 
reply from OF-OSs via packet in (step 10), TC 
responds to IPC via UDP with provisioning light-

path information (step 11). Then the IPC sends 
flow mod to offload the flow by updating the flow 
entries of routers (step 13), while updating the 
application usage with UDP to keep the synchro-
nization (step 12).

We also verify the user-access-oriented mode 
between user and data center. The Wireshark 
capture of the message sequence is illustrated 
and deployed in the OC, which corresponds to 
the procedures depicted in Fig. 3a. Once a new 
ONU accesses the OF-OLT for service provi-
sioning, the OC receives a packet in message to 
notice the request from the OF-OLT (step 4), 
performs an SA-FS subschema, and sends the 
flow mod to add a new flow entry for the new 
ONU (step 7). If it obtains the QoS of the exist-
ing ONU changed from a features reply (step 11), 
the OC sends the bandwidth granularity varia-
tion through the flow mod to the corresponding 
OF-OLT for flow entry update (step 14), then 
receives the status report through packet in (step 

Figure 4. Experimental testbed and demonstrator setup.
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15). The result is emphasized for the intra-da-
ta-center scenario and illustrates the capture 
of the message exchange through Wireshark 
deployed in the TC, which refers to the sequence 
depicted in Fig. 3c. The TC performs the SA-RP 
subschema and then provisions the lightpath to 
control the OF-OS through flow mod (step 8). 
After timing the service time, the path is released 
by flow mod (step 13). Note that the existing 
OpenFlow messages have the original function. 
For simplicity, these messages are reused to 
simplify the implementation in this article. The 
front-end interface of the testbed for resourc-
es visualization is shown partly in Figs. 5a and 
5b. It can verify the resource management and 
QoS enforcement between users and data cen-
ters through the core network. Two kinds of data 

center services are deployed to prove the feasibil-
ity of SUDOI: delay-tolerant and delay-sensitive 
services. We can see that three delay-sensitive 
services (shown in green) and two delay-tolerant 
services (shown in yellow) are accommodated 
with different resources and QoS, which can be 
presented in the virtual topology of the inter-
face. Figure 5b indicates the current application 
resource status of data center servers and cor-
responding QoS information of services, which 
include detailed path, service bandwidth, and 
related service time.

Performance Analysis

We also evaluate the performance of the ser-
vice-aware schedule scheme under the heavy 
traffic load scenario of SUDOI, and compared 

Figure 5. The front-end graphical user interface of the testbed: a) topology tab; b) information tab.
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it with the CSO scheme [15] through VMs. The 
traffic requests to the data center are established 
with spectrum randomly from 500 Mb/s to 40 
Gb/s, while the service application usage in the 
data center is selected randomly from 1 to 0.1 
percent for each application demand. They arrive 
at the network following a Poisson process, and 
results have been extracted through the genera-
tion of 100,000 demands per execution. The traf-
fic model depends on the pattern of information 
transfer in the network. For instance, the arriving 
traffic is cached in the electrical buffer of an IP 
router in a connectionless IP network, which fol-
lows the self-similarity model. In a realistic sce-
nario of an optical network operator, the traffic 
demand is assigned from the network manage-
ment system, which is emulated by the service 
generator in our experiment. The arrival rate 
and departing rate of the service follow a Pois-
son process. Therefore, a Poisson distribution is 
assigned to the arriving traffic in SUDOI. Figure 
6 compares the performance of two schemes in 
terms of blocking probability and resource occu-
pation rate. The service-aware schedule scheme 
reduces blocking probability more effectively 
than the CSO scheme, especially when the net-
work is heavily loaded. The reason is that the 
service-aware schedule scheme includes three 
subschemas in the various scenarios of ubiqui-
tous data center optical interconnection. In the 
user-access-oriented interconnection scenario, 
the SA-FS realizes the bandwidth allocation and 
adjustment according to QoS priority, flow sta-
tus, and resource utilization. In the multi-layer 
inter-data-center scenario, the SA-FE takes into 
account the service-aware statistics of the pre-
vious flows and integrates multi-layer resourc-
es with offloading heavy flows into the optical 
network. In the intra-data-center scenario, the 
SA-RP implements global optimization consid-
ering both data center application and network 
resources integrally. The CSO scheme performs 
destination optimization considering optical net-
work and application resources inside the data 
center. It leads to various kinds of resources 
being scheduled on the side edge of the user 

(e.g., QoS priority) and multi-layer (i.e., IP and 
optical) resource management not being involved 
in the CSO scheme. It is hard to realize end-to-
end resource optimization. In Fig. 6b, the ser-
vice-aware schedule scheme outperforms the 
other scheme in the resource occupation rate sig-
nificantly. The main reason is that more resourc-
es can be occupied when the blocking probability 
is lower.

Conclusion
To meet the QoS requirement of extensive user 
access, this article presents a novel SUDOI archi-
tecture in ubiquitous data center optical intercon-
nection, which can allow the CSO of application 
and optical network resources and multi-lay-
er resource integration from the perspective of 
heterogeneous cross-stratum and multi-layer 
networking modes, respectively. The functional 
modules of the architecture and their cooperation 
procedure in various service modes are described 
and investigated. The performance of SUDOI is 
verified on our OaaS testbed for data center ser-
vices. We evaluate its performance under a heavy 
traffic load scenario and compare it to the CSO 
scheme. Numerical results show that SUDOI with 
a service-aware schedule scheme can utilize opti-
cal network and application resources effectively 
in ubiquitous data center optical interconnection 
without increasing blocking probability.

Our future works for SUDOI include sever-
al aspects. The issue of network survivability of 
SUDOI could be discussed in the near future. 
Network virtualization in SUDOI on the OaaS 
testbed should be studied. Also, the experimental 
comparison between our architecture and other 
projects will be performed.
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Figure 6. a) Blocking probability; b) resource occupation rate among two schemes under the heavy traffic load scenario.
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Series Editorial

In this 16th issue of the Automotive Networking and Appli-
cations Series, we are pleased to present two articles that 
address information-centric networking for connected vehicles 

and network engineering for real-time automotive networks. 
In the connected vehicle ecosystem, a large amount of infor-

mation and safety-critical data will be exchanged among vehicles, 
roadway infrastructures, and pedestrians in a highly dynamic envi-
ronment characterized by fluctuating wireless links and vehicle 
mobility. The host-centric IP-address-based model of networking, 
designed with the end-to-end connectivity principle in mind, is 
challenged to work in this dynamic roadway environment and is 
not well suited for the localized nature of many cases of vehicular 
communications, where the focus is on specific road segments 
(e.g., the vicinity of a hazard, a point of interest) regardless of 
the identity or the IP address of any specific vehicle passing by. 
The first article, “Information-Centric Networking for Connected 
Vehicles: A Survey and Future Perspectives” by M. Amadeo et al., 
discusses the applicability of the information-centric networking 
(ICN) paradigm as a networking solution for connected vehicles. 
The authors first review core functionalities of ICN and survey 
related research results on the adaptations and customizations of 
the baseline ICN architecture to better match dynamic vehicular 
environments. Through their analysis, the authors show that the 
native design principles of ICN are well suited for the main fea-
tures of vehicular ad hoc networks and their applications. The 
authors conclude with a discussion of the open challenges relat-
ed to large-scale deployment of ICN and coexistence with other 
vehicular networking technologies, among others. 

With the advances in x-by-wire applications that have strict 
latency and reliability requirements, formal verification of end-
to-end timing constraints on networks has become an import-
ant part in the design process of vehicles. The second article, 
“Network Engineering for Real-Time Networks: Comparison of 
Automotive and Aeronautic Industrial Approaches” by F. Geyer 
and G. Carle, first reviews the prevailing network architectures 
and technologies used by the automotive and aeronautic indus-
tries for x-by-wire applications. The authors then present and 
compare two representative mathematical frameworks, sched-
ulability analysis and network calculus, that are used by each 
industry to formally verify the end-to-end latency behavior of a 
network. Based on empirical evaluation results of two use cases, 
the authors highlight the trade-offs between the two frameworks 
and provide guidelines on a suitable framework to use depending 
on the types of network deployed.
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abstract

In the connected vehicle ecosystem, a high vol-
ume of information-rich and safety-critical data 
will be exchanged by roadside units and onboard 
transceivers to improve the driving and traveling 
experience. However, poor-quality wireless links 
and the mobility of vehicles highly challenge data 
delivery. The IP address-centric model of the 
current Internet barely works in such extremely 
dynamic environments and poorly matches the 
localized nature of the majority of vehicular com-
munications, which typically target specific road 
areas (e.g., in the proximity of a hazard or a point 
of interest) regardless of the identity/address of 
a single vehicle passing by. Therefore, a para-
digm shift is advocated from traditional IP-based 
networking toward the groundbreaking informa-
tion-centric networking. In this article, we scruti-
nize the applicability of this paradigm in vehicular 
environments by reviewing its core functionalities 
and the related work. The analysis shows that, 
thanks to features like named content retrieval, 
innate multicast support, and in-network data 
caching, information-centric networking is posi-
tioned to meet the challenging demands of vehic-
ular networks and their evolution. Interoperability 
with the standard architectures for vehicular appli-
cations along with synergies with emerging com-
puting and networking paradigms are debated as 
future research perspectives.

Introduction
After years of research and standardization 
efforts, connected vehicle technologies are almost 
ready to take off [1]. Primarily conceived to 
improve driving safety and enable crash preven-
tion through the timely and reliable dissemina-
tion of hazard/warning messages among vehicles, 
connected vehicle technologies are expected to 
satisfy the ever increasing data appetite of users 
on wheels entailing vehicle-to-everything (V2X) 
interactions (Fig. 1). Vehicles exchange data not 
only with other vehicles (V2V), and the roadside 
and remote infrastructure (V2R, V2I), but with 
many other nodes in the vehicle’s neighborhood 
such as the personal communication devices of 
pedestrians and cyclists, charging stations, and 
smart grids (e.g., for greener transportation).

Overall, vehicular applications require the 
distribution of huge amounts of data among het-
erogeneous players under poor and intermittent 
connectivity in high mobility, harsh signal propa-
gation, and sparse roadside infrastructure condi-
tions. The host-centric IP-based protocols of the 
current Internet, designed with the end-to-end 
connectivity principle in mind, barely work under 
such settings. As a matter of fact, stakehold-
ers are open to new networked communication 
solutions that replace or work alongside IP, for 
example, by leveraging in-network data caching 
and localized replication mechanisms to speed 
up the retrieval of spatial- and time-dependent 
contents, to reduce congestion and counteract 
the intermittent wireless connectivity. 

This is where the information-centric network-
ing (ICN) paradigm [2] comes into the picture. 
ICN originates as a candidate architecture for the 
future Internet to meet the increasing demand for 
scalable, reliable, and efficient content distribution. 
It reverses the traditional IP address-centric philos-
ophy into a content-centric one; this means that a 
user interested in getting a given content directly 
uses a “name” to retrieve it without referring to the 
IP address of the node storing the content. 

This innovative approach particularly suits the 
vehicular ecosystem, which natively privileges the 
information (e.g., trusted road traffic information 
relevant to a given incident area) rather than the 
node identity. Furthermore, with in-network data 
caching, ICN helps to cope with mobility and 
sporadic connectivity issues.

As a further strength, unlike the IP solu-
tion, which resorted to patches for enabling not 
originally conceived features (e.g., user mobil-
ity, security), ICN can be shaped to meet the 
requirements of future Internet scenarios, as 
identified by the ICN Research Group of the 
Internet Research Task Force.1

Early works [3, 4], showed the benefits of ICN 
w.r.t. IP-based solutions in vehicular ad hoc net-
works (VANETs), and a boom in related pro-
posals has registered in the last couple of years. 
Such premises motivate this article, the organiza-
tion of which can be summarized as follows: 
•	We start with an overview of the ICN para-

digm and its potential in vehicular environ-
ments.
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•	We scan the recent literature, which pro-
motes ICN and extends its core function-
alities to better fit the peculiarities of 
vehicular communications.

•	We identify challenges and debate per-
spectives for ICN deployment in upcoming 
VANETs. 

Information-Centric Networking
The ICN paradigm was pioneered by the TRIAD 
project (http://gregorio.stanford.edu/triad/), 
which defined a content layer implementing 
name-based routing and caching. In more recent 
years, different ICN architectures have been 
designed [2], inspired by the aim to better reflect 
the increasing use of the Internet for informa-
tion retrieval and dissemination rather than for 
supporting conversations between pairs of end 
nodes, like in the original design. Among them, 
content-centric networking (CCN), originally 
proposed by Van Jacobson, is under continuous 
development by research initiatives worldwide, 
such as the Named Data Networking (NDN) 
project (http:://named-data.net/).

Within all ICN-based Internet architectures, 
information becomes the first-class network citi-
zen: pieces of information are assigned a name 
and are retrieved without explicitly addressing 
the hosts/servers that generate or own the infor-
mation itself. Names uniquely and persistently 
identify a content (e.g., a movie, a picture, a doc-
ument, a web page), independent of the location 
of the producer generating/hosting it, and routers 
use name-based forwarding rules to retrieve the 
named content.

This approach has the advantage of securing 
data instead of the transport channel by embed-
ding authentication and integrity materials in 
each data packet to make it self-consistent. As 
such, each content packet can be cached by net-
work nodes that make it available for further 
requests. 

The ICN communication model is connec-
tionless and asynchronous (i.e., consumers and 
producers exchange data even if not simulta-
neously connected), and supports anycast data 
retrieval (i.e., the routers forward the request 
toward any node holding that content). With 
ICN, receiver-driven data exchange is triggered by 
the consumer sending a request/subscription for 
a named content; this bans unsolicited data. 

Without loss of generality, in the following, 
we refer to the NDN architecture to describe 
information-centric content retrieval. NDN is 
based on two packet types, Interest and Data, 
which are used by the forwarding plane of NDN 
nodes in a two-step process:
•	Consumers send out Interest packets speci-

fying the name of the requested content.
•	Data packets flow back, carrying the named 

and secured content units, by following the 
traces left by the forwarded Interests in the 
nodes. 
NDN considers hierarchical content names,2 

which appear as user-friendly uniform Resource 
Identifier (URI)-like identifiers with variable 
length and variable number of components sep-
arated by /. For instance, a picture stored at the 
UNIRC university server may have the name  
/unirc/pictures/pictureA.jpg.

Each NDN node maintains three data struc-
tures. A forwarding information base (FIB) 
routes Interests toward data through name-based 
lookup. A pending interest table (PIT) keeps 
state of the forwarded Interest(s) that are not 
yet satisfied with a returned Data packet. Each 
crossed node can temporarily cache incoming 
Data packets in a content store (CS) for faster 
reply to late requests. 

In summary, at Interest reception, a node 
follows the algorithm in Fig. 2: it first looks in 
its CS to find a content copy; if a match is not 
found, it looks in the PIT and, eventually, in the 
FIB. The example of Interest/Data exchange in 
Fig. 3 refers to a vehicular environment.

ICN for Connected Vehicles: 
Motivations

ICN-based VANETs promise enhancements in 
the areas of application, mobility, and security, as 
dissected in the following.

Application. Whatever their target, road safe-
ty or infotainment, vehicular applications are 
information-oriented in nature: they address a 
content (e.g., road conditions) and do not care 
about the producer identity. Generated data are 
relevant to a given location (e.g., points-of-in-
terest notification), and/or to a given time inter-
val (e.g., traffic jam warnings expire in a few 
hours; parking lot availability lasts a few sec-
onds). Finally, generated data are intended for 
groups of recipients (e.g., ads for parking lots to 
approaching vehicles). 

Through named data and routing by name, 
ICN matches the described vehicular applica-
tions’ pattern better than the current Internet. 
Content discovery is simpler because ICN does 
not need name-to-IP-address resolution, and 
does not ask for the producer to always be con-
nected. 

In addition, ICN simplifies data retrieval from 
multiple consumers (e.g., map downloading from 

Figure 1. The connected vehicles landscape: from V2V to V2X.
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a common roadside unit) by aggregating requests 
for the same named content in the PIT; it is suf-
ficient to keep track of the Interest incoming 
interfaces for later Data delivery.

Mobility. IP-based host-centric protocols work 
awkwardly in mobile environments, and func-
tionality patches, such as Mobile IP, are known 
to add complexity and perform unsatisfactorily in 
VANETs [3]. In both the highway scenario, where 
vehicles move at very high speeds, and the urban 
scenario, with signal propagation typically obstruct-
ed by buildings, the quality and duration of V2V 
and V2R links can be adversely affected. In such 
topologies, classic IP networking operations, like 
address assignment and path maintenance, become 
difficult to achieve. Consequently, networking solu-
tions alternative or complementary to IP are also 
encouraged by standardization bodies in the vehic-
ular application/technology domain [1].

In the Wireless Access in Vehicular Environ-
ments (WAVE) stack, the WAVE Short Message 
Protocol (WSMP), for instance, runs directly 
over the access layer and supports the single-hop 
broadcasting of time-sensitive safety data without 
the need for connection setup operations. In the 
International Organization for Standardization 
(ISO)/European Telecommunications Standards 
Institute (ETSI) architecture for an intelligent 
transportation system (ITS) station, at the net-
working and transport layer, besides the IPv6 
solution for remote communications, there is 
room for geonetworking, using the geographical 
position of vehicles for addressing and forward-
ing purposes, and other (still under definition) 
networking protocols.

With ICN, the use of named data simplifies 
mobility support. The anycasting and in-network 
caching properties of ICN allow vehicles to 
retrieve content from the most convenient (typ-
ically nearest to the consumer) producer/stor-
age point. This reduces data latency and network 
traffic. Moreover, a store-carry-and-forward mech-

anism can be supported by ICN, through which a 
vehicle can serve as a link (“data mule”) between 
disconnected areas and enable communications 
even under intermittent connectivity. 

This is achieved at low cost, thanks to the 
practically “unlimited” capabilities of vehicles, 
which do not have energy, processing, or storage 
constraints. 

Security. Due to the ephemeral nature of 
vehicular communications, trustworthiness 
should be based on data instead of the reputa-
tion of providing entities.

ICN natively provides content-based securi-
ty, with protection and trust implemented at the 
packet level rather than at the communication 
channel level. Therefore, the setup of a secure 
connection is no longer required, and the trust 
in data is decoupled from how/where the data is 
obtained.

Research Solutions and Opportunities
Although ICN basic mechanisms can be poten-
tially beneficial to address the peculiarities of 
VANETs identified in the three above-men-
tioned areas, adequate extensions must be 
devised to perfectly fit them:
•	ICN namespaces matching applications’ 

scope, which in turn influence the imple-
mentation of in-network security

•	ICN routing and forwarding strategies, 
together with in-network caching, effectively 
managing mobility issues
In the following, we scan the representative 

literature solutions by grouping them according 
to the main investigated ICN mechanism (i.e., 
naming and security, routing and forwarding, 
in-network caching) and identifying the related 
open issues. Table 1 summarizes the following 
discussion.

Naming and Security

In the context of VANETs, flexible and expressive 
naming conventions must be defined to enable 
applications to retrieve contents that are locally/
remotely available or generated on demand. In 
all cases, content integrity and provenance must 
be verified to prevent malicious reporting of 
fake data, and at the same time, mechanisms are 
required to protect the user’s privacy.

There is a wide consensus on the use of hier-
archical naming schemes to effectively match 
vehicular applications [3, 5–8]. Hierarchical 
names are in fact highly expressive and can be 
easily aggregated under common prefixes to 
facilitate routing operations and limit the num-
ber of FIB entries. 

In [6] the namespace /traffic/geolocation/time-
stamp/datatype is proposed to manage a decen-
tralized floating car data application, where the 
prefix /traffic identifies the application, the geolo-
cation and timestamp components represent the 
geographical and temporal scope of the content, 
respectively, and the datatype indicates the mean-
ing of the content itself (e.g., vehicle speed). The 
geolocation component is used for scalable scope-
based content retrieval, as also discussed in [7], 
where nodes aggregate data at different geoloca-
tion granularities (district level, street level, etc.).

The organization of the namespace can be 
based also on different logical hierarchies. In [5], 

Figure 2. NDN Interest processing at an interme-
diate node.
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the namespace is organized as Category/ServiceN-
ame/AdditionalInfo/, where the main prefix identi-
fies an information category according to content 
popularity and shareability features. Here, the cat-
egory component (instead of geolocation) is used 
to guide the packets dissemination.

With hierarchical naming, security informa-
tion (e.g., the publisher signature) is carried in a 
separate field of the Data packet, thus requiring 
a public key infrastructure (PKI) for integrity 
checks. In [3], Data packets collected from vehi-
cles are tagged with their signatures and encrypt-
ed using the public key of a reference server. The 
authors assume that manufacturers record public 
keys of vehicles and store the public key of the 
server inside the vehicles before release. A differ-
ent strategy for an efficient naming and security 
framework is to capitalize the strengths of hier-
archical and flat names, and create hybrid name-
spaces [9]. Flat names, in fact, enable the use of 
self-certifying names so that integrity checks run 
without the need for a PKI, while hierarchical 
names simplify the prefix-based aggregation.

Although these preliminary research works 
make the best of ICN names to improve packet 
delivery (e.g., based on the spatial scope), we 
are still far from a leading naming solution. If, 
on one hand, the freedom in the naming design 
allows researchers to experiment and look for 
the best performing scheme, on the other hand, 
the proliferation of different schemes may delay 
the agreement on common naming conventions 
and the deployment of large-scale applications. 
Similarly, some global standardization would 
be beneficial in the ICN security mechanism, 
together with an analysis of the possible threats 
(e.g., distributed denial of service attacks based 
on Interest flooding), which are still almost unin-
vestigated in the vehicular environment.

Routing and Forwarding

ICN routing schemes for VANETs can be broad-
ly classified as proactive when periodic advertise-
ments from the content providers are needed 
to keep fresh routing information in the FIB of 

intermediate nodes, and as reactive when the 
advertisements are not sent in advance and the 
retrieval is based on Interest flooding. 

Flooding-based discovery particularly suits the 
VANET scenario. It has the advantage of quick-
ly finding the nearest data copy and does not 
require periodical FIB updates, which can be a 
heavy (useless) task due to the environment dyna-
micity and short-lived contents. However, if not 
properly controlled, flooding may cause network 
congestion and broadcast storm over the wireless 
medium. This is why literature solutions improve 
the forwarding plane with the following strategies:

Collision Avoidance and Packet Suppression. 
These mechanisms consist of randomizing both 
Interest and Data sending times, and aborting 
transmission when detecting that another node 
has already transmitted the same packet (e.g., in 
[4, 10–12]).

Selective Flooding. Some works use selective 
criteria to limit the flooding of the requests due 
to reactive forwarding. In [5], the route to pop-
ular non-shareable/non-cacheable data is pro-
actively stored in the FIBs, while other types of 
content are searched on demand. In [12], vehi-
cles exchange encounter information; the Inter-
est is only flooded when the producer location 
is unknown, and only until a relay finds match-
ing location information; when this happens, the 
Interest is forwarded by geo-routing. A simpler 
distance-based scheme is deployed in [10], where 
only the first Interest is flooded to discover the 
reachable content producer(s), and then subse-
quent Interests advertise the selected producer 
identifier and the distance to it so that interme-
diate nodes forward a request only if they are 
closer to the provider than the previous sender. 

In devising such strategies, the research com-
munity mainly benefited from the lessons learned 
in the past literature for routing in VANETs. But 
further efforts would be required to account for 
the unique features of ICN, such as the availabil-
ity of multiple providers caching the content, and 
the need to maintain low PIT and FIB sizes and 
thus limit the lookup delay.

Figure 3. Example of Interest/Data exchange: vehicle R, caching data /traffic/highway/A3/11 (shortened as X), directly replies to con-
sumer C1 without forwarding its Interest to the original provider, P. The Interest for content /parking/taormina/theater (short-
ened as Y) by C2 is instead forwarded to P. If, in the meanwhile, C2 receives an Interest for content Y from C3; the request is 
aggregated in the PIT, and the Interest is not forwarded again. When Data Y arrives at R, by following the PIT entries, it is for-
warded to C2, which forwards it in its turn to C3.
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Surveyed solutions are essential in wireless 
networks with distributed (uncoordinated) access 
to the medium (e.g., IEEE 802.11p) to reduce 
the loss rate and congestion. However, today’s 
vehicular networks are moving toward the use of 
multiple access technologies [1]. By taking advan-
tage of the ICN layer 2 agnosticism, a node with 
multiple radio interfaces can select the most con-
venient one at a given time, based on measured 
performances on each of them (e.g., throughput, 
round-trip time) or collected network informa-
tion (e.g., density and topology). For instance, 
in [8], the cellular network is proposed to carry 
the NDN signaling, while short-range commu-
nications are exploited for content distribution. 
Further enhancements are required to link the 
design of smart and dynamic selection of the 
outgoing interface for Interests/Data with the 
definition of rules for prioritized data transmis-
sion (e.g., safety data should have priority over 
non-safety data).

In-Network Caching

Content caching and replacement policies stud-
ied for VANETs, such as pre-fetching and coop-
erative caching, can be applied or extended 
to the ICN context. The caching decision may 
involve contents that vehicles have not requested 
but that they overhear over the wireless medium. 
Although vanilla ICN assumes that only solicit-
ed data can be cached, it could be useful for a 
vehicle to store and forward overheard unsolic-
ited contents (e.g., alarms generated by a vehi-
cle in trouble). Many works like [6, 8, 9, 11, 12] 

extend the ICN data processing in VANETs in 
this sense.

In addition, there is still room for caching pol-
icies that make the best of hierarchical names 
exposing the temporal/spatial scope of the vehic-
ular contents, as preliminarily discussed in [6]. 
Caching contents out of their spatial scope (e.g., 
accident warnings beyond the relevance area) as 
well as caching outdated contents (e.g., traffic 
jam advertisements from the day before) could 
be useless. Through ICN naming, vehicles/road-
side units (RSUs) can identify the content scope 
and cache only contents within a specific spatial/
temporal range. 

So far, however, the benefits of temporal and 
spatial properties of ICN names in the caching 
decision have not been clearly supported with 
quantitative results. We encourage the research 
community in investigating this promising aspect.

A Look into the Future
We think that, in the path toward a wider accep-
tance and a large-scale deployment of ICN-
based VANETs, further crucial issues need to 
be addressed, in addition to the enhancements 
of the ICN mechanisms per se undertaken so far 
in the literature. First, interoperability of ICN 
with existing and underway connected vehicle 
standards, technologies, and message sets should 
be pursued. Then synergies of ICN with the 
emerging trend of network softwarization should 
be explored to support the upcoming V2X land-
scape with the variety of its applications. The lat-
ter ones, still under definition, are not necessarily 

Table 1. Summary of the ICN-VANETs relevant literature.

ICN mechanisms Main proposed solutions Open challenges

Naming and 
in-network security

Hierarchical schemes [3, 5–8]
Hybrid flat/hierarchical schemes [9]
PKI-based integrity checks [3]
Self-certifying flat names [9]

–Agreements on common naming and security mechanisms
–Analysis of security threats

Routing and 
forwarding

Collision avoidance and suppression [4, 11]
Selective flooding techniques [5, 10, 12]

–Mechanisms to avoid FIB/PIT explosion
–Packet prioritization rules
–Smart/dynamic outgoing interface selection

In-network caching Caching of unsolicited contents [6, 8, 9, 11, 12] –Smart spatial/temporal scope-based caching techniques 

Table 2. Future research perspectives for ICN.

Challenges Expected contributions Potential benefits

Interoperability 
and coexistence

• Interworking schemes with existing ITS architectures, protocols, and
   messages
• Coexistence solutions with the IP-based core network through proxy 
   functionalities at the edge
• Enabling ICN functions (e.g., caching) in nodes of the mobile backhaul
   and core networks

• Easier and wider ICN penetration
• Improved performance for existing ITS standards and technologies

QoS support • SDN-based centrally controlled name-based forwarding rules
• SDN-based wise radio interface selection schemes

• Improved QoS for the end user
• Better and flexible resource utilization
• Adaptability to dynamic resources and topology changes

Vehicular cloud 
computing

• Naming schemes addressing cloud resources
• Revised forwarding/caching strategies
• Simple and effective cloud setup and maintenance operations

• Support for resource-intensive and cooperative apps (e.g., autonomous 
  driving)
• Provisioning of value-added services

Big data • Support for in-network processing operations (e.g., filtering, aggregation)
• Novel naming schemes addressing in-network operations

• Reduced network load
• Higher scalability

Business 
models

• Incentive schemes
• Assessment of the participation value

• Large-scale participation in content retrieval/cloud services
• Novel business opportunities for involved players
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related to the ITS arena, for instance, environ-
ment monitoring, emergency, and disaster man-
agement [13], and go beyond data distribution, 
hence challenging the capabilities of ICN as orig-
inally conceived.

Initial design ideas and hints presented in the 
following are summarized in Table 2.

Interoperability with reference VANET archi-
tectures. We believe that synergies among ICN 
and ITS standards will provide advantages and 
accelerate the development in both domains. 
Although the scientific literature has almost 
neglected this aspect, it is worth discussing if 
and how ICN operations can be viewed as com-
ponents of legacy reference vehicular architec-
tures. The work in [4] was pioneer in proposing 
to deploy ICN as a replacement (or a comple-
ment) of TCP/IP on top of the access layer in 
the WAVE stack of a vehicular node. Here, we 
refine our first intuition as illustrated in Fig. 4a, 
where we propose to locate ICN in the WAVE 
stack to also encompass some security operations 
of IEEE 1609.2 at the networking layer. 

In the ISO/ETSI stack for an ITS station, we 
suggest considering ICN to span the networking 
and transport layer (representing OSI layers 3 
and 4), the facilities layer (representing OSI lay-
ers 5, 6, and 7; supporting, for instance, message 
handling and publish-subscribe mechanisms), and 
the security layer, as illustrated in Fig. 4b. For a 
full ICN integration, proper interfaces should be 
clearly defined between the ICN block and exist-
ing layers to facilitate interactions without task 
duplication in different modules. 

A means to favor the integration of ICN in the 
reference architecture could be, in our opinion, 
to use standard cooperative awareness messages 
(i.e., CAM in the ETSI architecture, a.k.a. BSM in 
the WAVE architecture), regularly transmitted by 
all vehicles, to support ICN routing and forward-
ing operations, and help to build neighborhood 
tables without additional overhead.

Coexistence with the IP-based core network. It 
is quite intuitive that ICN deployment in isolated 
vehicular network segments could be easier than 
the replacement of IP in the core network. Indeed, 
ICN-enabled onboard units could easily be mount-
ed in newly sold cars, and RSUs could be equipped 
with ICN functions on top of layer 2 (e.g., IEEE 
802.11p), hence easily allowing V2V and V2R ICN-
based local communications, as preliminarily tested 
in [14]. This would facilitate wider ICN penetration 
with incremental graceful upgrades.

Issues may emerge when vehicles generate/
request data for/to remote players, reachable via 
RSUs connected to the Internet or through a 
cellular interface.

The first case can be addressed from an appli-
cation-level perspective: we think that similari-
ties between the ICN hierarchical names and the 
URIs of resources remotely provided/accessed 
with a RESTful architecture can facilitate such 
coexistence. For instance, an RSU interfacing 
ICN vehicular islands and the rest of the Internet 
could act as a proxy and properly translate URIs 
into ICN names and vice versa.

The second case of delivery of ICN messages 
over the cellular interface may raise different 
concerns. If the advantages in making Internet 
routers ICN-capable are well known since the 

dawn of the ICN paradigm, the benefits of letting 
nodes of the mobile backhaul and core networks 
understand the semantics of ICN packets and 
possibly perform ICN operations (e.g., caching) 
deserve investigation. Findings in such a domain 
are expected to give insight into the performance 
of ICN in multi-interface vehicular nodes as well, 
and to facilitate remote communications. 

Quality of service (QoS) support. The deliv-
ery requirements of vehicular applications, like 
short latency and high reliability, have not been 
considered thus far as an input to ICN opera-
tions. ICN mainly works as a best effort frame-
work. However, the growing data traffic and 
strict demands for some future applications (e.g., 
autonomous driving) pave the way to extend ICN 
toward QoS support. For instance, software-de-
fined networking (SDN) techniques, recently 
proposed for VANETs [1], can improve QoS 
provisioning. With logically centralized network 
intelligence and state at a controller node, SDN 
could help to make better decisions based on the 
combined information from multiple sources, 
not just individual perception from each node. 
For instance, SDN-aided ICN forwarding can 
dynamically decide at which time what type of 

Figure 4. Reference vehicular architectures and ICN: (a) ICN functions in the 
WAVE architecture (IEEE Std. 1609.0); (b) ICN functions in the ITS-Sta-
tion architecture (ETSI EN 302 665/ISO 21217).
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traffic will use which radio interface (e.g., LTE, 
802.11p) and configure the forwarding rules (e.g., 
by injecting the FIBs) for a given type of traffic 
(e.g., surveillance data in emergency scenarios) 
according to its name.

Vehicular cloud computing. Vehicles are get-
ting smarter objects, able to share their process-
ing, storage, and sensing resources to support 
advanced services (e.g., data fusion and pro-
cessing from different sensors for autonomous 
driving), by acting as a local cloud. In [15], the 
concept of vehicular cloud networking is initially 
proposed, where such clouds are set up and main-
tained with the help of ICN. Indeed, through the 
flexibility of ICN naming, vehicles could request 
resources by names in a manner that is agnostic 
of the physical location and of the configuration 
of the system/node that provides them. Howev-
er, the implications and open questions of ICN-
based vehicular clouds are still manifold, since 
ICN should evolve from a framework delivering 
contents to a system orchestrating heterogeneous 
and complex tasks. This means that the seman-
tics of ICN packets, the forwarding, and caching 
fabric should be re-thought. 

Big data. A tremendous amount of data is 
expected to be generated, delivered, processed, and 
stored in the upcoming vehicular landscape. ICN 
already provides some mechanisms to reduce the 
traffic volume by avoiding request and data pack-
ets duplication. Moreover, although not initially 
conceived to perform in-network data processing 
operations, ICN could be extended to provide data 
manipulation on the fly (e.g., filtering useless data, 
aggregating redundant data) with the advantage of 
increasing data retrieval scalability and reducing 
network resources usage. This idea was pioneered 
by the Named Function Networking (NFN) proj-
ect (http://www.named-function.net/). NFN allows 
consumers to also express by name functions to be 
applied over contents; for example, a consumer 
could request a zipped video file in a specific for-
mat (mp4) with the name /name/of/video/codec/
mpeg4|/util/compress/zip. A major challenge of this 
approach is the design of naming schemes able to 
identify both functions and data.

Business models. Another crucial aspect 
to investigate for ICN success in upcoming 
VANETs will be the definition of incentive 
mechanisms to motivate car owners to release 
their on-vehicle resources by caching, process-
ing, and forwarding data in which they may not 
be interested. A possible approach is to reward 
vehicles with either monetary incentives or other 
services in return, like free parking or access to 
manufacturer/traffic tips. The values of incen-
tives can be determined according to the level 
of participation (e.g., the volume of forwarded/
cached data), the quality of provided resources 
(e.g., the quality of information may decrease 
according to the temporal/spatial scope). Over-
all, agreements and business models are strongly 
needed between involved stakeholders (e.g., indi-
vidual drivers, road traffic authorities, content 
providers, telco operators).

Conclusions
In this article, we have discussed the poten-
tial of the ICN paradigm as a networking 
solution for connected vehicles. The analysis 

shows that the native design principles of ICN 
well match the main distinctive features of 
VANETs and the targeted wide set of vehic-
ular applications. The literature on ICN for 
VANETs — still at its infancy, due to the age 
of the ICN topic — designing adaptations and 
customizations of the baseline ICN architec-
ture to better fit the vehicular environment 
has been surveyed.

ICN holds much promise for future VANET 
development, but some challenges still lie 
ahead before this paradigm can be deployed 
on a large scale, coexisting with current and 
future connected vehicle technologies and 
standards. In the overall balance, the pros out-
weigh the cons, and encourage the research 
community to put effort into this timely and 
increasingly relevant topic.

References

[1] C. Campolo, A. Molinaro, and R. Scopigno, “From Today’s VANETs to 
Tomorrow’s Planning and the Bets for the Day After,” Vehic. Commun., 
vol. 2, no. 3, 2015, pp. 158–71.

[2] B. Ahlgren et al., “A Survey of Information-Centric Networking,” IEEE Com-
mun. Mag., vol. 50, no. 7, 2012, pp. 26–36.

[3] J. Wang, R. Wakikawa, and L. Zhang, “DMND: Collecting Data from Mobiles 
Using Named Data,” 2010 IEEE Vehic. Net. Conf., 2010, pp. 49–56.

[4] M. Amadeo, C. Campolo, and A. Molinaro, “CRoWN: Content-Centric 
Networking in Vehicular Ad Hoc Networks,” IEEE Commun. Letters, vol. 
16, no. 9, 2012, pp. 1380–83.

[5] Y.-T. Yu et al., “Scalable VANET Content Routing Using Hierarchical Bloom 
Filters,” IEEE Wireless Commun. and Mobile Comp. Conf., 2013, pp. 1629–34.

[6] L. Wang et al., “Data Naming in Vehicle-to-Vehicle Communications,” IEEE 
INFOCOM Wksps., 2012, pp. 328–33.

[7] Z. Yan, S. Zeadally, and Y.-J. Park, “A Novel Vehicular Information Network 
Architecture based on Named Data Networking (NDN),” IEEE Internet of 
Things J., vol. 1, no. 6, 2014, pp. 525–32.

[8] A. Bazzi et al., “Cellular Aided Vehicular Named Data Networking,” Int’l. 
Conf. Connected Vehicles, 2014.

[9] W. Quan et al., “Social Cooperation for Information-Centric Multimedia 
Streaming in Highway Vs,” 2014 IEEE 15th WoWMoM, 2014, pp. 1–6.

[10] M. Amadeo, C. Campolo, and A. Molinaro, “Enhancing Content-Centric 
Networking for Vehicular Environments,” Computer Networks, vol. 57, 
no. 16, 2013, pp. 3222–34.

[11] L. Wang et al., “Rapid Traffic Information Dissemination Using Named 
Data,” Proc. 1st ACM Wksp. Emerging Name-Oriented Mobile Network-
ing Design-Architecture, Algorithms, and Applications, 2012, pp. 7–12.

[12] Y.-T. Yu et al., “Scalable Opportunistic VANET Content Routing with Encoun-
ter Information,” IEEE Int’l. Conf. Network Protocols, 2013, pp. 1–6.

[13] O. Altintas et al., “Making Cars a Main ICT Resource in Smart Cities,” IEEE 
INFOCOM 2015, Int’l. Wksp. Smart Cities and Urban Informatics.

[14] G. Grassi et al., “VANET via Named Data Networking,” IEEE INFOCOM 
Wksps., 2014, pp. 410–15.

[15] E. Lee et al., “Vehicular Cloud Networking: Architecture and Design Prin-
ciples,” IEEE Commun. Mag., vol. 52, no. 2, 2014, pp. 148–55.

Biographies

Marica Amadeo (marica.amadeo@unirc.it) is a postdoctoral researcher at 
University Mediterranea of Reggio Calabria, Italy. She received a B.S. degree 
(2005) and an M.S. degree (2008) in telecommunications engineering from 
the University Mediterranea of Reggio Calabria, and a Ph.D. degree in 2013 
from the same university. Her major research interests are in the field of ICN 
and wireless ad hoc networks.

Claudia Campolo (claudia.campolo@unirc.it) is an assistant professor of 
telecommunications at University Mediterranea of Reggio Calabria. She 
received an M.S. degree in telecommunications engineering (2007) and a 
Ph.D. degree (2011) at the same university. She was a visiting Ph.D. stu-
dent at Politecnico di Torino (2008) and a DAAD fellow at the University of 
Paderborn, Germany (2015). Her main research interests are in the field of 
vehicular networking and future Internet architectures.

Antonella Molinaro (antonella.molinaro@unirc.it) has been an associate 
professor of telecommunications with the University Mediterranea of Reggio 
Calabria since 2005. Before, she was an assistant professor with the Univer-
sity of Messina (1998–2001), with the University of Calabria (2001-2004), 
and a research fellow at the Polytechnic of Milan (1997-1998). She was 
with Telesoft, Rome (1992–1993), and with Siemens, Munich (1994-1995) 
as a CEC Fellow in the RACE-II program. Her current research focuses 
on vehicular networking, information-centric networking, and the future 
Internet.

ICN holds much  

promise for future 

VANET development, 

but some challenges 

still lie ahead before 

this paradigm can be 

deployed on a large-

scale, co-existing with 

current and future  

connected vehicle  

technologies and  

standards.

http://www.named-function.net/
mailto:marica.amadeo@unirc.it
mailto:claudia.campolo@unirc.it
mailto:antonella.molinaro@unirc.it


Call for Papers
IEEE Communications Magazine

Enabling Mobile and Wireless Technologies for Smart Cities

Background

Due to advancements in communication and computing technologies, smart cities have become a main innovation agenda of research 
organizations, technology vendors, and governments. To make a city smart, a strong communications infrastructure is required for 
connecting smart objects, people, and sensors together. Smart city communication involves multiple aggregation and access networks 
that can be either public or private. The rapid progress in smart cities research is posing enormous challenges in terms of significance, 
scope, and problem domain. Smart cities rely on wireless and mobile technologies for providing services such as healthcare assistance, 
security and safety, real-time traffic monitoring, and managing the environment, to name a few. Such applications have been a main 
driving force in the development of smart cities. These mobile and wireless technologies enable several new services that result in 
better decision making and actions made by enterprises and governments. Without the appropriate communication networks, it is 
really difficult for a city to facilitate its citizens in sustainable, efficient, and safer manner/environment. Considering the significance of 
mobile and wireless technologies in realizing the vision of smart cities, there is a need to conduct research to further investigate the 
standardization efforts and explore different issues/challenges in wireless technologies, mobile computing, and smart environments.

This Feature Topic focuses on the crossroads between scientists, industry practitioners, and researchers from different domains in 
wireless technologies, mobile computing, and smart environments. We envision providing a platform for researchers to further 
explore the domain and explore the challenges. In this Feature Topic, we invite researchers from academia, industry, and government 
to discuss challenging ideas, novel research contributions, demonstration results, and standardization efforts on enabling mobile and 
wireless technologies for smart cities. In this Feature Topic we would like to try to answer some (or all) of the following questions: 
How can mobile and wireless technologies improve the performance and services provided by smart cities? How can one evaluate the 
impact of mobile and wireless technologies on smart cities services? What are the key mobile and wireless technological challenges 
that hinder the development of smart cities? How can we standardize the wireless interfaces of devices for communication in smart 
cities?

Topics of interest include, but are not limited to:
•Resource and network management in smart cities
•Quality of service mechanisms for wireless networks in smart cities
•Integration and coexistence of technologies and networks for smart cities
•Interoperability between heterogeneous networks of smart cities
•Topology and mobility management in smart cities
•Energy-aware wireless protocols and algorithms for smart cities
•Sensing technologies and applications for smart cities
•Wireless networks for smart city surveillance and management
•Experimental network measurements and characterization of smart cities data traffic
•Security and privacy concerns in smart cities

Submissions

Articles should be tutorial in nature, with the intended audience being all members of the global communications technology commu-
nity. They should be written in a style comprehensible to readers outside the specialty of the article. Mathematical equations should 
not be used (in justified cases up to three simple equations may be allowed).  In general, however, mathematics should be avoided; 
instead, references to papers containing the relevant mathematics should be provided. Articles should not exceed 4500 words (from 
introduction through conclusions, excluding figures, tables, and captions). Figures and tables should be limited to a combined total of 
six. The number of references is recommended not to exceed 15. Complete guidelines for preparation of the manuscripts are posted 
at http://www.comsoc.org/commag/paper-submission-guidelines. Please send a PDF (preferred) or MSWORD formatted paper via Man-
uscript Central (http://mc.manuscriptcentral.com/commag-ieee). Register or log in, and go to Author Center. Follow the instructions 
there. Select “December 2016/Enabling Mobile and Wireless Technologies for Smart Cities” as the Feature Topic category for your sub-
mission.

Important Dates

•Submission Deadline: February 29, 2016
•Notification Due Date: June 30, 2016
•Final Version Due Date: September 15, 2016
•Feature Topic Publication Date: December 2016

Guest Editors

Ejaz Ahmed                                           Ammar Rayes                    Wael Guibene                          Muhammad Imran
University of Malaya, Malaysia              Cisco Systems, USA           Intel Labs, Ireland                    King Saud University, Saudi Arabia
imejaz@gmail.com                               rayes@cisco.com               wael.guibene@intel.com         dr.m.imran@ieee.org

Jaime Lloret                                          Mohsen Guizani                 Guangjie Han
Univ. Politecnica de Valencia, Spain     Qatar University, Qatar       Hohai University, China
jlloret@dcom.upv.es                            mguizani@ieee.org            hanguangjie@ieee.org

http://www.comsoc.org/commag/paper-submission-guidelines
http://mc.manuscriptcentral.com/commag-ieee
mailto:imejaz@gmail.com
mailto:rayes@cisco.com
mailto:wael.guibene@intel.com
mailto:dr.m.imran@ieee.org
mailto:jlloret@dcom.upv.es
mailto:mguizani@ieee.org
mailto:hanguangjie@ieee.org


IEEE Communications Magazine • February 2016106 0163-6804/16/$25.00 © 2016 IEEE

Abstract

With the advent of electronic x-by-wire appli-
cations with strict reliability and safety require-
ments, formal verification of safety-critical 
networks has become an important step of the 
design process in the automotive and aeronau-
tic industries. We first review in this article the 
different network technologies and architectures 
used by both industries. We then present and 
compare the two prevailing mathematical frame-
works used by each industry for validating the 
correct behavior of a network: schedulability 
analysis and network calculus. Via an empirical 
evaluation of both methods in two different use 
cases, we show the strengths and weaknesses of 
both methods, and derive a simple guideline on 
which method to use depending on the type of 
network used.

Introduction
In the last two decades, distributed embedded 
electronic applications have become the norm 
in a large part of the automotive industry. Those 
applications cover a large set of functionalities 
with different requirements, ranging from power 
train and chassis control with hard real-time con-
straints (like engine control, steering, braking), 
to passenger entertainment with less stringent 
constraints. Due to those requirements and the 
distributed nature of the various electronic con-
trol units (ECUs) implementing those functions, 
the validation of end-to-end timing constraints 
on networks has become an important part of 
the design process of a car. In order to guarantee 
the dependability of those real-time applications, 
formal methods are generally used to verify end-
to-end timing constraints.

In this article we provide an overview of the 
various formal methods that have been put for-
ward and used by the automotive industry. We 
cover two important elements of the formal ver-
ification: the specification of timing properties 
of information exchange on the network (i.e., 
packets and flow descriptions) and the under-
lying mathematical models used for computing 
end-to-end performance.

As the challenges described earlier are also 
present in the aeronautic industry, we com-
pare established methods in the car industry to 

methods used for the design of hard real-time 
safety-critical distributed avionic systems. This 
comparison between the two industries highlights 
fundamental differences in terms of technology 
and choice of formal methods used. This com-
parison is especially relevant now that the auto-
motive industry is extending its use of Ethernet, 
from initially only infotainment purposes to now 
hard real-time functionalities, a technology that 
has been used and put to the test by the aeronau-
tics industry for more than a decade.

We propose to evaluate the two dominant 
formal methods used by each industry, that is, 
schedulability analysis and network calculus. Both 
methods are compared empirically in two use 
cases: a small reference automotive bus archi-
tecture and randomly generated larger Ethernet 
networks with multiple hops. We show that while 
schedulability analysis provides tighter results 
than network calculus for the analysis of a single 
bus, it is the opposite in the case of larger and 
more complex networks where statistical multi-
plexing plays an important role.

This article is organized as follows. The fol-
lowing section presents predominant network 
technologies used by the automotive and aero-
nautic industries and introduces their respective 
views on formal modeling of timing properties 
in networks. The section after that delves into 
the details of the various mathematical models 
used by both industries, and compares the two 
main approaches quantitatively. The article is 
then concluded.

Prevailing 
Industrial Networking Solutions

We present, in this section and in Table 1, the 
predominant network technologies for real-time 
networks and applications used by the automo-
tive and aeronautics industries. We focus here on 
the most commonly used technologies and refer 
the reader to [1] for a more extensive review.

Automotive Industry

Networks used in today’s cars are usually based 
on the four following technologies, listed here 
by increasing order of bandwidth: local inter-
connect network (LIN), controller area network 
(CAN), FlexRay, and media oriented systems 
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transport (MOST). All these network technolo-
gies use the concept of a non-preemptive shared 
bus, meaning that only one node at a time can 
transmit messages, and all the other nodes have 
to wait for the completion of an ongoing trans-
mission before transmitting a new message. Due 
to the relatively low bandwidths provided by 
these technologies and the ever growing number 
of applications in today’s cars, multiples buses 
are generally used with gateways interconnect-
ing them. This principle is illustrated in Fig. 1a. 
Other technologies such as Ethernet have been 
used and proposed, but usually not in the context 
of real-time networks.

These technologies are either based on an 
event-triggered paradigm (LIN and CAN), where 
messages are sent sporadically according to exter-
nal triggers; on a time-triggered paradigm, where 
messages are sent according to a precise time 
schedule (MOST); or a hybrid solution mixing 
both paradigms (FlexRay). In order to formalize 
the exchanges between the different actors in the 
automotive industry, the Automotive Open Sys-
tem Architecture (AUTOSAR) set of standards 
[3] defines methods for the formal description 
of software and network architectures used in 
cars. In order to describe the timing behavior of 
messages and frames on networks, task models 
have been formalized in the AUTOSAR Timing 
Extension [3].

The following timing constraints models are 
defined:
•	Periodic events, with a single event, a pre-

defined repeating pattern of events, or a 
burst of events

•	Sporadic events, corresponding to a periodic 
event that is not guaranteed to occur

•	Arbitrary events, used for abstracting events 
that do not fall in the previous categories, 
such as captures made on real networks
All these models generally define the maxi-

mum message size, the minimum time between 
two events, and the periodicity and possible jitter 
of the events. Associated with these timing con-
straints, the AUTOSAR Timing Extension also 
defines models to describe event chains in order 
to model the interaction between different ECUs 
and the chain of messages they will exchange for 
a specific application.

Aeronautic Industry

While networks used in today’s aircraft use a 
wide range of network technologies, the most 
prominent ones are ARINC 429, MIL-STD-1553 
ARINC 629, and ARINC 664. Initiated in the 
late 1970’s, the ARINC 429 standard defines 
a bus with a single emitter node and multiple 
receivers. The MIL-STD-1553 standard is com-
parable from a functional point of view to LIN as 
a master node regulates all communications on a 
1Mb/s bus. Due to the poor scalability in terms 
of bandwidth, cost and cabling effort of ARINC 
429, the ARINC 629 and 664 standards have 
been developed in order to multiplex commu-
nications, either by using a shared bus (ARINC 
629) or a meshed network (ARINC 664).

ARINC 664 — also referred to as AFDX 
(Avionics Full-Duplex Switched Ethernet) — was 
developed in the mid 2000’s in order to provide 
a deterministic Ethernet network. It has now 

become widely adopted for safety critical appli-
cations such as fly-by-wire. It is based on modern 
Ethernet concepts, that is, packet switching (as 
opposed to shared buses) on partially meshed 
networks, as illustrated in Fig. 1b. A unique task 
model was formalized in AFDX under the name 
virtual link (VL). It defines the minimum time 
between two messages, referred to as the band-
width allocation gap (BAG), the maximum mes-
sage size, a unique sender, and the static paths 
to its receivers. The deterministic property of 
the network is ensured by encapsulating all com-
munications in VLs, and switches drop messages 
that are not in compliance with the VLs’ config-
uration.

Contrary to the technologies previously cited, 
AFDX does not use a concept of cooperation 
for transmitting messages (i.e., network-wide 
schedule or master node) as it works on the prin-
ciple of statistical multiplexing as standard Eth-
ernet. Messages are transmitted as they arrive or 
queued if multiple messages arrive at the same 
time.

Formal Verification of Networks
We noted in the introduction that hard real-
time guarantees for communications in both cars 
and aircraft are needed in order to ensure the 
dependability of some critical applications. An 
example of applications where such guarantees 
are needed is the so-called drive-by-wire or fly-by-
wire, where the commands of the driver or pilot 
are not translated to the wheels or flight control 
surfaces via a direct physical connection, but are 
performed via electronic sensors and actuators. 
In order to provide safe operation of the car or 
aircraft, deterministic end-to-end guarantees on 
the delay between the action of the driver or 
pilot and the moment the actuator actually per-
forms the according action are needed.

We described in the previous section two dif-
ferent approaches to the network technology and 
multiplexing concept, non-preemptive shared 
buses for the automotive industry, and meshed 
networks with statistical multiplexing for the 
aeronautics industry. In this section we describe 
and compare the main methods and models that 
have been developed to formally verify that a 

Table 1. Predominant automotive and aeronautics network technologies cur-
rently deployed for real-time applications.

Technology Bandwidth Paradigm Topology

LIN 20 kb/s Event-triggered: master/slave Shared bus

CAN 1 Mb/s Event-triggered: priority arbitration Shared bus

FlexRay 20 Mb/s Hybrid event- and time-triggered Shared bus

MOST 150 Mb/s Time-triggered Shared bus

ARINC 429 100 kb/s Event-triggered: single sender Dedicated bus

MIL-STD-1553 1 Mb/s Event-triggered: master/slave Shared bus

ARINC 629 2 Mb/s Time-triggered or event-triggered with 
arbitration Shared bus

ARINC 664 (AFDX) 100 Mb/s Event-triggered: statistical multiplexing Meshed 
network
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network satisfies timing requirements. In this 
section we focus on hard real-time applications 
with deterministic guarantees.

Figure 2 presents the basic notions regarding 
end-to-end delay analysis, where we describe the 
following three performance indicators. First, the 
maximal observed delay corresponds to the max-
imal delay measured on a real network during 
its normal operation. This delay can generally 
be approximated using simulations. Second, the 
exact worst case corresponds to the theoretical 
worst case delay that can actually occur in the 
case when the elements of the network behave 
within their limits, but in a very specific pattern 
lead to this worst case. Finally, the upper bound 
corresponds to the bound calculated by an ana-
lytical model, which is generally larger than the 
actual worst case due to approximations, simpli-
fications, or shortcomings of the formal method.

In the case of hard real-time requirements, 
we are interested in the exact worst case and 
upper bound metrics as they formally guarantee 
that delay requirements are met.

We use the notions of tasks and flows inter-
changeably in the rest of this article.

Scheduling Analysis of Buses

The methods developed and often used for com-
puting end-to-end performance by the automo-
tive industry for networks generally focus on 
how to share a bus between different messages 
from the ECUs. This problem can be generalized 
to the challenge of sharing a common resource 
between N different tasks, a problem studied 
since the early days of manufacturing, transpor-
tation, and computing.

One early model uses a periodic task model, 
with Ti being the minimum time between suc-
cessive messages of task i, and Ci being the 
maximum time needed to process the task. The 
response time of task i, noted here as RTi, is the 
sum of its processing time and the waiting delay 
due to the other tasks. Formally, RTi can be com-
puted using [4]:

RTi = Ci + Pi +
RTi
Tj

⎡

⎢
⎢
⎢

⎤

⎥
⎥
⎥j∈HP(i)

∑  ⋅C j

	
(1)

with HP(i) denoting the tasks interfering with i, 
representing tasks of higher priority than task i. 
If the resource sharing scheme is not preempt-
able (as, e.g., in CAN), Pi denotes the longest 

time that any lower-priority message can block 
the resource. Otherwise, Pi = 0. The method 
described by Eq. 1 often is called fixed priority 
schedule analysis or deadline monotonic analysis. 
With N tasks, Eq. 1 leads to a set of N equations, 
and solving them has been shown in [5] to be 
NP-hard. An illustration of Eq. 1 is presented in 
Fig. 3.

A common method used for finding a numer-
ical solution to Eq. 1 is to use a fixed point iter-
ation. This leads to a complexity in the order 
of O(k ⋅ N2), with N being the number of tasks 
and k being the number of iterations needed to 
reach the fixed point. Practical applications of 
this method show that k grows with the utiliza-
tion of the network (see [6] for example). The 
model described in Eq. 1 applies to both event- 
and time-triggered networks.

While Eq. 1 is used for computing the worst-
case response time of a task, the priority ordering 
of tasks (represented by HP(i) in Eq. 1) cannot 
directly be derived from Eq. 1. Various meth-
ods have been proposed, such as for instance 
defining the priority ordering as function of the 
deadline or period ordering, or characterizing 
the priority assignment task as a mixed integer 
linear program. We refer to [7] for a broader 
survey on schedulability analysis and methods to 
assign priorities.

For concrete application of this method, we 
refer to [8] for an application on CAN. For Flex-
Ray, a bus mixing time-triggered and event-trig-
gered messages by allocating time-slots for each 
types of messages in the so-called static and 
dynamic segments, the method described earlier 
in Eq. 1 still can be used via some modifications, 
such as presented for instance in [9] in the gener-
al case. We refer to [10] for an application of this 
principle to FlexRay.

While the model described in Eq. 1 is not of 
common practice for the study of avionic net-
works, it recently has been used in [6] for AFDX. 
In case of networks where tasks are distributed 
among multiple buses interconnected with gate-
ways as presented in Fig. 1a, one frequently used 
technique is to treat each bus separately as pre-
sented in [6].

Network Calculus and Bounds

While the previous section focused on methods 
on how to share a common resource between 
multiple agents, the methods used for avionic 

Figure 1. Illustration of typical network topologies used in the automotive and aeronautics industries: 
a) automotive application where ECUs are connected via buses; b) aeronautics application where 
line-replaceable units (LRUs) are connected via a meshed network.
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networks and AFDX are different due to the use 
of meshed topologies and statistical multiplexing. 
In order to formally verify that end-to-end delays 
are below their prescribed deadlines in such a 
network, the network calculus framework is cur-
rently being used by the aeronautics industry. We 
refer to [11] for the mathematical theory behind 
this framework. The task model used in network 
calculus is based on the concept of an arrival 
curve, which specifies the worst case amount of 
data that can arrive in a given time interval [s, t]. 
Formally, this is described as

R(t) – R(s) ≤ α (t – s), ∀0 ≤ s ≤ t	 (2)

with R(t) describing the amount of data arriving 
at time T, and α a function describing the con-
straint. Similarly, processing nodes in the net-
work (i.e., queues or buses) are modeled using 
the concept of a service curve, which specifies 
the guaranteed amount of data that is processed 
during a given time interval [s, t]. Formally, this 
is described as

R*(t) – R(s) ≥ β (t – s), ∀0 ≤ s ≤ t	 (3)

with R(s) describing the amount of data arriving 
at time s, R*(t) the amount of processed data at 
time t, and β a function describing the constraint.

Classically, α and β are defined as affine func-
tions, characterizing the maximum bandwidth 
that can be generated by a flow and the band-
width offered by a link. In this case, the arrival 
curve is usually called a token bucket, and the 
service curve is called rate latency. Both types of 
curves are illustrated in Fig. 4.

In addition to the curve definitions in Eqs. 2 
and 3, mathematical operations referred to as 
convolution and deconvolution are defined and 
formalized under the so-called (min,+) calculus. 
Those operations can be used to aggregate flows, 
compute the departure curve of a flow traversing 
a server, or simplify a network of servers to a 
smaller one. Using Eqs. 2 and 3 and this alge-
bra, two end-to-end performance bounds can 
be derived. The latency bound is defined as the 
maximal horizontal deviation between a service 
and an arrival curve. The buffer bound is defined 
as the maximal vertical deviation between the 
two curves. Those two bounds are illustrated in 
Fig. 4.

In the case of networks with more than one 
hop and where multiplexing plays an import-
ant role (e.g., Ethernet and AFDX), the notion 
of grouping has been developed to tighten the 
bounds in [12]. It defines the property that when 
flows share the same path, they become multi-
plexed after their first common hop, and their 
arrival curve can be redefined.

The various operations described in the 
(min,+) algebra can be implemented efficiently, 
as presented in [13]. By restricting arrival and 
service curves to affine functions, those oper-
ations can be implemented efficiently with a 
complexity of O(1). While finding the optimal 
method of applying network calculus to a net-
work is still an open research question, its com-
putational complexity is on the order of O(Nflows 
⋅ Nswitches).

As noted earlier, network calculus has been 

used successfully by the aeronautics industry for 
AFDX, as detailed in [12]. More recently, it has 
been used to study CAN in [14].

Other Methods

The challenge of formally verifying timing con-
straints on networks has attracted a large body 
of work, and many methods have been developed 
apart from the ones presented earlier.

Two notable formal methods should be 
mentioned, real-time calculus [15] and the opti-
mized trajectory approach [16]. The goal of both 
approaches is to gather the strengths of both 
schedulability analysis and network calculus in 
order to have a common approach giving tight 
bounds on both use cases presented in this arti-
cle.

Model-checking and timed-automata were 
applied in order to compute the exact worst case 
behavior of flows, and hence get exact worst case 
delays as pictured in Fig. 2. While such methods 
avoid overprovisioning networks, they are usu-
ally computationally expensive due to the state-
space explosion. Evaluations on avionic networks 
showed that they are limited to small networks 
with around 50 flows, as mentioned in [16].

Stochastic methods were also developed in 
order to take into account the stochastic behav-
ior of flows and hence model more precisely 
what happens in a real network. These methods 
are generally able to produce tighter bounds 
than purely deterministic methods, but they are 
often more complex to apply due to more sophis-
ticated mathematic concepts. They are also more 
adapted to so-called firm real-time applications 
(e.g., audio or video streaming) where infrequent 
deadline misses or packet loss can be tolerated.

Figure 2. Basic notions regarding end-to-end delay analysis.
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An overview of these different methods and 
their tightness is presented in Fig. 5.

Evaluation and Comparison

We compare both methods presented in this sec-
tion by evaluating them in two scenarios: first a 
reference automotive example with a CAN bus, 
and second randomly generated Ethernet net-
works where flows traverse multiple hops repre-
senting more avionic use cases.

Evaluation of an Automotive CAN Bus: We 
first focus on the CAN bus scenario described 
in [8, Table 2]. We chose this example because 
it should represent a realistic CAN bus, as it is 
based on a benchmark proposed by the Society 
of Automotive Engineers (SAE) in the early 
1990s to evaluate different multiplexing com-
munications technologies. Also, [8] contains a 
detailed description of the use case, an explana-
tion of how to apply it to a CAN bus, as well as 
results of a schedulability analysis as described 
earlier in Eq. 1.

We refer to [8, 17] for details and numerical 
results of the schedulability analysis. We follow a 
modeling approach similar to the one presented 
in [14] for the network calculus analysis. We use 
affine functions for the arrival and service curves, 
as mentioned earlier.

We use the concept of a leftover service curve 
defined in network calculus in order to use the 
concept of prioritization of CAN with network 
calculus. It describes how much bandwidth is left 
over and the impact in terms of latency flows of 
high priority have on lower ones.

To get an overview of the latencies we might 
get in a real network, we also performed simu-
lations of the network using OMNeT++, where 
we assume no synchronization between the flows. 
Packets are generated periodically according to 
the Ci and Ti parameters. We follow a Monte 
Carlo approach for the simulations, with 36 runs 
of 5000 s.

The results of the formal verifications from 
[8], the network calculus analysis, and the sim-
ulations are presented in Fig. 6. Error bars for 
the results of the simulations correspond to a 
95 percent confidence interval. We notice that 
the bounds given by the network calculus anal-
ysis are less tight than those of the schedulabil-
ity analysis, as the priority of the task increases. 
This comes from the fact that the network cal-
culus analysis made here makes use of a basic 
fluid model which does not take into account the 
effect of packetization, as opposed to the sched-
ulability analysis.

Evaluation of Multihop Ethernet Networks: In 
contrast to the previous evaluation and in order to 
explore more complex use cases, we now focus on 
Ethernet topologies where flows traverse multiple 
hops, as frequently used in the aeronautic indus-
try and illustrated in Fig. 1b. In order to cover a 
wide variety of use cases, we propose to generate 
these topologies randomly. The generated net-
work topologies correspond to trees, where leaves 
are devices (ECUs or LRUs), and internal verti-
ces are Ethernet switches. The traffic is composed 
of unidirectional and unicast flows, where sources 
and destinations are taken randomly among the 
leaves of the tree. Flows follow the periodic task 
model previously described. The maximum mes-
sage size of each flow is taken randomly from a 
uniform distribution between 100 and 1400 bytes. 
The values used for the period of the messages is 
taken randomly from the allowed values given by 
AFDX, that is, 2k ms with k ∈ {1 … 7}. In order 
to avoid generating topologies where the num-
ber of flows and the utilization of the network are 
linearly correlated, we took different subsets of k 
such that we generated topologies with few flows 
and high utilization as well as ones with many 
flows and low utilization.

Regarding the methodology for computing 
the end-to-end latency bounds, we used the 
DiscoDNC tool [18] for the network calculus 
analysis, and we followed an approach similar 
to the one presented in [6] for the schedulabil-
ity analysis. In total, we generated 500 random 
topologies, with the number of devices varying 
from 5 to 470, and the number of flows varying 
from 30 to 4200 and traversing between 1 and 6 
hops. The maximum utilized links of each topol-
ogy varied from 0.09 to 99.9 percent. As opposed 
to the previous evaluation, there is no priority 
ordering between flows.

For quantitatively evaluating the gap between 
the two methods, we use the relative difference 
between the end-to-end bounds of a flow or, 
in other words, the difference between the two 
methods, normalized by the value of the reference 
method, here network calculus. We noted earlier 
that one of the strengths of network calculus com-
pared to schedulability analysis is the grouping 
property, which takes into account the multiplex-
ing feature of Ethernet. Hence, in order to eval-

Figure 5. Overview of formal methods for performance evaluation of net-
works.
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uate and quantify the impact of this property, we 
introduce a metric called the flow grouping factor 
for each physical interface. It characterizes the 
degree of flow multiplexing and varies between 
0 (no multiplexing as in the CAN bus previously 
studied) and 1 (all flows can be grouped togeth-
er). This metric is defined as the number of flows 
that can be grouped, normalized by the number of 
groups and total number of flows.

The result of the comparison between the two 
formal methods is presented in Fig. 7. Each point 
on the figure corresponds to a topology. We first 
notice that there are no negative values, mean-
ing that for topologies where more than one bus 
needs to be studied, network calculus will pro-
duce on average tighter bounds than the schedu-
lability analysis. This is in contrast to the results 
presented in Fig. 6, and it can be explained by 
the fact that there is no priority ordering between 
flows, and we have at least one hop.

Looking at the overall trend in Fig. 7, there 
is a linear relationship between the mean flow 
grouping factor and the mean relative differ-
ence between the two methods, as illustrated by 
the linear regression. We grouped the topology 
by average number of traversed hops per flow 
in Fig. 7 and represented the centroid of each 
group. As the number of hops increases, the dif-
ference between the two methods also grows. 
This is particularly noticeable in areas where 
groups overlap.

Further comparisons did not lead to a similar 
tight relationship between a metric of the topol-
ogy and the relative difference between the two 
formal methods. For instance, the utilization of 
the network did not turn out to be a good indica-
tor, as networks with low utilization (i.e., from 5 
to 20 percent) and ones with high utilization (i.e., 
from 80 to 99 percent) showed similar relative 
differences. This is also shown in our definition 
of our metric, as it is independent of the band-
width usage of the flows.

Conclusion of the Evaluations: From the two 
previous numerical evaluations, we can derive the 
strengths and weaknesses of both methods. In the 
case of single bus systems with priorities, bounds 
derived using schedulability analysis are shown 
to be tighter than those from network calculus, 
as presented in Fig. 6. This trend is reversed in 
the case of networks in which multiple hops are 
traversed, as shown in Fig. 7, and comes from the 
fact that the schedulability analysis does not take 
into account multiplexing as opposed to network 
calculus. The guideline which can be derived 
from this is that network calculus should be pre-
ferred for networks with multiple hops where 
multiplexing plays an important role (as illus-
trated in Fig. 1b), while schedulability analysis 
should be preferred for single bus networks (as 
shown in Fig. 1a). This conclusion also helps to 
understand why the automotive and aeronautics 
industries each chose different approaches with 
respect to the formal verification of networks.

Conclusion
In this article we have presented the prevailing 
network technologies and topology types used 
by the automotive and aeronautics industries for 
x-by-wire distributed applications. Due to the 
hard real-time requirements needed for these 

safety-critical applications, we have proposed 
comparing the two dominant approaches used by 
each industry for formally verifying end-to-end 
latency requirements: schedulability analysis and 
network calculus.

Via an empirical evaluation on two use cases, 
we have deduced that schedulability analysis 
should be preferred on the single-bus systems  
often used in the automotive industry, while net-
work calculus should be favored on the larger 
networks, where multiplexing plays an import-
ant role, often seen in the aeronautics industry. 
As the automotive industry heads toward Eth-
ernet-based networks for real-time applications 
thanks to recent standardization efforts by the 
IEEE, this article helps to gain insight from the 
aeronautics industry, its usage of Ethernet for 
hard real-time applications in the last decade, 
and the methods used for formally verifying end-
to-end latency requirements.
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Abstract

Wireless communications is one of the most 
successful technologies in modern years, given 
that an exponential growth rate in wireless traffic 
has been sustained for over a century (known as 
Cooper’s law). This trend will certainly contin-
ue, driven by new innovative applications; for 
example, augmented reality and the Internet 
of Things. Massive MIMO has been identified 
as a key technology to handle orders of magni-
tude more data traffic. Despite the attention it 
is receiving from the communication communi-
ty, we have personally witnessed that Massive 
MIMO is subject to several widespread misun-
derstandings, as epitomized by following (fiction-
al) abstract: “The Massive MIMO technology uses 
a nearly infinite number of high-quality antennas 
at the base stations. By having at least an order of 
magnitude more antennas than active terminals, 
one can exploit asymptotic behaviors that some 
special kinds of wireless channels have. This tech-
nology looks great at first sight, but unfortunately 
the signal processing complexity is off the charts 
and the antenna arrays would be so huge that it can 
only be implemented in millimeter-wave bands.” 
These statements are, in fact, completely false. 
In this overview article, we identify 10 myths 
and explain why they are not true. We also ask a 
question that is critical for the practical adoption 
of the technology and which will require intense 
future research activities to answer properly. We 
provide references to key technical papers that 
support our claims, while a further list of related 
overview and technical papers can be found at 
the Massive MIMO Info Point: http://massive-
mimo.eu

Introduction
Massive multiple-input multiple-output (MIMO) 
is a multi-user MIMO technology where each 
base station (BS) is equipped with an array of 
M active antenna elements and utilizes these to 
communicate with K single-antenna terminals 
over the same time and frequency band. The gen-
eral multi-user MIMO concept has been around 
for decades, but the vision of actually deploying 
BSs with more than a handful of service antennas 
is relatively new [1]. By coherent processing of 
the signals over the array, transmit precoding can 
be used in the downlink to focus each signal at 
its desired terminal, and receive combining can 

be used in the uplink to discriminate between 
signals sent from different terminals. The more 
antennas that are used, the finer the spatial 
focusing can be. An illustration of these concepts 
is given in Fig. 1a.

The canonical Massive MIMO system oper-
ates in time-division duplex (TDD) mode, where 
the uplink and downlink transmissions take place 
in the same frequency resource but are separated 
in time. The physical propagation channels are 
reciprocal — meaning that the channel respons-
es are the same in both directions — which can 
be utilized in TDD operation. In particular, 
Massive MIMO systems exploit the reciprocity 
to estimate the channel responses on the uplink 
and then use the acquired channel state infor-
mation (CSI) for both uplink receive combin-
ing and downlink transmit precoding of payload 
data. Since the transceiver hardware is generally 
not reciprocal, calibration is needed to exploit 
the channel reciprocity in practice. Fortunately, 
the uplink-downlink hardware mismatches only 
change by a few degrees over a one-hour period 
and can be mitigated by simple relative calibra-
tion methods, even without extra reference trans-
ceivers and by only relying on mutual coupling 
between antennas in the array [2].

There are several good reasons to operate in 
TDD mode. First, only the BS needs to know 
the channels to process the antennas coherently. 
Second, the uplink estimation overhead is pro-
portional to the number of terminals, but inde-
pendent of M, thus making the protocol fully 
scalable with respect to the number of service 
antennas. Furthermore, basic estimation theory 
tells us that the estimation quality (per antenna) 
cannot be reduced by adding more antennas at 
the BS — in fact, the estimation quality improves 
with M if there is a known correlation structure 
between the channel responses over the array [3].

Since fading makes the channel responses 
vary over time and frequency, the estimation 
and payload transmission must fit into a time/
frequency block where the channels are approx-
imately static. The dimensions of this block are 
essentially given by the coherence bandwidth Bc 
Hz and the coherence time Tc s, which fit t = 
BcTc transmission symbols. Massive MIMO can 
be implemented using either single-carrier or 
multi-carrier modulation. We consider multi-car-
rier orthogonal frequency-division multiplexing 
(OFDM) modulation here for simplicity, because 
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the coherence block has a neat interpretation: 
it spans a number of subcarriers over which the 
channel frequency response is constant, and a 
number of OFDM symbols over which the chan-
nel is constant (Fig. 1a). The channel coherency 
depends on the propagation environment, user 
mobility, and carrier frequency.

Linear Processing

The payload transmission in Massive MIMO 
is based on linear processing at the BS. In the 
uplink, the BS has M observations of the multi-
ple access channel from the K terminals. The BS 
applies linear receive combining to discriminate 
the signal transmitted by each terminal from the 
interfering signals. The simplest choice is max-
imum ratio (MR) combining, which uses the 
channel estimate of a terminal to maximize the 
strength of that terminal’s signal by adding the 
signal components coherently. This results in a 
signal amplification proportional to M, which is 
known as an array gain. Alternative choices are 
zero-forcing (ZF) combining, which suppresses 
inter-cell interference at the cost of reducing the 
array gain to M – K + 1, and minimum mean 
squared error (MMSE) combining that balances 
between amplifying signals and suppressing inter-
ference.

Receive combining creates one effective scalar 
channel per terminal where the intended signal is 
amplified and/or the interference is suppressed. 
Any judicious receive combining will improve by 
adding more BS antennas, since there are more 
channel observations to utilize. The remaining 

interference is typically treated as extra additive 
noise; thus, conventional single-user detection 
algorithms can be applied. Another benefit of 
the combining is that small-scale fading averages 
out over the array, in the sense that its variance 
decreases with M. This is known as channel hard-
ening and is a consequence of the law of large 
numbers.

Since the uplink and downlink channels are 
reciprocal in TDD systems, there is a strong con-
nection between receive combining in the uplink 
and transmit precoding in the downlink [4]. This 
is known as uplink-downlink duality. Linear pre-
coding based on MR, ZF, or MMSE principles 
can be applied to focus each signal on its desired 
terminal (and possibly mitigate interference 
toward other terminals).

Many convenient closed-form expressions for 
the achievable uplink or downlink spectral effi-
ciency (per cell) can be found in the literature 
[4–6, references therein]. We provide an example 
for i.i.d. Rayleigh fading channels with MR pro-
cessing, just to show how beautifully simple these 
expressions are: 

(1)

K ⋅ 1− K
τ

⎛
⎝⎜

⎞
⎠⎟ ⋅ log2 1+

cCSI ⋅M ⋅SNRu/d
K ⋅SNRu/d +1

⎛
⎝⎜

⎞
⎠⎟

[bit/s/Hz/cell]  
where K is the number of terminals, (1 – (K/t)) is 
the loss from pilot signaling, and SNRu/d equals 
the uplink signal-to-noise ratio (SNR), SNRu, 
when Eq. 1 is used to compute the uplink perfor-
mance. Similarly, we let SNRu/d be the downlink 

Figure 1. Example of a Massive MIMO system: a) illustration of the uplink and downlink in line-of-sight 
propagation, where each BS is equipped with M antennas and serves K terminals. The TDD trans-
mission frame consists of t = BcTc symbols. By capitalizing on channel reciprocity, there is payload 
data transmission in both the uplink and downlink, but only pilot transmission in the uplink; b) photo 
of the antenna array of the LuMaMi testbed at Lund University in Sweden [2]. The array consists of 
160 dual-polarized patch antennas. It is designed for a carrier frequency of 3.7 GHz, and the element 
spacing is 4 cm (half a wavelength).
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SNR, SNRd, when Eq. 1 is used to measure the 
downlink performance. In both cases, cCSI = (1 
+ 1/(K·SNRu))–1 is the quality of the estimated 
CSI, proportional to the mean squared power 
of the MMSE channel estimate (where cCSI = 1 
represents perfect CSI). Notice how the numera-
tor inside the logarithm increases proportionally 
to M due to the array gain and that the denomi-
nator represents the interference plus noise.

While canonical Massive MIMO systems 
operate with single-antenna terminals, the tech-
nology also handles N-antenna terminals. In this 
case, K denotes the number of simultaneous data 
streams, and Eq. 1 describes the spectral effi-
ciency per stream. These streams can be divided 
over anything from K/N to K terminals, but we 
focus on N = 1 in this article for clarity in pre-
sentation.

Myths and Misunderstandings  
About Massive MIMO

The interest in Massive MIMO technology has 
grown quickly in recent years, but at the same 
time we have noticed that there are several 
widespread myths or misunderstandings around 
its basic characteristics. This article inspects 10 
common beliefs concerning Massive MIMO and 
explains why they are erroneous.

Myth 1: Massive MIMO Is Only Suitable for 
Millimeter-Wave Bands

Antenna arrays are typically designed with an 
antenna spacing of at least lc/2, where lc is the 
wavelength at the intended carrier frequency fc. 
Larger antenna spacings provide less correlated 
channel responses over the antennas and thus 
more spatial diversity, but the important thing 
in Massive MIMO is that each terminal has dis-
tinct spatial channel characteristics and not that 
the antennas observe uncorrelated channels. 
The wavelength is inversely proportional to fc, 
thus smaller form factors are possible at high-
er frequencies (e.g., in millimeter bands). Nev-
ertheless, Massive MIMO arrays have realistic 
form factors also at a typical cellular frequen-
cy of fc = 2 GHz; the wavelength is lc = 15 cm 
and up to 400 dual-polarized antennas can thus 
be deployed in a 1.5  1.5 m array. This should 
be compared to contemporary cellular networks 
that utilize vertical panels, around 1.5 m tall and 
20 cm wide, each comprising many interconnect-
ed radiating elements that provide a fixed direc-
tional beam. A 4-MIMO setup uses four such 
panels with a combined area comparable to the 
exemplified Massive MIMO array.

Example: Figure 1b shows a picture of the array 
in the LuMaMi Massive MIMO testbed [2]. It is 
designed for a carrier frequency of fc = 3.7 GHz, 
which gives lc = 8.1 cm. The panel is 60  120 
cm (i.e., equivalent to a 53-in flat-screen TV) 
and features 160 dual-polarized antennas, while 
leaving plenty of room for additional antenna 
elements. Such a panel could easily be deployed 
at the facade of a building.

The research on Massive MIMO has thus far 
focused on cellular frequencies below 6 GHz, 
where the transceiver hardware is very mature. 
The same concept can definitely be applied in 

millimeter-wave bands as well — many anten-
nas might even be required in these bands since 
the effective area of an antenna is much small-
er. However, the hardware implementation will 
probably be quite different from what has been 
considered in the Massive MIMO literature [7]. 
Moreover, for the same mobility the coherence 
time will be an order of magnitude shorter due 
to higher Doppler spread [8], which reduces the 
spatial multiplexing capability. In summary, Mas-
sive MIMO for cellular bands and for millime-
ter bands are two feasible branches of the same 
tree, where the former is mature, and the latter 
is greatly unexplored and possesses many exciting 
research opportunities.

Myth 2: Massive MIMO Only Works in Rich-
Scattering Environments

The channel response between a terminal and 
the BS can be represented by an M-dimensional 
vector. Since the K channel vectors are mutually 
non-orthogonal in general, advanced signal pro-
cessing (e.g., dirty paper coding) is needed to 
suppress interference and achieve the sum capac-
ity of the multi-user channel. Favorable propaga-
tion (FP) denotes an environment where the K 
users’ channel vectors are mutually orthogonal 
(i.e., their inner products are zero). FP channels 
are ideal for multi-user transmission since the 
interference is removed by simple linear process-
ing (i.e., MR and ZF) that utilizes the channel 
orthogonality [9]. The question is whether there 
are any FP channels in practice.

An approximate form of favorable propaga-
tion is achieved in non-line-of-sight (non-LOS) 
environments with rich scattering, where each 
channel vector has independent stochastic entries 
with zero mean and identical distribution. Under 
these conditions, the inner products (normalized 
by M) go to zero as more antennas are added; 
this means that the channel vectors get closer 
and closer to orthogonal as M increases. The suf-
ficient condition above is satisfied for Rayleigh 
fading channels, which are considered in the 
vast majority of works on Massive MIMO, but 
approximate favorable propagation is obtained in 
many other situations as well.

Example: Suppose the BS uses a uniform linear 
array (ULA) with half-wavelength antenna spac-
ing. We compare two extreme opposite environ-
ments in Fig. 2a: non-LOS isotropic scattering 
(i.i.d. Rayleigh fading) and LOS propagation. 
In the LOS case, the angle to each terminal 
determines the channel, and this angle is uni-
formly distributed. The simulation considers M 
= 100 service antennas, K = 12 terminals, per-
fect CSI, and an uplink SNR of SNRu = –5 dB. 
The figure shows the cumulative probability of 
achieving a certain sum capacity, and the dashed 
vertical lines in Fig. 2a indicate the sum capacity 
achieved under FP.

The isotropic scattering case provides, as 
expected, a sum capacity close to the FP upper 
bound. The sum capacity in the LOS case is sim-
ilar to that of isotropic scattering in the majority 
of cases, but there is a 10 percent risk that the 
LOS performance loss is more than 10 percent. 
The reason is that there is substantial probability 
that two terminals have similar angles [9]. A sim-
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ple solution is to drop a few “worst” terminals 
from service in each coherence block; Fig. 2a 
illustrates this by dropping 2 out of the 12 termi-
nals. In this case, LOS propagation offers similar 
performance as isotropic fading.

Since isotropic and LOS propagation repre-
sent two rather “extreme” environments, and 
both are favorable for the operation of Massive 
MIMO, we expect that real propagation environ-
ments — which are likely to lie between these 
extremes — would also be favorable. This obser-
vation offers an explanation for the FP charac-
teristics of Massive MIMO channels consistently 
seen in measurement campaigns (e.g., in [10]).

Myth 3: Massive MIMO Performance Can Be 
Achieved by Open-Loop Beamforming Techniques

The precoding and combining in Massive MIMO 
rely on measured/estimated channel responses to 
each of the terminals and provide an array gain 
of cCSIM in any propagation environment [9] — 
without relying on any particular array geome-
try or calibration. The BS obtains estimates of 
the channel responses in the uplink by receiving 
K mutually orthogonal pilot signals transmitted 
by the K terminals. Hence, the required pilot 
resources scale with K but not with M.

By way of contrast, open-loop beamforming 
(OLB) is a classic technique where the BS has a 
codebook of L predetermined beamforming vec-
tors and sends a downlink pilot sequence through 
each of them. Each terminal then reports which 
of the L beams has the largest gain and feeds 
back an index in the uplink (using log2(L) bits). 
The BS transmits to each of the K terminals 
through the beam that each terminal reported 
to be the best. OLB is particularly intuitive in 
LOS propagation scenarios, where the L beam-
forming vectors correspond to different angles of 
departure from the array. The advantage of OLB 
is that no channel reciprocity or high-rate feed-
back is needed. There are two serious drawbacks, 
however. First, the pilot resources required are 
significant, because L pilots are required in the 
downlink and L should be proportional to M (in 
order to explore and enable exploitation of all 
channel dimensions). Second, the log2(L)-bits-
per-terminal feedback does not enable the BS to 
learn the channel responses accurately enough to 
facilitate true spatial multiplexing. This last point 
is illustrated by the next example.

Example: Figure 2b compares the array gain of 
Massive MIMO with that of OLB for the same 
two cases as in Myth 2:
•	Non-LOS isotropic scattering (i.i.d. Rayleigh 

fading)
•	LOS propagation with a ULA
The linear array gain with MR processing is 
cCSIM, where cCSI = (1 + 1/(K · SNRu))–1 is the 
quality of the CSI (proportional to the mean-
squared power of the estimate). With K = 12 
and SNRu = –5 dB, the array gain is cCSIM  
0.79M for Massive MIMO in both cases. For 
OLB, we use the codebook size of L = M for M 
≤ 50 and L = 50 for M > 50 in order to model 
a maximum permitted pilot overhead. The code-
books are adapted to each scenario by quantiz-
ing the search space uniformly. OLB provides 
a linear slope in Fig. 2b for M ≤ 50 in the LOS 

case, but the array gain saturates when the maxi-
mum codebook size manifests itself — this would 
happen even earlier if the antennas are slightly 
misplaced in the ULA. The performance is much 
worse in the isotropic case, where only the log-
arithmic array gain log(M) is obtained before 
the saturation occurs. The explanation is the 
finite-size codebook, which needs to quantize 
all M dimensions in the isotropic case since all 
directions of the M-dimensional channel vector 
are equally probable. In contrast, an LOS chan-
nel direction is fully determined by the angle 
of arrival, and thus the codebook only needs to 
quantize this angle.

In summary, conventional OLB provides 
decent array gains for small arrays in LOS prop-
agation, but is not scalable (in terms of overhead 
or array tolerance) and not able to handle isotro-
pic fading. In practice, the channel of a particular 
terminal might not be isotropically distributed, 

Figure 2. Comparison of system behavior with i.i.d. Rayleigh fading and LOS 
propagation. There are K = 12 terminals and SNRu = –5 dB: a) cumula-
tive distribution of the uplink sum capacity with M = 100 service anten-
nas, when either all 12 terminals or only the 10 best terminals are served; 
b) average array gain achieved for different number of service antennas. 
The uplink channel estimation in Massive MIMO always provides a linear 
slope, while the performance of open-loop beamforming depends strongly 
on the propagation environment and codebook size.
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but have distinct statistical spatial properties. The 
codebook in OLB unfortunately cannot be tai-
lored to a specific terminal, but needs to explore 
all channel directions that are possible for the 
array. For large arrays with arbitrary propagation 
properties, the channels must be measured by 
pilot signaling as is done in the Massive MIMO 
protocol.

Myth 4: The Case for Massive MIMO  
Relies on Asymptotic Results

The seminal work [1] on Massive MIMO stud-
ied the asymptotic regime where the number of 
service antennas M  ∞. Numerous later works, 
including [4–6], have derived closed-form achiev-
able spectral efficiency expressions (unit: bits per 
second per Hertz) that are valid for any num-
ber of antennas and terminals, any SNR, and any 
choice of pilot signaling. These formulas do not 
rely on idealized assumptions such as perfect CSI, 
but rather on worst case assumptions regarding 
the channel acquisition and signal processing. 
Although the total spectral efficiency per cell is 
greatly improved with Massive MIMO technolo-
gy, the anticipated performance per user lies in 
the conventional range of 1–4 b/s/Hz [4]. This 
is part of the range where off-the-shelf channel 
codes perform close to the Shannon limits.

Example: To show these properties, Fig. 3 
compares the empirical link performance of a 
Massive MIMO system with the uplink spectral 
efficiency expression in Eq. 1. We consider M 
= 100 service antennas, K = 30 terminals, and 
estimated channels using one pilot per termi-
nal. Each terminal transmits with quadrature 
phase shift keying (QPSK) modulation followed 
by low density parity check (LDPC) coding with 
rate 1/2, leading to a net spectral efficiency of 
1 b/s/Hz/terminal; that is, 30 b/s/Hz in total for 
the cell. By equating Eq. 1 to the same target 
of 30 b/s/Hz, we obtain the uplink SNR thresh-
old SNRu = –13.94 dB as the value needed to 
achieve this spectral efficiency.

Figure 3 shows the bit error rate (BER) 

performance for different lengths of the code-
words, and the BER curves drop quickly as the 
length of the codewords increases. The vertical 
line indicates SNRu = –13.94 dB, where zero 
BER is achievable as the codeword length goes 
to infinity. Performance close to this bound is 
achieved even at moderate codeword lengths, 
and part of the gap is also explained by the shap-
ing loss of QPSK modulation and the fact that 
the LDPC code is optimized for additive white 
Gaussian noise (AWGN) channels (which is 
actually a good approximation in Massive MIMO 
due to the channel hardening). Hence, expres-
sions such as Eq. 1 are well suited to predict the 
performance of practical systems and useful for 
resource allocation tasks such as power control 
(see Myth 9).

Myth 5: Too Much Performance Is Lost  
by Linear Processing

Favorable propagation, where the terminals’ 
channels are mutually orthogonal, is a property 
that is generally not fully satisfied in practice; see 
Myth 2. Whenever there is a risk for inter-user 
interference, there is room for interference sup-
pression techniques. Nonlinear signal processing 
schemes achieve the sum capacity under perfect 
CSI: dirty paper coding (DPC) in the downlink 
and successive interference cancellation (SIC) in 
the uplink. DPC/SIC remove interference in the 
encoding/decoding step by exploiting knowledge 
of what certain interfering streams will be. In 
contrast, linear processing can only reject inter-
ference by linear projections (e.g., as done with 
ZF). The question is how much performance is 
lost by linear processing as compared to the opti-
mal DPC/SIC.

Example: A quantitative comparison is provid-
ed in Fig. 4a considering the sum capacity of a 
single cell with perfect CSI (since the capacity is 
otherwise unknown). The results are represen-
tative for both the uplink and downlink due to 
duality. There are K = 20 terminals and a vari-
able number of service antennas. The channels 
are i.i.d. Rayleigh fading and SNRu = SNRd = 
–5 dB.

Figure 4a shows that there is indeed a perfor-
mance gap between the capacity-achieving DPC/
SIC and the suboptimal ZF, but the gap reduces 
quickly with M since the channels decorrelate 
— all the curves get closer to the FP curve. Non-
linear processing only provides a large gain over 
linear processing when M  K, while the gain 
is small in Massive MIMO cases with M/K > 2. 
Interestingly, we can achieve the same perfor-
mance as with DPC/SIC by using ZF processing 
with a few extra antennas (e.g., 10 antennas in 
this example), which is a reasonable price to pay 
for the much relaxed computational complexi-
ty of ZF. The gap between ZF and MR shrinks 
considerably when inter-cell interference is con-
sidered, as shown below.

Myth 6: Massive MIMO Requires an Order of 
Magnitude More Antennas than Users

 For a given set of terminals, the spectral effi-
ciency always improves by adding more service 
antennas, because of the larger array gain and 
the FP property described in Myth 2. This might 

Figure 3. Empirical uplink link performance of Massive MIMO with M = 100 
antennas and K = 30 terminals using QPSK modulation with 1/2 coding 
rate and estimated channels. The vertical red line is the SNR threshold 
where zero BER can be achieved for infinitely long codewords, according 
to the spectral efficiency expression in Eq. 1.
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be the reason Massive MIMO is often referred 
to as systems with at least an order of magni-
tude more service antennas than terminals; that 
is, M/K > 10. In general, the number of service 
antennas, M, is fixed in a deployment and not a 
variable, while the number of terminals, K, is the 
actual design parameter. The scheduling algo-
rithm decides how many terminals are admitted 
in a certain coherence block, with the goal of 
maximizing some predefined system performance 
metric.

Example: Suppose the sum spectral efficiency is 
the metric considered in the scheduler. Figure 4b 
shows this metric as a function of the number of 
scheduled terminals for a multi-cellular Massive 
MIMO deployment of the type considered in [4]. 
There are M = 100 service antennas per cell. The 
results are applicable in both the uplink and the 
downlink if power control is applied to provide 
an SNR of –5 dB for every terminal. A relatively 
short coherence block of t = 200 symbols is con-
sidered, and the pilot reuse across cells is opti-
mized (this is why the curves are not smooth). 
The operating points that maximize the perfor-
mance for ZF and MR processing are marked, 
and the corresponding values of the ratio M/K 
are indicated. Interestingly, the optimized oper-
ating points are all in the range M/K < 10; thus, 
it is not only possible to let M and K be at the 
same order of magnitude, it can even be desir-
able. With MR processing, the considered Mas-
sive MIMO system operates efficiently also at M 
= K = 100, which gives M/K = 1; the rate per 
terminal is small at this operating point, but the 
sum spectral efficiency is not. We also stress that 
there is a wide range of K-values that provides 
almost the same sum performance, showing the 
ability to share the throughput between many or 
few terminals by scheduling.

In summary, there are no strict requirements 
on the relation between M and K in Massive 
MIMO. If one would like to give a simple defi-
nition of a Massive MIMO setup, it is a system 
with unconventionally many active antenna ele-
ments, M, that can serve an unconventionally 
large number of terminals, K. One should avoid 
specifying a certain ratio M/K, since it depends 
on a variety of conditions, such as the system 
performance metric, propagation environment, 
and coherence block length.

Myth 7: A New Terminal Cannot Join the System 
Since There is No Initial Array Gain 

The coherent processing in Massive MIMO 
improves the effective SNR by a factor cCSIM, 
where 0 < cCSI ≤ 1 is the CSI quality (see Myth 
3 for details). This array gain enables the system 
to operate at lower SNRs than contemporary sys-
tems. As seen from the factor cCSI, the BS needs 
to estimate the current channel response, based 
on uplink pilots, to capitalize on the array gain. 
When a previously inactive terminal wishes to 
send or request data, it can therefore pick one of 
the unused pilot sequences and contact the BS 
using that pilot. The system can, for example, be 
implemented by reserving a few pilots for ran-
dom access, while all active terminals use other 
pilots to avoid collisions. It is less clear how the 
BS should act when contacting a terminal that 

is currently inactive; it cannot exploit any array 
gain since this terminal has not sent a pilot.

This question was considered in [11], and the 
solution is quite straightforward to implement. 
Instead of sending precoded downlink signals 
to the K terminals, the BS can occasionally uti-
lize the same combined transmit power to only 
broadcast control information within the cell 
(e.g., to contact inactive terminals). Due to the 
lack of array gain, this broadcast signal will be 
cCSIM/K times weaker than the user-specific pre-
coded signals. We recall that M/K < 10 at many 
operating points of practical interest, which was 
noted in Myth 6 and exemplified in Fig. 4b. The 
“loss” cCSIM/K in effective SNR is partially com-
pensated by the fact that the control signals are 
not exposed to intra-cell interference, while fur-
ther improvements in reliability can be achieved 

Figure 4. Sum spectral efficiency for i.i.d. Rayleigh fading channels with linear 
processing: a) the sum capacity achieved by DPC/SIC is compared to lin-
ear processing, assuming perfect CSI, no inter-cell interference, and K = 
20 terminals. The loss incurred by linear processing is large when M  K, 
but reduces quickly as the number of antennas increases. In fact, ZF with 
around M + 10 antennas gives performance equivalent to the capacity 
with M antennas; b) performance in a multi-cellular system with a coher-
ence block of t = 200 symbols, M = 100 service antennas, estimated CSI, 
and an SNR of –5 dB. The performance is shown as a function of K, with 
ZF and MR processing. The maximum at each curve is marked, and it is 
clear that M/K < 10 at these operating points.
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using stronger channel codes. Since there is no 
channel hardening, we can also use classical 
diversity schemes, such as space-time codes and 
coding over subcarriers, to mitigate small-scale 
fading.

In summary, control signals can also be trans-
mitted from large arrays without the need for an 
array gain. The numerical examples in [11] show 
that the control data rate is comparable to the 
individual precoded payload data rates at typi-
cal operating points (due to the lack of intra-cell 
interference and the concentration of transmit 
power), but the multiplexing gain is lost since 
one signal is broadcasted instead of precoded 
transmission of K separate signals.

Myth 8: Massive MIMO  
Requires High Precision Hardware

One of the main features of Massive MIMO is 
coherent processing over the M service antennas, 
using measured channel responses. Each desired 
signal is amplified by adding the M signal compo-
nents coherently, while uncorrelated undesired 
signals are not amplified since their components 
add up noncoherently.

Receiver noise and data signals associated 
with other terminals are two prime examples of 
undesired additive quantities that are mitigat-
ed by coherent processing. There is also a third 
important category: distortions caused by impair-
ments in the transceiver hardware. There are 
numerous impairments in practical transceivers; 
for example, nonlinearities in amplifiers, phase 
noise in local oscillators, quantization errors 
in analog-to-digital converters, I/Q imbalanc-
es in mixers, and non-ideal analog filters. The 
combined effect of these impairments can be 
described either stochastically [12] or by hard-
ware-specific deterministic models [13]. In any 
case, most hardware impairments result in addi-
tive distortions that are substantially uncorrelat-
ed with the desired signal, plus a power loss and 
phase rotation of the desired signals. The additive 
distortion noise caused at the BS has been shown 
to vanish with the number of antennas [12], just 
like conventional noise and interference, while 
the phase rotations from phase noise remain but 
are not more harmful to Massive MIMO than to 
contemporary systems. We refer to [12, 13] for 
numerical examples that illustrate these facts.

In summary, the Massive MIMO gains do not 
require high-precision hardware; in fact, lower 
hardware precision can be handled than in con-
temporary systems since additive distortions are 
suppressed in the processing. Another reason for 
the robustness is that Massive MIMO can achieve 
extraordinary spectral efficiencies by transmit-
ting low-order modulations to a multitude of 
terminals, while contemporary systems require 
high-precision hardware to support high-order 
modulations to a few terminals.

Myth 9: With So Many Antennas,  
Resource Allocation and Power Control Are  

Hugely Complicated
Resource allocation usually means that the 
time-frequency resources are divided between 
the terminals to satisfy user-specific perfor-
mance constraints, find the best subcarriers for 
each terminal, and combat the small-scale fading 

by power control. Frequency-selective resource 
allocation can bring substantial improvements 
when there are large variations in channel quality 
over the subcarriers, but it is also demanding in 
terms of channel estimation and computation-
al overhead since the decisions depend on the 
small-scale fading, which varies on the order of 
milliseconds. If the same resource allocation con-
cepts were applied in Massive MIMO systems, 
with tens of terminals at each of the thousands of 
subcarriers, the complexity would be huge.

Fortunately, the channel hardening effect in 
Massive MIMO means that the channel varia-
tions are negligible over the frequency domain 
and mainly depend on large-scale fading in the 
time domain, which typically varies 100–1000 
times slower than small-scale fading. This renders 
the conventional resource allocation concepts 
unnecessary. The whole spectrum can be simulta-
neously allocated to each active terminal, and the 
power control decisions are made jointly for all 
subcarriers based only on the large-scale fading 
characteristics.

Example: Suppose we want to provide uniformly 
good performance to the terminals in the down-
link. This resource allocation problem is only 
nontrivial when the K terminals have different 
average channel conditions. Hence, we associate 
the kth terminal with a user-specific CSI quality 
cCSI,k, a nominal downlink SNR value of SNRd,k 
when the transmit power is shared equally over 
the terminals, and a power-control coefficient hk 
 [0, K] that is used to reallocate the power over 
the terminals (under the constraint SK

k=1 hk  K). 
By generalizing the spectral efficiency expression 
in Eq. 1 to cover these user-specific properties 
(and dropping the constant pre-log factor), we 
arrive at the following optimization problem: 

(2)

maximize
η1,…,ηK∈[0,K ]

ηk≤Kk∑

min
k
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cCSI, k ⋅M ⋅SNRd,k ⋅ ηk

SNRd,k ηi +1
i=1
K∑

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

!
maximize

η1,…,ηK∈[0,K ]
ηk≤K , R≥0k∑

R

    subject to       
  cCSI, k ⋅M ⋅SNRd,k ⋅ ηk ≥

(2R −1) SNRd,k ηi +1
i=1

K

∑
⎛

⎝
⎜

⎞

⎠
⎟  for k = 1,…, K .

 

This resource allocation problem is known as 
max-min fairness, and since we maximize the 
worst terminal performance, the solution gives 
the same performance to all terminals. The sec-
ond formulation in Eq. 2 is the epigraph form of 
the original formulation. From this reformula-
tion it is clear that all the constraints are linear 
functions of the power-control coefficients h1, …, 
hK; thus, Eq. 2 is a linear optimization problem 
for every fixed worst terminal performance R. 
The whole problem is solved by line search over 
R to find the largest R for which the constraints 
are feasible. In other words, the power control 
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optimization is a so-called quasi-linear problem 
and can be solved by standard techniques (e.g., 
interior point methods) with low computational 
complexity. We stress that the power control in 
Eq. 2 only depends on the large-scale fading; the 
same power control can be applied on all subcar-
riers and over a relatively long time period.

To summarize, the resource allocation can be 
greatly simplified in Massive MIMO systems. It 
basically reduces to admission control (which ter-
minals should be active) and long-term power 
control (in many cases a quasi-linear problem). 
The admitted terminals may use the full band-
width — there is no need for frequency-selective 
allocation when there is no frequency-selective 
fading. The complexity of power control prob-
lems such as Eq. 2 scales with the number of 
terminals, but is independent of the number of 
antennas and subcarriers.

Myth 10: With So Many Antennas, the Signal 
Processing Complexity Will Be Overwhelming 

The baseband processing is naturally more com-
putationally demanding when having M > 1 BS 
antennas that serve K > 1 terminals, compared 
to only serving one terminal using one anten-
na port. The important question is how fast the 
complexity increases with M and K; is the com-
plexity of a typical Massive MIMO setup man-
ageable using contemporary or future hardware 
generations, or is it totally off the charts?

In an OFDM implementation of Massive 
MIMO, the signal processing needs to take care 
of a number of tasks; for example, fast Fourier 
transform (FFT), channel estimation using uplink 
pilots, precoding/combining of each payload data 
symbol (a matrix-vector multiplication), and 
computation of the precoding/combining matri-
ces. The complexity of these signal processing 
tasks scales linearly with the number of service 
antennas, and everything except the FFT com-
plexity also increases with the number of termi-
nals. The computation of a precoding/combining 
matrix depends on the processing scheme: MR 
has linear scaling with K, while ZF/MMSE have 
faster scaling since these involve matrix inver-

sions. Nevertheless, all of these processing tasks 
are standard operations for which the required 
number of floating point operations per second 
(flops) are straightforward to compute [14]. This 
can provide rough estimates of the true complex-
ity, which also depends strongly on the imple-
mentation and hardware characteristics.

Example: To exemplify the typical complexi-
ty, suppose we have 20 MHz bandwidth, 1200 
OFDM subcarriers, and an oversampling factor 
of 1.7 in the FFTs. Figure 5 shows how the com-
putational complexity depends on the length t 
of the coherence block and on the number of 
service antennas M. The number of terminals are 
taken as K = M/5, which was a reasonable ratio 
according to Fig. 4b. Results are given for both 
MR and ZF/MMSE processing at the BS. Each 
color in Fig. 5 represents a certain complexity 
interval, and the corresponding colored area 
shows the operating points that give a complex-
ity in this interval. The complexities can also be 
mapped into a corresponding power consump-
tion; to this end, we consider the state-of-the-art 
digital signal processor (DSP) in [15] which has a 
computational efficiency of E = 12.8 Gflops/W.

Increasing the coherence block means that 
the precoding/combining matrices are computed 
less frequently, which reduces the computational 
complexity. This gain is barely visible for MR, 
but can be substantial for ZF/MMSE when there 
are many antennas and terminals (since the com-
plexity of the matrix inversion is then large). For 
the typical operating point of M = 200 antennas, 
K = 40 terminals, and t = 200 symbols, the com-
plexity is 559 Gflops with MR and 646 Gflops 
with ZF/MMSE. This corresponds to 43.7 W and 
50.5 W, respectively, using the exemplified DSP. 
These are feasible complexity numbers even with 
contemporary technology, in particular, because 
the majority of the computations can be par-
allelized and distributed over the antennas. It 
is only the computation of the precoding/com-
bining matrices and the power control that may 
require a centralized implementation.

In summary, the baseband complexity of Mas-

Figure 5. Computational complexity (in flops) of the main baseband signal processing operations in an OFDM Massive MIMO setup: 
FFTs, channel estimation, precoding/combining of payload data, and computation of precoding/combining matrices. The complex-
ity is also converted into an equivalent power consumption using a typical computational efficiency of 12.8 Gflops/W [15].

Co
he

re
nc

e 
bl

oc
k 

le
ng

th
  

 (s
ym

bo
ls)

[W] (Gflops)

Number of service antennas (M)

Co
he

re
nc

e 
bl

oc
k 

le
ng

th
  

  (
sy

m
bo

ls)
MR

 

 

10 100 1000
100

1000

10,000

Not
feasible

Number of service antennas (M)

ZF/MMSE

 

 

10 100 1000
100

1000

10,000

Co
he

re
nc

e 
Bl

oc
k 

Le
ng

th
 (s

ym
bo

ls)

1

10

100

1000

100

1000

10,000

11

Not
feasible



IEEE Communications Magazine • February 2016122

sive MIMO is well within the practical realm. 
The complexity difference between MR and ZF/
MMSE is relatively small since the precoding/
combining matrices are only computed once per 
coherence block — the bulk of the complexity 
comes from FFTs and matrix-vector multiplica-
tions performed on a per symbol basis.

The Critical Question

Can Massive MIMO Work in FDD Operation?
The canonical Massive MIMO protocol, illus-
trated in Fig. 1a, relies on TDD operation. This 
is because the BS processing requires CSI, and 
the overhead of CSI acquisition can be greatly 
reduced by exploiting channel reciprocity. Many 
contemporary networks are, however, operating 
in frequency-division duplex (FDD) mode, where 
the uplink and downlink use different frequency 
bands, and channel reciprocity cannot be har-
nessed. The adoption of Massive MIMO technol-
ogy would be much faster if the concept could be 
adapted to also operate in FDD. But the critical 
question is: can Massive MIMO work in FDD 
operation?

To explain the difference between TDD and 
FDD, we describe the related CSI acquisition 
overhead. Recall that the length of a coherence 
block is t = BcTc symbols. Massive MIMO in 
TDD mode uses K uplink pilot symbols per 
coherence block, and the channel hardening 
eliminates the need for downlink pilots. In con-
trast, a basic FDD scheme requires M pilot sym-
bols per coherence block in the downlink band, 
and K pilot symbols plus feedback of M chan-
nel coefficients per terminal on the uplink band 
(e.g., based on analog feedback using M symbols 
and multiplexing of K coefficients per symbol). 
Hence, it is the M + K uplink symbols per coher-
ence block that is the limiting factor in FDD. 
The feasible operating points (M, K) with TDD 

and FDD operations are illustrated in Fig. 6 as a 
function of t, and are colored based on the per-
centage of overhead that is needed.

The main message from Fig. 6 is that TDD 
operation supports any number of service anten-
nas, while there is a trade-off between anten-
nas and terminals in FDD operation. The extra 
FDD overhead might be of little importance 
when t = 5000 (e.g., in low-mobility scenarios 
at low frequencies), but it is a critical limitation 
when t = 200 (e.g., for high-mobility scenari-
os or at higher frequencies). For instance, the 
modest operating point of M = 100 and K = 
25 is marked in Fig. 6 for the case of t = 200. 
We recall that this was a good operating point 
in Fig. 4b. This point can be achieved with only 
12.5 percent pilot overhead in TDD operation, 
while FDD cannot even support it by spending 
50 percent of the resources on overhead sig-
naling. It thus appears that FDD can only sup-
port Massive MIMO in special low-mobility and 
low-frequency scenarios.

Motivated by the demanding CSI acquisition 
in FDD mode, several research groups have 
proposed methods to reduce the overhead; two 
excellent examples are [3, 8]. Generally speak-
ing, these methods assume that there is some 
kind of channel sparsity that can be utilized; for 
example, a strong spatial correlation where only 
a few strong eigendirections need to be estimat-
ed or the impulse responses are sparse in time. 
While these kinds of methods achieve their goals, 
we stress that the underlying sparsity assump-
tions are so far only hypotheses. Measurement 
results available in the literature indicate that 
spatial sparsity assumptions are questionable at 
lower frequencies (e.g., [10, Fig. 4]). At milli-
meter-wave frequencies, however, the channel 
responses may indeed be sparse [8].

The research efforts on Massive MIMO in 
recent years have established many of the key 
characteristics of the technology, but it is still 
unclear to what extent Massive MIMO can be 
applied in FDD mode. We encourage research-
ers to investigate this thoroughly in the coming 
years, to determine if any of the sparsity hypoth-
eses are indeed true or if there are some other 
ways to reduce the overhead signaling. Proper 
answers to these questions require intensive 
research activities and channel measurements.
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Abstract

Heterogeneous networks, which deploy small 
cells in the mmWave band underlying the mac-
rocell network, have attracted intense interest 
from both academia and industry. Different from 
the communication systems using lower carri-
er frequencies, mmWave communications have 
unique features, such as high propagation loss, 
directional communications, and sensitivity to 
blockage. Aiming to overcome the challenging 
problems in mmWave networks, such as interfer-
ence management, spatial reuse, anti-blockage, 
QoS guarantee, and load balancing, we architec-
turally borrow the ideas of heterogeneous cloud 
radio access networks and software-defined net-
working to propose a software-defined mmWave 
mobile broadband system via a cross-layer design 
approach. In this architecture, a centralized con-
troller is introduced by abstracting the control 
functions from the network layer to the phys-
ical layer. Through quantitative simulations in 
a realistic indoor scenario, we demonstrate the 
performance advantages of our system in terms 
of network throughput and flow throughput. This 
work is the first cross-layer and software-defined 
design for mmWave communications, which 
opens up an opportunity for mmWave commu-
nications to make a significant impact on future 
5G networks.

Introduction
With explosive growth of mobile traffic, hetero-
geneous networks (HetNets) with small cells 
deployed underlying the conventional homoge-
neous macrocell network have attracted intense 
interest from both academia and industry [1]. 
Since the spatial reuse gain of deploying small 
cells in the carrier frequencies employed in 
today’s cellular systems is fundamentally limited 
by interference constraints [2], there is increas-
ing interest in deploying small cells in higher 
frequency bands, such as the millimeter-wave 
(mmWave) bands, to significantly boost the net-
work capacity of HetNets. With huge bandwidth, 
small cells in the mmWave band are able to pro-
vide multiple gigabits per second transmission 
rate for a large number of wireless multimedia 
services such as uncompressed high definition 
television (HDTV), high-speed data transfer 
between devices, wireless gigabit Ethernet, and 

wireless gaming. Moreover, recent developments 
in transceiver components design have paved 
the way to practically and economically utiliz-
ing the mmWave band, and several standards 
on mmWave networks have been or are being 
defined to achieve multi-gigabit rates, for exam-
ple, IEEE 802.15.3c [3] and IEEE 802.11ad [4].

There are some fundamental differences 
between mmWave communications and existing 
communication systems using lower carrier fre-
quencies (e.g., from 900 MHz to 5 GHz). Due 
to the huge propagation loss, mmWave commu-
nications are range-limited and only suitable for 
local-range communications [5]. Consequently, 
the most likely scenarios for deploying mm Wave 
wireless personal area networks (WPANs) are 
conference rooms, living rooms, and enterprise 
cubicles [4]. On one hand, in order to overcome 
huge attenuation, beamforming (BF) has been 
adopted as an essential technique, and mmWave 
links are inherently directional [6]. With direc-
tional listening and transmitting, third party 
nodes cannot hear current transmissions, and 
carrier sensing is disabled, which is referred to 
as the famous deafness problem. On the other 
hand, mmWave links are vulnerable to blockage 
due to their weak ability to diffract around obsta-
cles such as furniture and human bodies. Block-
age by a human body penalizes the link budget 
by about 20 to 30 dB [5].

Due to the rapid growth of mobile data 
demands as well as to overcome the limited 
range of mmWave communications, in a practi-
cal mmWave mobile broadband system, the num-
ber of access points (APs) deployed over both 
public and private areas increases tremendously. 
For example, APs must be deployed densely in 
scenarios such as enterprise cubicles and confer-
ence rooms to provide seamless coverage. With 
APs densely deployed in indoor environments, 
interference among neighboring basic service sets 
(BSSs) cannot be neglected, and should be man-
aged efficiently to maximize concurrent transmis-
sions (spatial reuse) [7]. On the other hand, with 
multiple APs deployed, multi-AP diversity can 
also be utilized to overcome the blockage prob-
lem [8]. With the small coverage area of each 
AP, user mobility will cause significant load fluc-
tuations in each BSS. Consequently, handover, 
user association, and resource allocation have 
to be managed efficiently at each AP in concert 
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with other neighboring APs in order to achieve 
the desired goals such as mobility management 
and load balancing.

Clearly, coordination among APs must be 
explicitly considered in the design of mmWave 
mobile broadband systems. In traditional wire-
less networks, distributed coordination is usually 
exploited. Distributed coordination among APs, 
however, does not scale well [9], and the laten-
cy will increase significantly with the number of 
APs, which is unsuitable for mmWave commu-
nication systems where a time slot only lasts for 
a few microseconds. Moreover, with distributed 
coordination it is difficult to achieve the intelli-
gent control mechanisms required for complex 
operational environments that involve dynamic 
behavior of accessing users and temporal varia-
tions of the communication links. Thus, the tra-
ditional distributed network control mechanism 
may not be suitable for mmWave mobile broad-
band systems, and it is important and urgent to 
design a new paradigm at the architecture and 
system level for mmWave communication sys-
tems.

Heterogeneous cloud radio access networks 
(H-CRANs), as a new paradigm for improving 
both spectral efficiency and energy efficiency, 
suppress inter-tier interference and enhance the 
cooperative processing capabilities through com-
bination with cloud computing [10, 11]. On the 
other hand, software-defined networking (SDN) 
advocates separating the control plane and data 
plane, and abstracting the control functions of 
the network into a logically centralized controller 
[9].

In this article, we architecturally borrow the 
ideas of H-CRANs and SDN to propose a soft-
ware-defined mmWave mobile broadband system 
via a cross-layer design approach. In this archi-
tecture, we extend the original concept of SDN 
control by taking the functions of the physical 
layer into consideration as well, not just those 
of the network layer. Specifically, by abstracting 
the control functions of both layers, a logically 
centralized programmable control plane oriented 
toward both the network and physical layers is 
introduced, through which we achieve the fine-
grained control and flexible programmability of 
the system. The interfaces between the control 
plane and data plane are also defined to facilitate 
cross-layer control of the control plane. With the 
characteristics of mmWave communications con-
sidered, we overcome the challenging problems 
in the system such as interference management, 
spatial reuse, anti-blockage, QoS guarantee, and 
load balancing, by centralized and cross-layer 
control. To the best of our knowledge, we are the 
first to propose a software-defined mobile broad-
band system for mmWave communications via 
a cross-layer design approach. This software-de-
fined and cross-layer design opens up an oppor-
tunity for mmWave communications to make a 
significant impact on fifth generation (5G) net-
works.

The article is structured as follows. We first 
present a typical indoor scenario of the mmWave 
mobile broadband system. After offering the sys-
tem design goal and principle, we present the 
proposed cross-layer software defined mmWave 
mobile broadband system, and analyze its 

open problems and challenges. Then we show 
the advantages of the centralized control and 
cross-layer design through a typical application 
scenario for anti-blockage. Finally, we analyze 
how much gain we can achieve by leveraging 
such a cross-layer software-defined design by 
quantitative simulations.

System Overview
Typical Indoor Scenarios

As stated in the introduction, the most foresee-
able applications for mmWave communications 
are in the indoor environment. Figure 1 depicts 
a typical indoor scenario of an mmWave mobile 
broadband system, where three APs are deployed 
in the rooms, and they are connected to the gate-
way via fiber. In this environment, the accessing 
devices are naturally mobile, the movement tra-
jectories of which are illustrated as yellow dashed 
lines. In room 3, the line of sight (LOS) path 
between AP3 and the laptop is blocked by the 
sofa.

Design Goals

Before presenting the proposed system, we first 
summarize the design goals for the envisaged 
software-defined mmWave mobile broadband 
system.

Interference Management and Spatial Reuse: 
In mmWave WPANs, directional transmissions 
enable less interference between links. Howev-
er, due to the limited communication range, the 
interference between links cannot be neglected. 
The interference in an mmWave broadband sys-
tem can be divided into two portions: interfer-
ence within each BSS and interference among 
different BSSs. To enhance network capacity, the 
interference should be efficiently managed, and 
concurrent transmissions should be supported 
among different BSSs as well as within each BSS 
by global effective interference management and 
efficient concurrent transmission scheduling.

Robust Network Connectivity: To overcome 

Figure 1. A typical indoor application scenario of the software-defined 
mmWave mobile broadband system.
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the blockage problem, robust network connec-
tivity should be provided in a cross-layer manner 
to ensure good user experience. Beam switching 
to exploit non-LOS (NLOS) transmissions can 
be applied in the physical layer. Besides, relaying 
and multihop transmissions in the medium access 
control (MAC) layer can also be applied. With 
multiple APs deployed, for devices in the over-
lapping regions of BSSs, performing handovers 
in the network layer is also an effective way to 
overcome blockage through cooperation between 
APs.

Optimized Load Balance: With a small cover-
age area, user mobility will cause significant load 
fluctuations within each BSS. Thus, user asso-
ciation and handovers between APs should be 
carried out to achieve an optimized load balance 
through global and intelligent control of all APs 
in the system.

Flexible QoS Guarantee: The software-de-
fined mmWave broadband system should provide 
cross-layer QoS guarantees for different kinds 
of traffic in terms of latency, throughput, and 
connection reliability. In the physical layer, selec-
tion of modulation and coding schemes (MCSs) 
should be applied to meet different throughput 
requirements. In the MAC layer, scheduling of 
flows should be applied to meet the QoS require-
ment of each flow. In the network layer, hando-
vers between APs should also be performed to 
ensure the QoS of each flow.

System Architecture
Architecture Overview

In order to achieve the above design goals, we 
propose a cross-layer software-defined architec-
ture for the mmWave mobile broadband system, 
as illustrated in Fig. 2. In this architecture, the 
control functionalities from the physical layer to 
the network layer are incorporated in a central-
ized controller. The controller in our architecture 
encapsulates all the control logic functionality 
of the network, while the data plane consists of 
forwarding and wireless communication devic-
es, such as APs and gateway. The controller has 

two components: the central controller and local 
agents. The central controller usually resides on 
the gateway, makes the rules, and controls the 
behavior of the gateway and APs from a global 
perspective. Due to the inherent delay between 
the central controller and each AP [10], there 
is a local agent residing on each AP to adapt to 
the rapidly varying network states. The central 
controller and APs can be connected via wireless, 
fiber, Ethernet, or any form of backhaul links, 
which should have short delay to ensure the real-
time control of the central controller. To achieve 
efficient control from the network layer to the 
physical layer, the measurement interface and 
control interface between the controller and each 
data plane device are defined in our architecture. 
Through the measurement interface, network 
and application statuses, client positions, channel 
states, and other state parameters are reported 
to the controller periodically. On the other hand, 
through the control interface, control flows in the 
network layer, MAC layer, and physical layer are 
resolved and translated to the actions of APs and 
the gateway.

Interface

The interface between the controller and data 
plane devices consists of:
•	The measurement interface from the data 

plane devices to the controller
•	The control interface from the controller to 

the data plane devices

Measurement Interface: Through the mea-
surement interface, the controller obtains the 
local and global network states and application 
information from each AP and the gateway. Typ-
ical state parameters include client positions, 
channel states of links, BF information of clients, 
QoS requirements of flows, the number of clients 
under each AP, and so on. The data plane devic-
es periodically report the state parameters to the 
controller, which then dynamically updates its 
local and global network views.

Control Interface: The control interface 
for the data plane devices resolves the control 
flows from the controller and translates the con-
trol decisions to the actions of each AP or the 
gateway in the network layer, MAC layer, and 
physical layer. The control interface adopts the 
“match-action” strategy, and the control strate-
gies for the network layer and physical layer are 
quite different.

Network Layer Interface: Handovers, user 
association, and resource allocation are per-
formed through the control interface in the 
network layer. For example, forwarding pack-
ets from the gateway to the APs is controlled 
through this interface. Concurrent transmission 
schedules are also pushed to each AP through 
this control interface. The control interface oper-
ates on a table indexed by “Flow ID”. Flow ID 
is identified based on the function fields in the 
packet header, such as IP address and MAC 
address. Specifically, when the gateway receives 
a packet, it first checks whether this flow matches 
its control rules. If so, the gateway will execute 
the corresponding actions. For example, if dest 
IP = xx.xx.xx.xx, then forward to AP1.

Physical Layer Interface: The selection of 

Figure 2. Overview of our proposed architecture for the software-defined 
mmWave mobile broadband system.
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MCSs according to the channel conditions and 
traffic patterns, transmission power control, 
and BF between paired devices are complet-
ed through the control interface in the physical 
layer. Although the physical layer control inter-
face also operates on a table, the match fields, 
rules, and actions are quite different from those 
of the network layer control interface. Specifical-
ly, when an AP transmits a packet to a client, it 
first checks whether this flow matches its control 
rules. If so, the AP executes the corresponding 
actions. For example, if slot = xx and dest IP = 
xx.xx.xx.xx, then direct the beam toward client 2 
and transmit at 2 Gb/s.

Controller

Centralized Controller: The central con-
troller controls the data plane devices from the 
global perspective based on the up-to-date net-
work states obtained via the measurement inter-
face. Given the network states, the controller 
maintains and updates a global network state 
database, to which we refer as the “mmWave 
information center” (MIC). The MIC consists of 
the following elements.

•Interference Graph: A weighted and direc-
tional graph where each vertex represents one 
link, and the weight of each arc is the interfer-
ence level between the two links. The interfer-
ence level may be the interference power or 
other parameters to indicate the interference 
strength, such as the distance between the trans-
mitter of one link and the receiver of another 
link, and a binary variable to indicate whether 
the transmitter of one link is inside the exclu-
sive region (ER) of the receiver of another link 
[12]. The interference graph can be obtained 
according to the network state parameters from 
the measurement interface, such as client posi-
tions, BF information of clients, and other phys-
ical layer parameters, for example, transmission 
power, path loss exponent, and the cross-correla-
tion between two links.

•QoS Graph: A weighted and directional 
graph where each vertex represents a client or 
an AP in the network. The weight of each arc 
is the QoS requirements of each flow, such as 
throughput, latency, and connection reliability. 
The QoS graph can be obtained directly through 
the measurement interface.

•Link Quality Graph: A weighted and direc-
tional graph where each vertex represents a 
client or an AP in the network. The weight of 
each arc indicates the link quality, which may be 
the received signal strength at the receiver, the 
transmission rate that the link can support, or 
the frequency of the link outage. The link quality 
graph can be obtained from the transmission rate 
measurements of the links directly, or inferred 
from the network state parameters such as client 
positions and the number of link outages.

•Flow Statistics: These are the statistics of 
the ongoing flows, for example, the number of 
transmitted packets, the number of queued pack-
ets, and the number of flows under each AP.

Based on the MIC, the central controller can 
achieve effective and efficient radio resource 
allocation. For example, based on the interfer-
ence graph, QoS graph, and link quality graph, 
efficient concurrent scheduling algorithms can 

be implemented in the central controller to max-
imize spatial reuse, while effective interference 
management can be achieved based on the inter-
ference graph. Based on the link quality graph 
and the flow statistics, smoother handovers, and 
reduced dropped connections and ping-pong can 
be accomplished. The central controller can also 
achieve efficient load balancing based on the link 
quality graph and the flow statistics.

With more APs and users in the system, the 
workload of the central controller is getting 
heavy. To address this issue, the central con-
troller in our system can be implemented via a 
vertical approach with multiple controllers incor-
porated [14]. The central controller consists of 
multiple local controllers and one root controller. 
Each local controller is responsible for managing 
some APs and users, and the root controller is 
responsible for coordinating multiple local con-
trollers for global management and control. In 
this way, more APs and users can be managed 
by the central controller, and more complete and 
optimized control functions can be encapsulated 
in the central controller.

Local Agent: To alleviate the inherent delay 
from the central controller to each AP, a local 
agent is deployed at each AP to adapt rapidly to 
the varying channel conditions and traffic pat-
terns. Since the central controller makes control 
decisions based on the delayed state informa-
tion compared to the local agent, the control 
decisions from the local agent are more timely. 
When the control decisions from the central con-
troller conflict with those from the local agent, 
the control decisions from the local agent will be 
adopted by the control interface. Due to lower 
complexity of the local agent, the local agent is 
mainly in charge of delay-sensitive control func-
tions. For example, beam switching to exploit 
NLOS transmissions in case of sudden blockage 
is handled at the local agent. The local agent also 
selects the appropriate MCSs according to the 
fast varying channel conditions.

Control Overhead

The control overhead in the system mainly con-
sists of three parts: the network state information 
measurement through the measurement inter-
face, the control decision computation of the 
control plane, and the control flow forwarding 
from the control plane to the data plane.

Initially, complete network state informa-
tion measurements are performed to establish 
the MIC. With relatively low user mobility, the 
network states do not change all the time, and 
remain unchanged for a period. Thus, each kind 
of measurement is performed periodically to 
track the variations in the network state. The 
network state measurements within each BSS 
are managed by each AP, and the measurements 
among BSSs are performed via the cooperation 
of APs under the control of the central control-
ler. Then the network state information is sent to 
the central controller from the APs via the back-
haul links. With the gigabit-per-second transmis-
sion rate, this process can be completed quickly. 
At the same time, to limit the complexity and 
avoid excessive overhead, some state informa-
tion cannot be obtained in practice. In this case, 
some compensation information can be obtained 
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instead to estimate the required information. 
The overhead in the control decision computa-
tion of the control plane depends on the effi-
ciency of the algorithms employed in the central 
controller. Therefore, efficient and effective con-
trol algorithms are needed to reduce the control 
overhead and also achieve good performance. 
After the control decisions are obtained, the con-
trol flows are forwarded from the central con-
troller to the APs via the backhaul links. Then 
the control flows are distributed by the APs to 
users within the BSSs. With the gigabit-per-sec-
ond transmission rate, this process can also be 
completed in a short time.

Open Problems and Challenges
Measurements

In order for the central controller to obtain an 
accurate and comprehensive global view of the 
network, efficient measurement mechanisms are 
needed. There is already some work addressing 
this critical issue. For example, a bootstrapping 
scheme can be executed to obtain up-to-date net-
work topology and node location information 
[14], while a BF information table that records 
all the beamforming training results among cli-
ents can be established at the AP [15]. However, 
most of the current work focuses on the network 
state measurement within a BSS. For clients 
in the overlapped region of two BSSs, the link 
quality information and BF information between 
the clients and the neighboring APs are also 
required for tasks such as handover and inter-
ference management. Since concurrent transmis-
sions should be enabled among different BSSs as 
well as within each BSS, the interference caused 
by concurrent transmissions, especially among 
different BSSs, must be estimated as accurate as 
possible. On the other hand, with the dynamics 
due to user mobility considered, the measure-
ment algorithms should be able to track the vari-
ations in the network states in as little time as 
possible to reduce overhead. Therefore, efficient 
measurement algorithms are open problems that 

need to be extensively investigated to facilitate 
the deployment of such an mmWave mobile 
broadband system.

Algorithms Employed in the Centralized Controller

To achieve the design goals, effective and effi-
cient algorithms for transmission scheduling, load 
balancing, BF, anti-blockage, and power con-
trol are needed. Although there are many works 
on MAC protocols or scheduling algorithms 
for mmWave WPANs, most works focus on the 
scenario of a BSS [7] and do not consider the 
interference among different BSSs. Also, there 
are several approaches to overcome blockage, 
such as beam switching from an LOS path to an 
NLOS path, relaying [5], and multi-AP diversity 
[8]. In [8], multiple APs are deployed, and when 
the link between a client and an AP is blocked, 
another AP is selected to complete the remain-
ing transmission task. For transmissions between 
clients, beam switching to an NLOS path is usu-
ally a good choice. In some cases, however, the 
NLOS path is difficult to find, or for high-rate 
applications, the transmission rate supported 
by the NLOS path cannot meet the throughput 
requirement. In this case, relaying is an effective 
way to overcome blockage and even to improve 
the throughput [5]. Therefore, every approach 
has its advantages and shortcomings, and is only 
efficient in certain circumstances. With global 
and cross-layer control over the data plane devic-
es, how to combine these approaches and apply 
them appropriately to ensure robust network 
connectivity and improve network performance 
remains an open problem that warrants further 
investigation.

Dealing with Erroneous State Information

Due to the complexity of the indoor environment 
and the inherent delay between the central con-
troller and APs, there may be deviation and error 
in the obtained network state information. In this 
case, control decisions based on erroneous state 
information also have deviation and error. There-
fore, for some error-sensitive decisions, there 
should be mechanisms in the centralized algo-
rithms for the central controller to correct errors 
in the control decisions. After a control decision is 
made based on some state information, the relat-
ed network states should be monitored. When the 
network states do not match the control decision, 
the central controller should adjust the control 
decision accordingly, and also re-measure the pre-
vious network states the control decision on which 
was based. Besides, the algorithms in the central 
controller should be tolerant of the deviation in 
the state information to some extent to avoid sig-
nificant degradation in performance.

Application Scenarios
In this section, we present an example where 
beam switching and handovers are combined to 
overcome blockage in our proposed software-de-
fined mmWave mobile broadband system.

As illustrated in Fig. 3, a blockage occurs sud-
denly between AP1 and a mobile phone. In BSS1, 
this downlink flow is scheduled to transmit in the 
Mth time slot of the data transmission period. 
First, to ensure continuous connection, the local 
agent will command AP1 to switch its antenna 

Figure 3. An example of overcoming blockage in the software-defined 
mmWave mobile broadband system.
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toward the wall to exploit the NLOS path for 
transmission temporarily without severe inter-
ference to current transmissions. At the same 
time, AP1 reports the blockage to the central 
controller through the measurement interface. 
The NLOS path has additional path losses and 
can only support a throughput of 1 Gb/s, while 
the QoS requirement (throughput) of this flow is 
2 Gb/s. After the blockage has been reported to 
the central controller, to meet the QoS require-
ment of this flow, the central controller executes 
two actions. The first action is to check whether 
it is possible to schedule more time slots to this 
flow to meet its QoS requirement. Due to the 
heavy loads in BSS1, there is no additional time 
slot for this flow. Then the central controller exe-
cutes the second action, which is to check wheth-
er there is an LOS path between the client and 
a neighboring AP. The central controller finds 
that there is one LOS path between the mobile 
phone and AP2, and the path can also support 
a throughput of 1 Gb/s if one time slot is sched-
uled for this flow. At the same time, the central 
controller finds that currently there is no client 
under AP2, and there are enough time slots in 
BSS2 to meet the QoS requirement of this flow. 
Thus, the central controller issues the instruc-
tions to AP1 and AP2 to perform the handover 
of the mobile phone through the control inter-
face. After the handover, the packets of this flow 
are forwarded from the gateway to AP2, and in 
BSS2, time slots 1 and 2 are scheduled to this 
flow.

Performance Evaluation
We adopt a realistic network deployment 
to quantitatively evaluate the enhancement 
achieved by utilizing the software-defined 
cross-layer architecture for the mmWave mobile 
broadband system.

Targeted System

In the simulation, we target the scenario shown 
in Fig. 1. We adopt the superframe structure in 
IEEE 802.15.3c, where a superframe consists of 
the beacon period (BP), the contention access 
period (CAP), and the channel time allocation 
period (CTAP). There are at most 1000 time 

slots in CTAP, and time-division multiple access 
(TDMA) is adopted in CTAP. The duration of 
BP, CAP, CTAP, and each time slot is the same 
as that in [7]. A superframe is scheduled at each 
AP every 0.02 s, and the simulation time is 20 
s. The network state information from each AP 
and the gateway is fed back to the control plane 
through the measurement interface during the 
intervals between superframes. The control flows 
from the control plane are also distributed to each 
AP and the gateway through the control interface 
during the intervals between superframes.

In the simulation, we compare our soft-
ware-defined system with two traditional net-
works, denoted as network A and network B. In 
our system, an anti-blockage mechanism that 
combines beam switching and handovers between 
APs intelligently is applied. Besides, the selection 
of MCSs is achieved at both the local agent and 
the central controller according to the channel 
conditions, and the interference among BSSs is 
managed at the central controller. In contrast, no 
mechanism is adopted by network A to overcome 
blockage, while beam switching to exploit the 
NLOS path is applied by network B.

Results Analysis

We first compare the network throughput 
achieved by the two traditional networks to that 
obtained by our system. The throughputs attained 
by AP1, AP2, and AP3 as well as the overall 
network throughput are shown in Fig. 4a. We 
observe that our system increases the through-
puts of AP1, AP2, and AP3 as well as the overall 
network significantly, compared to the two tradi-
tional networks. Our system improves the overall 
network throughput by about 128 percent com-
pared to network A. Due to different traffic loads 
in different rooms, the increases of throughput 
achieved in different rooms are different. The 
increase achieved by AP1 is mainly due to the fact 
that in our network, when the blockage occurs in 
room 3, the local agent first exploits beam switch-
ing quickly to maintain connection, and then the 
central controller issues instructions to AP3 and 
AP1 to perform the handover of the laptop to 
achieve a high transmission rate. In the tradition-
al networks, however, such beneficial handover 

Figure 4. The network throughput and flow throughput comparison between our architecture and traditional networks: a) network 
throughput comparison; b) flow throughput comparison.
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will not happen due to the lack of cooperation 
between APs.

To evaluate the throughput enhancement 
for each flow achieved by our system, we also 
present the throughputs of three downlink flows 
to the mobile phone, the pad, and the laptop in 
room 3 in Fig. 4b. We can observe that our sys-
tem improves the flow throughputs of devices sig-
nificantly. Specifically, our system increases the 
throughput of the flow to the laptop in room 3 by 
about 162 percent compared to network B, and 
about 670 percent compared to network A, which 
is mainly due to the combined action of beam 
switching and the smooth handover between AP3 
and AP1 to overcome blockage. Besides, the 
channel transmission rates in our system can be 
adapted to the varying channel conditions by the 
selection of MCSs more quickly compared to the 
traditional networks.

Conclusions
Motivated by the ideas of H-CRANs and SDN, 
we have proposed a software-defined mmWave 
mobile broadband system, which achieves intel-
ligent and global control of the mobile network 
from the physical to the network layer by a cen-
tralized controller. We have also discussed its 
open problems and challenges, and quantitatively 
evaluated its performance advantages by simula-
tions targeting a realistic system. This study thus 
provides a novel design for mmWave communi-
cations, and it opens up a new research direction 
for mmWave communications to make a signifi-
cant impact on 5G mobile broadband.
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Abstract

With the development of mobile sensing and 
mobile social networking techniques, mobile 
crowd sensing and computing (MCSC), which 
leverages heterogeneous crowdsourced data for 
large-scale sensing, has become a leading para-
digm. Built on top of the participatory sensing 
vision, MCSC has two characteristic features: 
it leverages heterogeneous crowdsourced data 
from two data sources: participatory sensing 
and participatory social media; and it presents 
the fusion of human and machine intelligence 
in both the sensing and computing processes. 
This article characterizes the unique features and 
challenges of MCSC. We further present early 
efforts on MCSC to demonstrate the benefits of 
aggregating heterogeneous crowdsourced data.

Introduction
The effective use of the incredible and contin-
uous production of data coming from different 
sources (e.g., enterprises, the Internet of Things, 
online systems) will transform our life and work. 
Within this context, people are not only data 
consumers, but participate in different ways (e.g., 
smartphone sensing, online posting) in the data 
production process. In this article, we discuss the 
opportunities that heterogeneous human partici-
pation offer to systems and services that rely on 
large-scale sensing.

It is essential to first clarify the motivation 
of taking the human in the loop for large-scale 
sensing. In the past few years, researchers have 
studied the benefits of understanding urban/
community dynamics [1]. However, traditional 
stationary wireless sensor network deployments 
often fail to capture such dynamics because 
they either do not have enough sensing capa-
bilities or are limited in terms of scalability 
(e.g., high deployment and maintenance cost). 
Mobile crowd sensing and computing (MCSC) 
offers a new method of large-scale sensing and 
computing. On one hand, the sheer number of 
mobile devices (e.g., smartphones, tablets, wear-
able devices) and their inherent mobility provide 
the ability to sense and infer people’s context 
(e.g., ambient noise) in an unprecedented man-

ner. On the other hand, highly scalable sensing 
with mobile devices in combination with cloud 
computing support gives MCSC systems the scal-
ability and versatility properties that are often 
lacking in static deployments. Although it is quite 
difficult to attempt a formal definition of the 
MCSC paradigm, we could state that MCSC is 
a new sensing paradigm that empowers ordinary 
people to contribute data sensed or generated from 
their mobile devices, and aggregates and processes 
heterogeneous crowdsourced data in the cloud for 
intelligent service provision.

From the artificial intelligence (AI) perspec-
tive, MCSC is founded on a distributed prob-
lem solving model where crowds are engaged 
in complex problem solving procedures through 
open calls. The concept of crowd-powered 
problem solving has been explored in several 
research areas. The term “crowdsourcing” was 
coined in 2005 by Wired. The definition of the 
term crowdsourcing is as follows:1 the practice 
of obtaining needed services or content by solic-
iting contributions from a large group of peo-
ple, and especially from an online community. 
Wikipedia,2 where thousands of contributors 
from across the globe have collectively creat-
ed the world’s largest encyclopedia, is a typical 
example. MCSC extends this concept by going 
beyond the boundaries of online communities 
and reaching out to the mobile device user pop-
ulation for sensing participation. With participa-
tory sensing, first proposed by Burke et al. [2], 
we see for the first time solutions that require 
explicit human involvement in accomplishing 
sensing tasks. MCSC broadens the concept of 
participatory sensing from two aspects. First, 
it takes advantage of various forms of human 
participation in the mobile Internet era. Gener-
ally speaking, MCSC sensing modalities can be 
obtained from specific hardware sensors (e.g., 
accelerometers, cameras) available on mobile 
devices and from the information trail (e.g., 
social media posts) directly generated by users. 
Second, MCSC presents the fusion of human 
and machine intelligence in both the sensing 
and computing processes. The usage of het-
erogeneous crowdsourced data as well as the 
integration of human and machine intelligence 
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opens up new and unexpected opportunities. 
We use the following trip planning scenario to 
showcase the characteristics of MCSC.

Trip planning is a typical MCSC application. 
With participatory sensing, we can collect GPS tra-
jectory data from vehicles and compute the optimal 
route when answering a query with departure and 
destination points. However, for a more complex 
query, that is, to generate an itinerary for a visi-
tor to a city given the time budget (start time, end 
time), it is not possible to leverage a single trajec-
tory dataset. Further information such as points of 
interest (POIs) in the city, the best time to visit the 
POIs, and user preferences for different POIs, are 
further needed. The information can be obtained, 
however, by reusing the user-generated data from 
location-based social networks (LBSNs). 

The above scenario demonstrates the aggre-
gated power of participatory sensing and social 
networks for intelligent service provision. The 
key contributions of this article can be summa-
rized as follows:
•	Characterizing the main features of MCSC 

by combining participatory sensing and par-
ticipatory social media

•	Exploring the fusion of human and machine 
intelligence in MCSC, and discussing the 
key research challenges such as cross-space 
data mining and data quality maintenance

•	Presenting several representative studies to 
demonstrate the power and usage of MCSC, 
including two of our recent works and ones 
from other research groups

Merging Participatory Sensing and 
Participatory Social Media

MCSC combines two distinct data generation 
modes: participatory sensing advocates the 
involvement of citizens in the sensing loop in 
the real world; participatory social media refers 
to user-generated data in mobile social net-
works (MSNs). MSN services can bridge the gap 
between online interaction and physical elements 
(e.g., check-in places, activities), and the data 
collected from them provides another way to 
understand urban dynamics. 

User Participation: Explicit or Implicit

Previous studies often discuss user-participat-
ing data sourcing in one dimension: the degree 
of user involvement in the sensing process. As 
presented by Ganti et al. [3], crowd-powered 
sensing can span a wide spectrum in terms of 
user involvement, with participatory and oppor-
tunistic sensing at the two ends. The proportion 
of human involvement depends on application 
requirements and device capabilities. With the 
two data generation modes in MCSC, we intend 
to categorize the sensing style from a new dimen-
sion: the data usage manner. For both participa-
tory and opportunistic sensing, data collection is 
the primary purpose of the application. The sens-
ing task is therefore explicit to its participants. 
For user-generated data in MSNs, however, the 
data is used for a second purpose (the primary 
purpose is social interaction) and is often implicit 
to the contributors. We thus categorize the sens-
ing style of MCSC into two basic types regarding 
data usage: explicit and implicit. Note that some-
times the two basic sensing styles can be merged 
into a complex one. For instance, explicit crowd-
sensed data can also be used for a second pur-
pose (e.g., using crowdsensed urban noise data 
to predict the functions of regions in a city), thus 
integrating explicit sensing with implicit sensing.

Data Control for Primary/Secondary Use

The sharing of personal data in MCSC applica-
tions can raise significant privacy concerns, with 
information (e.g., locations, preferences) being 
sensitive and vulnerable to privacy attacks. To 
motivate user participation, we should explore 
new techniques that protect user privacy. We 
identify two basic sensing styles (explicit and 
implicit) for MCSC, and they have distinct data 
control needs.

In explicit sensing, sensor data collection 
is triggered by tasks, which specify the sensing 
modalities (e.g., regions of interest, sampling 
context) based on application requests. The tasks 
are distributed to mobile device carriers that sat-
isfy the tasking requirements, and people can 
decide to accept or refuse the task allocated (as 
shown in Fig. 1). We can find that data is collect-
ed under the “primary use” manner in explicit 
sensing. Privacy in explicit sensing should guar-
antee that participants maintain control over the 
release of their sensitive information, for exam-
ple, the degree of granularity and data recipients.

In implicit sensing, data is contributed not 
for a sensing task, but for users to enjoy online 
services (socializing on Facebook, purchasing 
goods on Amazon). As shown in Fig. 1, the data 
is reused to enhance original services or create 
new services by third parties (i.e., used for a sec-
ond purpose). Since most innovative secondary 
uses are not imagined when the data is collected, 
how should we protect user privacy in implicit 
sensing?

“Terms and conditions” have an important 
role in current online services, where people are 
told at the time of service usage which informa-
tion is being gathered and for what purpose. This 
law works for explicit sensing, but, as discussed 
above, may not work well for implicit sensing. 
For example, it is often difficult to pre-specify a 

Figure 1. Data control in MCSC.
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(secondary) purpose. Improved data notice strat-
egies should thus be studied. One basic rule to 
follow is that we should have users keep a sense 
of awareness (and control) of any use of their 
data. We may need to build an evolving notice 
center (ENC) for each service to make users 
aware of what data is collected, how long the 
data will be kept, and who are using their data. 
Enhanced legal protections for service providers 
on data reuse can also alleviate user concerns in 
implicit sensing.

Fusion of Human and Machine Intelligence

The primary feature of MCSC is having vary-
ing human participation (e.g., locating sensing 
objects, capturing pictures, posting in MSNs) 
in the large-scale problem solving process. The 
coexistence of human and machine power, how-
ever, needs to be orchestrated in an optimal 
manner to enhance them both. An important 
reason to combine human and machine intelli-
gence is that they often show distinct strengths 
and weaknesses, as illustrated in Fig. 2. We refer 
to the fusion of human intelligence (HI) and 
machine intelligence (MI) as HMI, which char-
acterizes the complementary roles of HI and MI 
in problem solving and integrates them for MCSC 
service provision.

As shown in Fig. 2, there are three import-
ant layers in a generic MCSC framework, and 
HI and MI work collaboratively over all these 
layers. For example, in the crowd sensing layer, 
machines can allocate tasks to proper partici-
pants according to the task needs and human 
behavior patterns, and the selected workers can 
execute the assigned tasks using their cognition/
perception abilities. In the data transmission 
layer, human mobility patterns and social inter-
actions facilitate the development of optimized 
networking methods [4]. In the data processing 
layer, the integrated power of HMI can attain 
higher performance (e.g., accuracy of classifica-
tion) than either one.

Key Research Challenges
The combination of two participatory data gen-
eration modes in MCSC also raises new research 
challenges and issues, some of which are dis-
cussed below.

Heterogeneous, Cross-Space Data Mining

The strength of MCSC relies on the usage of 
crowdsourced data from both physical and vir-
tual societies. The same sensing object (e.g., a 
social gathering on a street corner) will interact 
with both spaces and leave fragmented data in 
each space, making the information obtained 
from different communities (online or offline) 
different. For instance, we can learn social 
relationships from online social networks, and 
infer group activities using smartphone sens-
ing in the real world. Obviously, the comple-
mentary nature of heterogeneous communities 
will bring new opportunities to develop new 
human-centric services. Therefore, we should 
integrate and fuse the information from het-
erogeneous, cross-space data sources — we 
refer to it as cross-space data mining — to 
attain a comprehensive picture of the sensing 
object. Potential research issues include how 

to reveal the complex linkage and interplay 
among the data from online/offline space, how 
to aggregate the information from heteroge-
neous data sources for enhanced learning, and 
so on. Recent progress on this has been dis-
cussed in detail in our previous work [5].

Potential Fusion Patterns of HMI
The success of MCSC largely depends on HMI. 
However, the challenge is how HI and MI should 
be fused to produce aggregated effects. In other 
words, we should study the potential fusion 
patterns of HI and MI to attain HMI. Three 
potential patterns are identified in this article: 
sequential, parallel, and hybrid. The sequential 
pattern is often used in MCSC. For example, 
given a crowd sensing task, machines can decom-
pose it into sub-tasks, and people can execute 
the assigned sub-tasks using their cognition abil-
ities. HI and MI can also be combined in a par-
allel manner. Still taking the accomplishment of 
a complex sensing task as our example, human 
nodes and machines (e.g., static sensing nodes) 
may have complementary sensing abilities, and 
need to work in a parallel way to fully capture 
the required information. Finally, two or more 
parallel or sequential units can be integrated in a 
hybrid manner when more complex problems are 
to be solved.

Data Quality and Selection

The involvement of human participation in 
the sensing process also brings forth certain 
uncertainties to MCSC systems. For example, 
anonymous participants may send incorrect, 
low-quality, or even fake data to a data center 
[6]. Data contributed by different people may 
be redundant or inconsistent. Certain quality 
estimation and prediction methods are thus nec-
essary to evaluate the quality of sensing data, 
and statistical processing can be used to identi-
fy outliers. Data selection is also crucial to fil-
ter low-quality or irrelevant data and generate 
a high-quality dataset for further data process-
ing or information presentation. For instance, 
Ding et al. [6] proposed a data-cleansing-based 
robust spectrum sensing algorithm to eliminate 
the negative impact of abnormal or low-quality 

Figure 2. The fusion of human and machine intelligence in MCSC.
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data in crowd sensing. SmartPhoto [7] quantified 
the utility of crowdsourced photos based on the 
associated contextual information, such as the 
smartphone’s orientation, position, and location.

MCSC on the Road
The study of MCSC brings new potential in many 
application areas. This section first makes a sum-
mary of two of our ongoing works. The first work 
is a trip planning application that demonstrates 
the power of using a combination of participa-
tory sensing and social media data. The second 
work illustrates our efforts on HMI in MCSC. 
We also use more examples from other research 
groups to demonstrate the power of MCSC.

Trip Planning with Heterogeneous 
Crowdsourced Data

In the introduction, we described the trip plan-
ning scenario. A detailed analysis of the problem 
as well as our solution is presented below. As 
shown in Fig. 3, in order to plan a trip for visiting 
a popular tourist city, one needs to select a num-
ber of user-preferred POIs among hundreds of 
available venues (V1 to V5 in Fig. 3), figure out 
the order in which they are visited, ensure the 
total time it takes to visit them (the stay time), 
transit from one venue to the next (the transit 
time), and meet the user’s time budget.

In order to address the trip planning problem, 
information about the POIs and links among 
POIs needs to be acquired to build a POI net-
work model. Two types of crowdsourced data 
sources can be exploited:
•	Location-based service networks (LBSNs) 

(e.g., FourSquare3), which can report the 
popularity (the average number of visitors 

per day), operating hours, and the best vis-
iting time of the POIs, and an individual 
user’s visiting history

•	GPS trajectories of people and taxis, which 
can indicate the stay time in each place and 
the transit time between two places
Previous studies rely on one of the two data 

sources, which results in incomplete POI network 
models. For instance, Cao et al. [8] assumed that 
the transit time between any two POIs is static 
and proportionate to their distance. It does not 
work in real situations because the transit time 
between venues can be significantly distinct at 
different time slots due to dynamic traffic con-
ditions.

In view of the above reasons, we propose a 
personalized traffic-aware trip planning frame-
work called TripPlanner [9], which leverages het-
erogeneous crowdsourced digital footprints for 
POI network model construction. More specif-
ically, we make use of two data sources includ-
ing location data sensed by mobile vehicles (taxi 
GPS trace data) and user-generated data in 
FourSquare considering their complementary 
nature. The TripPlanner system consists of two 
major components: route scoring and trip search 
(Fig. 3). The route scoring module is responsible 
for estimating the attractiveness of a candidate 
route to a given user, where two factors are con-
sidered: the attractiveness of a venue to the user, 
and the suitability of the visiting time to each 
venue. The trip search module applies heuristic 
algorithms to add user-preferred venues itera-
tively to the generated routes, with the objective 
of maximizing the route score and satisfying the 
travel time constraints. More technical details 
can be found in [9].

Figure 3. Trip planning over heterogeneous crowdsourced data.
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We have evaluated the performance of Trip-
Planner over the datasets collected from San 
Francisco. 15,759 POIs of the city were obtained 
from FourSquare. We ranked all POIs in 
descending order based on their total check-in 
times. The top 1000 POIs were finally used in 
our work, considering that tourists would seldom 
visit POIs with few check-ins. The taxi GPS data 
of San Francisco was obtained from the CRAW-
DAD4 data sharing website. Two similar queries 
with the same time budget (8.5 h) but different 
trip starting times were predefined. The start 
time of the two queries was set to 7:00 a.m. and 
10:00 a.m., respectively. As shown on the right of 
Fig. 3, given the time budget, the user can have 
seven preferred venues for the first query and 
eight for the second one. This is because for the 
first query, the planned route starts around the 
morning rush hour and thus needs more tran-
sit time. We also find that the route for the two 
queries are different. These results indicate that 
TripPlanner is traffic-aware with the usage of taxi 
GPS data. Moreover, with LBSN data in use, our 
method is more venue-aware. For example, it is 
suggested that the user go to an Italian restau-
rant for lunch just after leaving the airport, since 
it is almost lunch time, and many people visit 
that venue during that time period.

HMI in Crowd-Powered Data Transmission

The success of MCSC relies on the effective 
transmission of data from individual mobile 
devices to the destination nodes (e.g., data 
requesters, backend servers). The mobility of 
mobile devices and their carriers not only pro-
vides nice coverage for sensing tasks but also 
brings challenges to data transmission. For 
instance, network topology, device connectivity, 
and communication interfaces evolve over time, 
which makes it hard to find stable routes for 
crowdsensed data transmission. We refer to it as 
the “transient” networking issue in MCSC.

To address this issue, people often form 
opportunistic social networks (OPSNs) [4]. Since 
the source node and destination nodes may 
never meet in OPSNs, forwarding data packets 
from their sender to the nodes of interest is often 
based on a broker-based solution. In this solu-
tion, a selected broker node first stores the data 
from its sender, carries it while in motion, and 
then forwards it to intermediate or destination 
nodes. The assumption is that all users are will-
ing to act as brokers. However, this assumption 
does not always hold: according to sociological 
theories, socially selfishness is a basic attribute of 
human beings, and thus the selected brokers may 
deny requests from other nodes to save their own 
resources (e.g., storage, power). Therefore, how 
to motivate people to participate in opportunistic 
data transmission becomes a crucial challenge 
of MCSC. We have developed two HMI-en-
hanced approaches to promote user participation 
in broker-based data dissemination. In the first 
approach people are inspired by social/ethical 
reasons, while in the second one a solid econom-
ic model is leveraged. We illustrate them in Fig. 
4 and describe them in detail below.

The Hybrid Social Networking (HSN) 
Model: The HSN model [10] is inspired by the 
multi-community involvement and cross-com-
munity traversing nature of modern people. For 
example, at one moment, Bob is staying at a 
place with Internet connection and can commu-
nicate with his online friends; later, he may travel 
by train with merely opportunistic connection 
to nearby passengers. We use HSN to indicate 
the smooth switching and collaboration between 
online and opportunistic communities, as shown 
in Fig. 4 (top).

One of the key issues addressed by HSN is 
social selfishness. According to [11], people are 
willing to help their friends. Following this find-
ing, HSN allows the data sender to choose bro-
kers online from their social connections to avoid 

Figure 4. HMI in two crowd-powered data dissemination models.
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the selfishness problem. The online approach also 
reduces the cost of popular node selection (to 
shorten transmission latency, the ones with high 
probability to meet more people are selected as 
brokers), which does not require direct contact 
in the real world. The selected brokers will dis-
seminate the information and do matchmaking 
with potential interested nodes in opportunistic 
communities. We compared the performance of 
HSN with single-community-dependent methods 
(e.g., the pure opportunistic networking meth-
od). Experiment results indicate that great per-
formance improvement is obtained when using 
HSN [10]. This is because that the integration of 
online communities shortens the broker selection 
process, and increases the opportunity to select 
popular brokers.

HSN is a typical HMI-powered approach, 
where HI and MI are fused in a hybrid manner 
via two units. The prior unit is sequential, where 
social relation and user popularity (HI) are 
derived first and then used for broker selection 
(MI); the latter is parallel, where user movement 
(HI) and matchmaking (MI) work simultaneous-
ly to fulfill the data transmission task.

The Market Model with Intermediaries: 
Inspired by how buyers and sellers interact in 
traditional markets, we introduce the model 
of markets with intermediaries as an incentive 
mechanism to stimulate node cooperation in 
MCSC. In many markets (e.g., stock markets, 
agricultural markets in developing countries), 
individual buyers and sellers do not interact 
directly with each other, but trade via interme-
diaries instead [11]. These intermediaries, also 
called traders, often set the prices of trans-
actions. The similarities between markets with 
intermediaries and data dissemination in oppor-
tunistic social networks drive us to use the for-
mer as an incentive mechanism in the latter. A 
data sender is like a seller in a market, and a 
data receiver is like a buyer: she “buys” a unit of 
goods if she receives the data from traders. As 
shown in Fig. 4 (bottom), the connections (built 
based on direct contacts) among traders, sellers, 
and buyers will form a trading network.

For simplicity, each seller i initially holds one 
unit of the good, which she values at vi; she is 
willing to sell it at any price that is at least vi (sell 
value). Each buyer j values one copy of the good 
at vj (buy value) and will try to obtain a copy of 
the good if she can do it by paying no more than 
vj. Each trader t offers a bid price bti to each sell-
er i with which she connects, and an ask price 
atj to each connected buyer j. After receiving 
offered prices by traders, each seller and buyer 
can only choose at most one trader with which to 
deal. A flow of goods from sellers through traders 
to buyers is finally generated. Figure 4 gives an 
example of such a trading model, including the 
bid price, ask price, and flow of goods (indicated 
by the solid lines).

In this approach, transactions are made based 
on a game process. In the game, a trader’s strat-
egy is a choice of bid and ask prices to propose 
to each neighboring seller and buyer; a seller or 
buyer’s strategy is a choice of a neighboring trad-
er to deal with, or the decision not to take part in 
a transaction. The participants (sellers, traders, 
and buyers) are motivated to get their payoffs. 

Note that in traditional markets, currency is gen-
erally used as a medium for buying and selling. 
In our model, we further expand this concept by 
allowing virtual currency to be used. That is to 
say, services can pay “virtual coins” to the partici-
pants, and participants need to spend some coins 
in service usage. In our case, both data senders 
and brokers can receive their payoffs in “virtual 
coins.” Experiments indicate that our approach 
can enhance user participation in MCSC data 
transmission [12]. HMI is also embedded in a 
hybrid way in this case. In association with social 
interactions and price settings (HI), the trading 
network model (MI) is formed (a parallel unit); 
afterward, the stakeholders bargain and make 
decisions (HI) to fulfill the data transmission 
task (a sequential unit).

Other Efforts on MCSC
Beyond our recent works, MCSC has also been 
found useful in several other studies. Zheng et al. 
[13] proposed a model to infer fine-grained air 
quality information throughout a city. The learn-
ing model leveraged the air quality data report-
ed by existing monitor stations and a variety of 
crowd-contributed data in the city, such as traffic 
flow (offline space) and POIs in LBSNs (online 
space). Du et al. [14] leveraged a combination of 
social media and historical physical activity data 
to predict activity attendance and facilitate social 
interaction in the real world.

Conclusion
MCSC shows its difference in the literature by 
leveraging varying levels of user participation 
in data contribution and aggregating heteroge-
neous crowdsourced data for novel service pro-
vision. We have characterized the key features 
of MCSC, such as explicit/implicit sensing, and 
heterogeneous cross-space data mining. To 
fully leverage the power of crowd participation, 
MCSC needs deep fusion of human and machine 
intelligence. Three HMI patterns are thus iden-
tified. We further present the early efforts on 
MCSC.

As an emerging paradigm for large-scale 
sensing, numerous challenges and research 
opportunities remain to be investigated. First, 
MCSC is an instance that bridges the gap 
between cyber space and physical space. The 
problems to solve in such a hyperspace are 
much more complex, and need to integrate 
various HI and MI units as interdependent 
parameters in a unique solution. Second, in 
hyperspace, we should exploit cross-space fea-
tures for aggregated sensing and data under-
standing. Third, as community-enabled sensing, 
the generic features of a community, such as 
sensing scale (ranging from a group to an urban 
scale), community structure, and user collabora-
tion should be further studied [5, 15], which are 
paid little attention in existing studies.
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Abstract

In this article, we show the feasibility of the 
LTE-R testbed with essentially IP-based network 
architecture. Specifically, we discuss procedures 
of deploying LTE-R by describing our construc-
tion of a testbed in a commercial railway through 
cell planning and optimization. Then we demon-
strate the performance enabled by the imple-
mentation of a testbed for LTE-R. We confirm 
that not only reliable communications but also 
multimedia services requiring high data rates are 
feasible, which gives us some guarantee of the 
prosperity of various advanced train services. We 
also discuss a number of valuable technical com-
munication issues related to inherent character-
istics of railway communications that are unlike 
those of commercial wireless communications.

Introduction
Over the past few decades, mobile communica-
tions have been subject to incredible change and 
innovation, mainly due to a massive increase in 
user data requirements [1–2]. One major mile-
stone was the creation of all-IP-based services. 
The revolutionary change was realized through 
the conversion from the convergence of cir-
cuit-switched and packet-switched networks into 
packet-switched networks alone. Other mile-
stones weree the introduction of orthogonal fre-
quency-division multiple access (OFDMA) and 
new core network (CN) architecture, referred 
to as Evolved Packet Core (EPC), from the 
radio access network (RAN) and CN perspec-
tives, respectively, which led to fourth genera-
tion (4G) cellular communications [1]. In recent 
years, beyond 4G cellular communications, the 
imminent arrival of the 5G communications era 
is expected. In 5G communications, we expect 
the peak data rate to be measured in tens of 
gigabits per second, providing end users with 1 
Gb/s [2].

In contrast to the rapid and innovative chang-
es in commercial mobile communications, the 
development of railway communications has 
been rather more measured. One of the main 
reasons for this deliberation is that railway 
communications are mission-critical. The other 
reason is that it can take many years to verify 
the applicability of any railway communication 

standard in terms of safety in the field. As rep-
resentative railway communications, the Global 
System for Mobile Railway (GSM-R) is the most 
widely used standard, particularly in Europe. 
GSM-R is a unique standard for an integrated 
wireless railway communications system, and 
its stability has been verified for more than 10 
years [3, 4]. However, due to limited transmis-
sion capacity, GSM-R has been applied mainly 
to data communications for train control, that is, 
the European Train Control System (ETCS).

In recent years, the center of gravity of 
research and development in railway communi-
cations systems has been moving toward pack-
et-switched wireless communications [5–9]. The 
International Union of Railways (UIC) recently 
agreed that the current GSM-R is not sufficient 
to provide new railway services such as video 
supervision and real-time monitoring. Also, the 
operators of commercial mobile communica-
tions have begun to deploy and operate Long 
Term Evolution (LTE), and the demand for 
GSM devices has decreased. Consequently, the 
procurement of GSM devices has become more 
difficult, which has caused problems in terms of 
maintenance. These issues caused various alter-
natives, including general packet radio service 
(GPRS), to be considered in order to improve 
the performance of conventional systems [5, 6], 
but it was eventually concluded that the most 
sensible approach was to adopt a new system 
altogether. Research efforts are now oriented 
toward LTE as the next generation technology 
[7–9]. In particular, the capabilities of LTE in 
terms of future railway operational needs are 
currently being reviewed under the Future Rail-
ways Mobile Communications System (FRMCS) 
project, which was initiated by UIC in 2013.

In this situation, it is reasonable to expect rail-
way communications to keep pace with mobile 
communications. Nevertheless, the question 
“Will the mobile communication technologies sat-
isfy railway communications’ own requirements?”  
must be answered. Motivated by this fundamen-
tal question, we have proposed LTE Railway 
(LTE-R) as an integrated wireless railway com-
munications system by validating a deployed test-
bed of LTE-R. In this article, our main focus is 
to assess the feasibility of LTE-R by dealing with 
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the performance of LTE-R on the constructed 
LTE-R testbed. Lastly, further technical research 
issues are addressed from the inherent peculiari-
ty of railway communication networks.

LTE-R Deployment
The LTE-R consists of base station equipments, 
core equipments, and LTE-R service servers. 
The base station consists of multiple radio units 
(RUs) and a digital unit (DU). The RU is for 
radio wave transmission and reception, and the 
DU is responsible for various types of processing, 
including the use of radio resources for pack-
et scheduling and effective processing of the 
physical layer. The core equipment comprises a 
serving and packet gateway (S/P-GW), mobility 
management entity (MME), home subscriber 
server (HSS), and policy and charging rules func-
tion (PCRF). These entities are mainly for effec-
tive bearer management, mobility management 
including handover, subscriber management, and 
quality of service (QoS) management, respective-
ly, based on priority. The LTE-R service servers 
consist of a call server, a push to talk (PTT) serv-
er, a conference server, a video server, a con-
trol server, and a recoding server. These servers 
support diverse group communications including 
emergency calls, private calls, and multimedia 
broadcasting via real-time protocol, group man-
agement, call management, interlocking with 
PCRF, and so on.

As for terminals, there are two kinds of ter-
minals: an onboard terminal and a mobile ter-
minal. The onboard terminal is located at each 
driver’s cabin, and performs signal transmission 
and reception through the antenna on the roof of 
the train. It interfaces with locomotive engineers 
and other onboard devices such as closed cir-
cuit TV (CCTV) through the train radio control 
panel (TRCP) and train interface control (TIC), 
respectively. Note that the architecture of the 
mobile terminal is similar to that of the commer-
cial mobile terminal except for having a physical 

button for floor control for a PTT service.
Figure 1 shows the overview of our LTE-R 

testbed built on a commercial railway. The test 
site ran from Gwangju-Songjeong station to Ilro 
station on the Honam line. On the 54.4 km test 
section, we deployed Samsung Rel. 9 LTE net-
work devices including 51 RUs, 7 DUs, and 1 
EPC. Each RU, having directional antennas, was 
located near the trackside, and DUs were located 
to cover the RUs. An EPC was located in Naju 
station and was connected to DUs by wired lines.

Cell Planning

The first stage in the cell deployment was to con-
duct cell planning, in which the positions of the 
RUs and DUs were decided based on a certain 
channel model. The basic rule is that the service 
region should be sufficiently covered while min-
imizing the number of RUs to deploy. In addi-
tion, geographical features, antenna height, and 
mobility pattern must be considered in cell plan-
ning. Various channel models must be utilized in 
a railway environment because the geographical 
features near a railway include mountain valleys, 
hills, curve sections, bridges, tunnels, and so on.

To identify the channel model suited to the 
railway environment, we used a continuous wave 
(CW) test as the step of field quality measure-
ment. A reference signal was emitted for the 
given antenna height and transmission power, 
and the path loss was estimated by observing the 
received power strength of a mobile terminal 
in a cabin. The upper left part of Fig. 2 shows 
an example of a CW test in a bridge for both 
straight and curved sections. Based on the worst 
case, we concluded that the cell radius required 
to maintain the received signal level at –70 dBm 
was about 500 m. In addition, the result shows 
that the signal attenuation of the mobile terminal 
was more significant in the straight section than 
in the curved section. This reveals that the char-
acteristics of the wireless channel can be changed 
according to the direction of motion of the train.

Figure 1. LTE-R Test-Bed.
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Taking those channel characteristics into 
account, we defined the design criteria for cell 
planning. The service range and the area of 
a cell can be determined using a link budget 
analysis, in which the maximum allowable path 
loss (MAPL) is calculated from various loss 
and gain factors between an RU and a termi-
nal. The upper right part of Fig. 2 shows the 
detailed derivation of a link budget analysis. 
Using the Atoll Simulation Tool, we derived a 
standard propagation model (SPM) based on 
the Hata model. The parameter Kclutter used 
in the SPM was defined as the measured value 
from the CW test. After the cell plan was com-
pleted, it was verified using a coverage simu-
lation by digital map analysis. The simulation, 
which is shown in the lower part of Fig. 2, indi-
cates that the received signal level in most of 
the railway service region was greater than –85 
dBm.

Cell Optimization

The objective of the optimization procedure is to 
pass through the target region after cell instal-
lation in order to ensure cell coverage. Issues 
found during cell optimization are generally 
resolved by adjusting the tilt or swing angle of 
antennas, varying the transmission power and 
cell parameters such as time to trigger (TTT) 
or handover hysteresis. After installing RUs and 
DUs in the field according to the cell plan, we 
passed through the test section and measured 
the received signal level on the train in order to 
check whether the cell coverage was formed as 
we intended.

Several issues were found and resolved during 
cell optimization. For example, the signal-to-in-
terference-plus-noise ratio (SINR) was very low 
in a region near a hill, because the hill was high-
er than the antenna height of RU#16, and the 

Figure 2. Cell deployment procedure.
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signal from it flowed weakly in the region. By 
adjusting the tilt angle of RU#16 and the trans-
mission power of RU#17, we could increase the 
SINR by 5–7 dB. In addition, handover ping-
pong frequently occurred at regions near train 
stations, because the train passed slowly through 
the regions in which the received signal levels of 
the adjacent cells were similar. By adjusting the 
tilt angles of the antennas and the transmission 
power, we succeeded in suppressing handover 
ping-pong in the region.

To check the validity of the cell optimization, 
we applied a set of basic service tests to identify 
any other issues related to the service aspect. We 
measured performance of the testbed to assess 
whether it could meet the requirements. The 
measurements were conducted via both onboard 
and mobile terminals and in the train, which 
operated under a general scenario at speeds of 
up to 160 km/h. We measured the reference sig-
nal received power (RSRP) and SINR for each 
terminal, and also tested the handover behavior 
and FTP throughput. During the FTP through-
put test, we accessed an FTP server and tried 
downloading a 50 MB file for the downlink and a 
10 MB file for the uplink.

As shown in Fig. 3, our testbed meets the 
requirements for LTE-R. The RSRP level in 
the 95 percent coverage region was estimated 
at about –72 dBm for the onboard terminal and 
–83.5 dBm for the mobile terminal. This reveals 
that our testbed was deployed appropriately, cov-
ering the railway region, and that it is ready to 

provide various railway services in the region. In 
addition, no handover failure events occurred at 
either of the terminals. This shows the ability of 
the testbed to provide railway services seamlessly 
in a moving environment.

We note from the results of the SINR 
distribution in Fig. 3 that the quality of the 
received signal is proper in overall regions. 
The SINR for the 95 percent coverage region 
was 14 dB for the onboard terminal and 8 dB 
for the mobile terminal, which implies that the 
signal quality was quite good in the cell edge 
region. This is because the distance between 
RU and the track was rather small, and the 
line of sight (LOS) between an RU and a ter-
minal was guaranteed in overall regions. These 
characteristics led to a high score on the FTP 
throughput test in which the downlink aver-
age throughput was greater than 17 Mb/s and 
the uplink average throughput was around 10 
Mb/s. This result provides some assurance that 
the testbed is capable of providing various rail-
way services simultaneously from the perspec-
tive of data rate.

Feasibility Verification of LTE-R
In this section, we validate our LTE-R testbed 
constructed in a railway through basic perfor-
mance tests as a feasibility proof. As for the 
LTE-R testbed, we use the system parameters 
depicted in Table 1. In the last part, we address 
the potential of LTE-R for public safety based 
on the performance evaluation tests. 

Figure 3. Performance of the cell optimization.
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Performance Requirements

For guaranteeing LTE-R performance from 
the end-to-end service perspective, the perfor-
mance index needs to be considered first. Table 
2 depicts performance requirements for GSM-R 
and LTE-R. Note that in Table 2, we illustrate 
the upper bound of packet data rate that can 
be achieved using the available coding scheme 
(8-phase shift keying, PSK) based on Enhanced 
Data for General Packet Radio Service Evolu-
tion (EDGE) [10]. Contrary to GSM-R, LTE-R 
can afford to cover data transmission regarding 
vital and non-vital data. Here, we establish crite-
ria for data rate by considering several data rates 
to support typically used train service [11]. In 
terms of data integrity, probabilities of data loss, 
data duplication, out-of-sequence data, and data 
corruption can be considered in general pack-
et radio service (GPRS). In LTE-R, data plane 
management is accomplished in radio link con-
trol (RLC) along with cyclic redundancy check 
(CRC). Hence, it is reasonable to consider only 
the data loss rate of a data packet.

Voice communications on LTE is accom-
plished via voice over IP (VoIP), which is dif-
ferent from circuit-switched GSM for original 
GSM-R. Inherently, GSM-R has a performance 
limitation regarding packet delay and call con-
nection establishment time mainly due to the rel-
atively long frame structure and naive protocols. 
Considering the evolution of LTE-R in call con-
nectivity, we apply stricter and more differentiat-

ed criteria for LTE-R than GSM-R according to 
each type of group communications.

On the other hand, it must be noted that a 
functional split between the radio access and CN 
has been realized in the LTE network. Specifi-
cally, all radio functionalities such as RLC and 
medium access control (MAC) are placed in 
eNodeB, which is a logical combination of a con-
ventional NodeB and a radio network controller 
(RNC). Consequently, a flat network structure 
is formed. By considering the improvement in 
terms of handover latency coming from the 
LTE’s flat structure, stricter criteria of LTE-R 
were applied than those of GSM-R.

Table 2 depicts the performance requirements 
of LTE-R required for serving railway services 
in comparison to those of GSM-R. It should be 
noted that Table 2 includes the assumption that 
an LTE-R system should guarantee the required 
performance as stably as GSM-R, which is a 
circuit-switched network. It implies that LTE-
R, which is a packet-switched network, should 
satisfy the performance requirements in Table 
2 in any network condition including network 
congestion. Basically, the LTE-R system can 
achieve stability by its own QoS management 
scheme [12]. By managing QoS per data bearer, 
the LTE-R system can satisfy the performance 
requirements for each corresponding railway ser-
vice. 

Performance Test Cases 
Performance test cases aim to check whether the 
performance requirements are met. In perfor-
mance test cases, we deduct a performance index 
as a quantified value by repetitive measurement, 
and determine whether each criterion is met. 
Here, the criteria are described in Table 2. The 
following are the representative test cases:
•	Network registration: Make the terminal 

power on, check whether it finishes the 
attach procedure properly, and measure the 
network registration time.

•	Call connectivity: Try a point-to-point voice 
call, a video call, an emergency call, or a 
conference call, check if it succeeds, and 
measure the call setup time.

•	PTT connectivity: Try floor control during 
PTT service, check if it succeeds, and mea-
sure the setup time.

•	Long duration call: Keep a call, check 
whether a call drop event happens, check 
whether handover failure happens, and 
measure the handover delay time.

•	FTP throughput: Try downloading or 
uploading a certain file through FTP and 
measure the data rate.

•	Ping data transfer: Send pings consecutively, 
measure round-trip time (RTT), and check 
whether data pause happens for a certain 
time.

Performance Analysis

Figure 4 summarizes the results of the perfor-
mance test. The results satisfy all the criteria, 
revealing that LTE-R fully satisfies the corre-
sponding performance requirements and is an 
appropriate replacement system beyond GSM-R. 
From the control plane latency perspective, it 
is observed that LTE-R managed remarkable 

Table 1. System parameters of the LTE-R testbed. 3GPP: Third Generation 
Partnership Project; FDD: frequency-division duplex.

System parameters Values 

3GPP LTE Spec. Release 9 

Bandwidth (BW) Scalable BW 5 MHz (Band 13, 10 MHz) 

FFT size 512 

Subcarrier spacing 15 kHz 

Duplex mode FDD mode 

Maximum transmit power 23 dBm (onboard and mobile terminal), 43 dBm (eNodeB)

Maximum speed of train 222 km/h 

Test-bed scale About 50 km 

eNodeB output power 43 dBm

UE output power 23 dBm 

Antenna type Directional antenna 

MIMO antenna configuration 2 TX, 2 RX 

Half power beam width (HPBW) (Horizontal) 65° ± 6°  
(Vertical) 15° ± 3°

Front to back ratio (FBR) (Horizontal) ≥ 23dB (at 180° ± 30°  
(Vertical) ≥ 23dB (at 180° ± 60°) 

Array gain ≥ 14 dBi 

Effective isotropic radiated power 
(EIRP) per resource block 42.5
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advancement compared to GSM-R. For example, 
it took at most 2 s to finish network registration, 
where network registration can take up to 20 s 
in GSM-R. Even considering the latency due to 
radio resource control (RRC) connection estab-
lishment, the call setup time was less than 0.7 
s for a basic call and 0.9 s for a video call. The 
main factors enabling LTE-R to reduce the con-
trol plane latency are the shorter frame length 
and the evolved CN architecture, which is opti-
mized to transfer packets in a short time.

Through the long call duration test, it is con-
firmed that service outage rarely happens during 
train service. Note that it is hard to meet this per-
formance criterion in commercial mobile com-
munications, in which some weak signal regions 
are inevitable in spite of cell optimization. 
Although it is better to perform cell optimization 
in a railway environment, it still requires sophis-
ticated skills to secure cell coverage throughout 
railway service regions and to keep connectivity 
in weak signal environments in order to achieve 
the goal. In addition, there was no handover 
failure event, and the handover latency was less 
than 40 ms, which mainly contributes to suppress 
occurrence of service outage events.

In terms of packet transmission, LTE-R out-
performs GSM-R for all performance indices. 
Due to LTE-R’s use of relatively larger band-
width and relatively higher spectral efficiency 
with the aid of sophisticated LTE technologies 
such as multiple-input multiple-output (MIMO) 
and orthogonal frequency-division multiple 
access (OFDMA), both the downlink and uplink 
throughputs for LTE-R are much higher than 
those for GSM-R. This indicates that LTE-R is 
qualified to provide various kinds of advanced 
railway services which require much greater data 

transfer, which is difficult to see when using 
GSM-R. Also, the end-to-end packet delay was 
less than 175 ms (with 99 percent), which is much 
shorter than the typical latency time in GSM-R, 
and data pause was kept to no more than 5 s. 
Furthermore, it was observed that this character-
istic was confirmed functionally even in the full 
loading case. This reveals that LTE-R has poten-
tial to carry train control traffic and provide train 
control service smoothly.

Table 2. Performance requirements for GSM-R and LTE-R.

Performance index Value for GSM-R [3] Value for LTE [10] 

Connection establishment 
delay of mobile originated 
calls 

< 8.5 s (95%), 10 s 
(99 %)

Emergency call < 1 s (90%), 2 s (100%)  
Broadcasting < 1 s (90%), 2.5 s (100%)  
Group communications < 1 s (90%),  
2.5 s (100%)  
Others < 3.5 s (90%), 5 s (100%)

Connection establishment 
failure probability (per 
attempt)

10–2 10–2

Maximum end-to-end 
delay 500 ms (99%) 250 ms (99%)

Data rates (voice) 2.4, 4.8, and 9.6 kb/s 6.4~23.85 kb/s

Data rate (packet) ≤ 59.2 kb/s (EDGE) Static: DL ≥ 11 Mb/s, UL ≥ 4 Mb/s  
Moving: DL ≥ 4 Mb/s, UL ≥ 3 Mb/s

Connection loss rate < 10–2/h < 10–2/h

Maximum break during 
handover 500 ms 60 ms

Network registration time ≤ 30 s (95%), ≤ 35 s 
(99%), ≤ 40 s (100%) 10 s (100%)

Figure 4. Performance results of LTE-R.
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In addition, it is observed that onboard termi-
nals perform better than mobile terminals. This 
is because the received signal in a mobile ter-
minal is more degraded than that in an onboard 
terminal due to less straightness of the wireless 
channel, which results in lower SINR than in the 
onboard terminal. Note that the onboard termi-
nal got a far higher score than the mobile ter-
minal in terms of FTP throughput and network 
registration since the onboard terminal requires 
exchange of more packets on the control and 
data planes than the mobile terminal.

Potential of LTE-R for Public Safety 
To gain insight into the extensions from LTE-R 
services to public safety LTE (PS-LTE) ser-
vices, we need to take into account a comparison 
between PS-LTE and LTE-R. LTE-R supports 
most of the PS-LTE functionalities regarding 
group communications except for device-to-de-
vice-communication-based functions, which are 
in the midst of lively discussion in 3GPP stan-
dard activities [13].

In group communications for PS, priority and 
preemption are indispensable functionalities, which 
are feasible with LTE-R and PS-LTE. Specifically, 
each set of different users and service is provid-
ed with differentiated priority via PCRF. In the 
PCRF, allocation retention priority (ARP) and the 
QoS class identifier (QCI) are the main parameters 
that steer the priority. Here, ARP is associated with 
deciding which bearer request should be accepted 
on the congested network, and the QCI parameter 
is used to prioritize among packets in the limited 
radio resource situation. Hence, LTE-R together 
with PS-LTE attains functionalities for priority and 
preemption. We observed that from performance 
test results through the implemented LTE-R test-
bed, various types of group communications such 
as basic calls, emergency calls, PTT calls, and con-
ference calls, together with data transmission, can 
be supported with an acceptable connection setup 
time and access rate.

Hence, LTE-R can be further developed not 
only for integrated wireless railway services but 
also for PS by keeping the principles that core 
technologies of railway communications should be 
aligned with those of mobile communications.

Discussion
In this section, we introduce several critical issues 
found via cell deployment and performance eval-
uation that need further and deeper technical 
consideration. 

Cell Planning and Optimization: The most 
critical issue during cell optimization is the 
achievement of a target level of received sig-
nal strength for both onboard terminals and 
mobile terminals in the cabin. The antenna of an 
onboard terminal is usually placed on the top of 
the train, which is much higher than mobile ter-
minals, which are at human height. Furthermore, 
a mobile terminal in a cabin receives a wireless 
signal that comes through the windows of the 
train, and this matters for cell optimization if the 
RU uses a directional antenna, as is common in 
railway environments. The antenna parameters 
should therefore be carefully determined so that 
both onboard and mobile terminals ensure a cer-
tain level of signal quality simultaneously.

Network Design: In essence, railway commu-
nications rely on deterministic train movement 
with regular speed patterns. For example, trains 
tend to have low speed near stations. In addition, 
railway communication networks use a cell struc-
ture of a sequential chain type, while commercial 
networks typically use a cell structure of a hexag-
onal type. Because of the uniqueness of a railway 
network, the communication scheme can be opti-
mized further with low complexity and without 
loss of optimality [14].

Guaranteeing QoS for Safety Services: Some 
railway services, such as train control and railway 
emergency calls, are strictly required to guaran-
tee their own QoS. This is because any service 
outage can threaten human safety by causing 
accidents, or lead to delays and inherent financial 
losses for operators. Train control services usu-
ally generate small amounts of traffic, but each 
traffic packet must be transferred with low laten-
cy at any time. Therefore, in order to support 
these services, it is important to keep data con-
nectivity at the highest priority level. To do so, 
LTE-R must make use of sophisticated network 
management schemes for handling exceptional 
situations such as traffic congestion.

High Speed: One of the most challenging 
issues is connected with the high speeds of trains. 
Communication theory suggests that system per-
formance degradation may be expected due to 
the decrease in coherence time caused by the 
increase in Doppler shift. For reliable communi-
cations, carrier frequency and train speed should 
be considered jointly so that the estimated chan-
nel profile applies during the time between two 
different reference symbols in an LTE subframe. 
An alternative approach would be to use the pre-
dictable mobility pattern of terminals. Terminals 
can perform measurement or handover more 
effectively and precisely when using information 
about their direction and speed of motion.

Position Assisted System: In a railway com-
munications system, the position of a train is 
detected using a sensor so that the train position 
information can be used jointly with communica-
tion-related information. Based on the acquired 
train position, serving cell management is done 
more correctly, which effectively leads to seam-
less connections of voice, video, and data com-
munications.

Accommodation of Numerous Antennas: In 
general, the number of antennas is limited due 
to the space required by a mobile terminal. How-
ever, it is possible to accommodate a number of 
antennas in order to make use of the vast areas 
on top of trains so that additional diversity and 
multiplexing gains of wireless communications 
can be obtained simultaneously. Note that there 
is still a trade-off between complexity and perfor-
mance. Specifically, reliable and efficient commu-
nications with a high data rate usually requires a 
great deal of channel state information, which is 
challenging for high-speed trains.

Conclusion
As a feasibility proof for integrated wireless rail-
way communication networks for reliable train 
services, we have evaluated the performance of 
an implemented LTE-R system. For performance 
validation, we constructed an LTE-R testbed 
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by achieving cell deployment in a commercial 
railway. We have demonstrated that our LTE-R 
testbed was validated via basic performance tests 
together with a variety of group call tests. In light 
of LTE-R’s performance and also the standard-
ization movement toward mission-critical group 
communications, LTE-R shows great potential as 
a communication technology for both integrated 
railway communications and public safety. For 
further evolution of LTE-R, we have discussed 
unique features of railway communication net-
works with technical issues of particular interest.
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Abstract

Browsing the web has become a common 
task performed using personal mobile devices, 
resulting in significant access network and bat-
tery limitation challenges. Efforts to alleviate 
these challenges are commonly based around 
approaches incorporating elements of on-de-
vice and network optimizations. Energy-efficient 
mobile web content delivery has, in turn, attract-
ed a significant body of research and practical 
developments. However, the efforts put forth 
today might not result in long-term applicable 
results should the underlying characteristics of 
the mobile content change drastically over time. 
As caching frequently used data locally is a com-
mon initial approach employed to limit network 
traffic and energy expenditures while “on the go,” 
we evaluate the long-term suitability of approxi-
mating a basic set of parameters for a cache and 
request behavior model using a popular large 
data set. We present a convenient approach that 
can employ a general approximation of param-
eters over time. Our long-term modeling of the 
underlying factors results in an acceptable level 
of peak inaccuracies in simulations for more than 
a year’s time horizon. In turn, practitioners and 
researchers are enabled to readily employ model-
ing and simulation approaches over a significant 
period of time with only slight impacts on their 
approaches and results.

Introduction
Mobile users oftentimes need to quickly access 
information that is provided using the web, rather 
than in an application-wrapped context. With web 
access predictions indicating that browsing will 
be predominantly performed by users employing 
their personal mobile devices, a significant por-
tion of future network traffic will be delivered 
over the wireless air interfaces of non-stationary 
personal handheld devices [1]. Other mobile user 
habits and a (mobile) web-first strategy for new 
service developments might additionally contrib-
ute to the frequency and amounts of data that 
mobile users request from service landing pages. 
Additionally, the increased pressure to create 
applications that can be spread across mobile 
platforms through the use of web-based technol-
ogies, such as HTML5 and JavaScript, increases 
the likelihood of future applications employing 
a hybrid strategy of pre-packaged content that 

is supplemented by requesting specific landing 
pages from the web. Similarly, if new web-centric 
services emerge (or new information about an 
existing service is sought by users, e.g., by shar-
ing information about them in social contexts), 
mobile users might be reluctant to engage in 
the process of installing an application to their 
device and prefer to try out the web-based ver-
sion of the service.

Based on this emerging trajectory, we ini-
tially presented a comparative overview of the 
landing web page characteristics differenc-
es between desktop and mobile versions in 
[2], which complements observations made in 
[3]. As web pages are constituted by a typical-
ly large range of individual objects that need 
to be retrieved, the authors of [4] demonstrate 
the possibility of energy-optimized mobile web 
browsing. Circumventing the need to download 
individual web objects, caching performed by 
(mobile) browsers commonly can be considered 
a first optimization step for improvement (e.g., 
as outlined in [5]). While some limits exist for 
individual devices, multi-level caching approach-
es could yield additional benefits, as recently 
described in [6]. An interesting approach dis-
cussed therein is the notion of decentralized 
caching, an intuitive example of which is to 
exchange content between different device types 
belonging to the same user to save energy (from 
the user and content provider perspectives) by 
essentially generating a locally shared cache. 
The differences as well as similarities between 
the different versions of web pages inherently 
offer possibilities for optimization efforts. Infor-
mation about cache lifetime expirations of web 
objects in general could be exploited to locally 
forward content in an opportune fashion; the 
potential of this approach was evaluated in [7] 
using a popular user browsing behavior model. 
The integration of social networking concepts 
when considering today’s mobile shared econ-
omy trajectories [8] increases the importance 
of providing web-based content to mobile users 
and was outlined in [9]. Here, the authors 
exploit the significant improvements in mobile 
resources as well as social and other contexts to 
proactively deliver content off-peak, thus reduc-
ing the “network crunch.”

Research efforts, for example, striving to 
optimize energy-efficient mobile web content 
provisioning rely on modeling of the underlying 
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content characteristics. As the vast parameter 
space is typically prohibitive for experimentation, 
the models subsequently drive simulations for 
approximations of the mobile web characteristics. 
To date, a continuous stream of efforts contin-
ues to capture the state of the web as delivered 
to mobile devices. Typically, resulting models 
include a combination of states and/or multiple 
distributions to take user behavior and content 
characteristics into account. Comparing exemplary 
models developed over time, such as [10] in 2011, 
[11] in 2012, or [12] in 2014, emerging differences 
of individual model parameters can be observed. 
This trend is indicative of the majority of models 
representing snapshots in time. However, long-
term trends could have a significant impact on 
the suitability of efforts made today that employ 
characteristics of actual content found on the web. 
A major drawback that is, in turn, inherent to the 
presentation of developed models is the limited 
evaluation of suitability over time. Given the over-
arching trends presented in [2], here we provide 
an evaluation of an accessible long-term approach 
to modeling the mobile landing web page char-
acteristics with respect to cache implications and 
resulting network requests. Employing the large 
httparchive.org data set [13], we employ a model 
that is able to capture the main facets of the 
cache behavior a mobile user’s browser would 
encounter over the course of an unconnected 
time as presented in [14], and evaluate its suit-
ability for longer time horizons by predictions of 
its parameters.

The remainder of this article is structured as 
follows. In the subsequent section, we provide 
an overview of the typical mobile device web 
cache’s content characteristics based on prior 
works. We continue by describing a convenient 
methodology for simulating a mobile browser’s 
means of accessing the web content represent-
ed by web landing pages. Then we evaluate the 
extrapolation of past observations for the simu-
lation of mobile device web access characteristics 
with caching, specifically considering long-term 
trends and implications. We conclude in the final 
section.

A Mobile Browser’s Cache
Initially, we consider the contents and the overall 
simulation of mobile browsing and subsequent 
cache utilization in this section.

Cache Contents

The contents that constitute a mobile brows-
er’s assumed cache can be evaluated by consid-
ering its composition first. To this extent, the 
common web landing pages of popular web sites 
were found to provide an adequate upper limit 
for complexity considerations [3]. We provide 
the cache contents as identified in [2] for these 
landing pages in Fig. 1.  We initially note that 
the number of objects per mobile web page 
increases at several time instances, common-
ly coinciding with an update of the underly-
ing httparchive data set. Within each updated 
sequence, however, the number is overall at a 
stable level, which reached around 60 objects in 
October 2013.

For the distribution of the object sizes by type 
that make up a web page, we note in Fig. 1b that 

a general upward trend exists for most object 
types; they are more independent of the time 
period than the number of objects in compar-
ison. Overall, HTML content exhibits a steady 
trend, while all other types of objects common-
ly embedded feature a steady increase in rela-
tive size. Combined with the number of objects 
per page, this results in a continuous increase of 
mobile web landing page sizes.

A mobile browser requesting these pages 
would in turn be required to download a signifi-
cant amount of this data were general cache expi-
ration times low. Indeed, when considering the 
categorized object expirations illustrated in Fig. 
1c for October 15, 2013, we note that a signifi-
cant portion of objects immediately expire or are 
very short lived. Further discussed in [2], these 
results are fairly stable over time, which makes 
the distribution of expiration ages and related 
objects another rather stable component to con-
sider. Thus, a mobile browser’s cache would have 
to expire a significant portion of data, result-
ing in required re-downloads (with subsequent 
impacts on air interface use and resulting battery 
utilization).

Overall, these trends motivate us to consider 
a more stable distribution of the page compo-
sitions of objects and their expirations, with a 
focus on size trends over time, as discussed now 
in greater detail.

Simulating a Mobile Browser’s Cache

We developed a model that captures the main 
facets of the web object behavior that a mobile 
user’s browser would encounter by separating the 
sizes and expiration age limitations for web page 
objects, as little correlation is exhibited among 
them [14]. We note that we consider only objects 
with cache expirations below one week, as those 
above can be considered static and pre-provi-
sioned in the context of mobile web browsing. 
Employing this approach, synthetic web pages 
are generated in a multi-step process. Initially, 
a page is generated to be of either a current, 
short-lived, medium-lived, or regular type. Based 
on this selection, the number of objects for the 
page is drawn randomly, followed by the sizes of 
the objects. Subsequently, the object expirations 
are randomly distributed over the objects based 
on the synthetic page type under which they 
fall. Finally, for a set of generated web pages, 
a unique popularity index is randomly assigned 
to each page (as little correlation was found for 
page compositions and their popularity ranking 
in the underlying data set). 500 sets of pages 
are generated to create data sets to be used in a 
browsing simulation that takes user behavior into 
account.

We consider the model presented in [12] as 
a baseline and employ a modified version as 
described in [15], maintaining the main facets of 
user behavior modeling. We illustrate the over-
all model used for simulating a mobile browsing 
experience in Fig. 2. 

While the user is in a browsing session, 
assumed to last a specific amount of time that is 
Weibull distributed with dB ~ WEB(a = 0.4, b = 
80), requests to (different) synthetically generat-
ed web pages follow the popular Zipf distribu-
tion for content popularity zi ~ Zipf(a = 0.85). 
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The mobile user is assumed to continue browsing 
after a Pareto-distributed waiting time in sec-
onds [16] for viewing the page (also commonly 
referred to as user think time, UTT) has passed, 
dw ~ Pareto(b = 1.5, k = 30). Alternatively, the 
user could end the currently active browsing ses-
sion with PBW of 40 percent, in which case the 
overall system enters a waiting state for a peri-
od of time. The duration of the waiting state 
is exponentially distributed with dw ~ Exp(l = 
0.05). We refer the interested reader to [15] for 
a more thorough description of the simulation of 
the employed mobile user’s web browsing behav-
ior.

Initial Simulations of Cache Benefits

We initially employ our simulation model for 
the approximation of the October 15, 2013 data 
set’s characteristics, starting with an assumed 
hot cache (i.e., the cache is assumed to be fully 
populated at the beginning of the simulation). 
Here, we evaluate the overall suitability to 
determine the relative amounts of objects and 
associated amounts of data that would require 
a download instead of being serviceable from 
the mobile device browser’s local cache. We 
perform 500 synthetic web page data set gen-
erations and simulate the mobile browsing over 
each of these sets 500 times for a duration of 
three days.

We present the resulting graphic comparison 
in Fig. 3, whereby we omit confidence intervals 
for readability purposes (noting that they are typ-
ically within 5 percent of the presented averages).

With a significant portion of the objects expir-
ing instantly or almost instantly, we initially note 
that even for just a very short time offset, a sig-
nificant amount of data would require down-
loading. Next, we observe that there is a “kink” 
in the relative amounts of data requests around 
a day’s border, coinciding with a common web 
object expiration value on the shorter timescale 
observable from Fig. 1. We additionally note that 
our model follows this trend, but slightly overes-
timates the download requirements before the 
time boundary of a day, while for the remaining 
time, the model slightly underestimates the num-
ber of objects to require a download. While the 
number of bytes resulting from the actual data 
also exhibits a “kink,” employing the simulat-
ed web pages does result in a slightly increased 
margin of estimated downloads below a day’s 
threshold, which narrows as the simulated time 
increases. Overall, however, we note that our 
model is within approximately five percent of the 
actual data simulation.

Approximating the  
Cache’s Content over Time

In this section, we consider an approximation of 
the long-term trends exhibited in prior works and 
combine those with the simulations of page-level 
popularities, number of objects, and their charac-
teristics (sizes and expirations).

Parameter Estimations for Long Horizons

Following the simulation approach outlined 
above, the entire set of object sizes (i.e., indi-
vidual web objects not aggregated based on the 

Figure 1. Web object numbers, sizes by types, and expirations over time 
encountered for the httparchive.org data set; see [2, 14] for more details: 
a) average number of objects per page; b) object types and sizes; c) object 
expirations for October 15, 2013.
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page to which they belong) is approximated 
using a Weibull distribution before the objects 
are aggregated to determine the synthetically 
generated page level characteristics. The num-
ber of responses per page, in turn, is approx-
imated by employing a gamma distribution 
with fixed parameters for each month, effec-
tively plateauing the current level of page com-
plexities for the purpose of our approach; this 
reflects the general trend observed within the 
underlying data sets.

We anchor our evaluation around the Octo-
ber 15, 2013 data set as a base to extrapolate the 
long-term estimation of the object sizes only, as 
their overarching characteristics have little cor-
relation. Continuing the trend of a bi-weekly 
basis as provided from the underlying httpar-
chive.com data sets, we illustrate the resulting 
shape and scale parameters for the Weibull dis-
tribution employed to generate synthetic object 
sizes in Fig. 4. 

We observe a somewhat jittery behavior for 
shape and scale parameters over time. However, 
the deviations are all within fairly narrow con-
fines, allowing us to perform a basic approxima-
tion of their trends over time. Implementing a 
basic linear fitting to this set of parameter vari-
ability, we note an increase of approximately 1.4 
percent each half month for the scale parameter. 
For the shape parameter, we observe a slower 
increase of 0.05 percent each half month. In the 
next steps, we now consider employing these 
parameter estimates within our model as a long-
term trend for the synthetically generated object 
sizes reaching beyond the time horizon of the 
parameter estimations.

Impact on Long Horizons

Initially, we commence the simulation with a hot 
cache, that is, we assume all objects are local-
ly available. We subsequently continue with an 
evaluation period of up to three days, for which 
we generate 500 sets of artificially composed web 
pages. The number of individual web pages in 
each of the generated sets was chosen to match 
the numbers in the original source data for the 
individual months (ranging from 4803 pages 
for June 15, 2013 to 4713 pages for January 15, 
2015).

For each individual web page, the character-
istics of page compositions out of objects and 
object attributes are generated according to our 
previous modeling, described in greater detail 
in [14], with parameters of individual distribu-
tions replaced by their long-time approxima-
tions. Since no strong correlation was found to 
exist between page rank (popularity) and other 
characteristics, we randomize the popularity of 
synthetically generated pages employing the 
uniform distribution. To account for the impact 
that the popularity variability can have on the 
simulated user browsing behavior, each set of 
artificially generated web pages (500 sets) were 
employed in 500 simulations (for a combined 
total of 250,000 simulations at each artificially 
generated monthly data point). The results were 
captured in terms of bins with sizes of 30 s, 300 
s, and 3600 s for processing. To determine the 
impact that the approximation of values has on 
the quality of the simulation, we determine the 

difference between the simulations employing 
the approximated parameters and the actual 
httparchive data set, illustrated in Fig. 5a. We 
note that for readability purposes, the results 
for the 30 s bin sizes were smoothed after gen-
eration of the data. We additionally note that 
for readability purposes, we do not illustrate the 
upper and lower confidence intervals, as they 
are very narrow (typically within 5 percent of 
the averages presented).

For the impact the approximation has on 
object requests, we initially evaluate the fine-
grained 30 s bin results. We observe an initial 
increase in the difference, which is followed 
by a plateau or more pronounced peak, and 
succeeded by a slower decrease over simulat-
ed time observing the cache behavior. Com-
paring the different snapshots in time for 
which the comparison was performed, we note 
that the further the simulation using approx-
imations moves away from the anchor point, 
the higher the impact of approximating the 
parameters for the web page composition. 

Figure 2. Overview of the assumed user browsing behavior and content 
retrieval from local cache or the Internet.
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Overall, however, the level of difference is 
very narrow (below 5 percent) for the highest 
difference.

Next, we shift our view to the approxima-
tion that includes the sizes at fine granularity 
in Fig. 5b. We observe an immediate rise in 
the differences between the two approaches, 
followed by a distinct peak, which is trailed by 
an asymptotic decay. Upon closer inspection of 
the different time distances from the October 
15, 2013 data set used as the base, we note that 
here, a more distinct order can be found than 
for the number of requests alone. Specifically, 
the further away the approximation becomes, 
the higher the differences, as can be expected 
for such an approach. It is noteworthy, howev-
er, that even for a time distance of more than 
one year from the last point used for estima-
tion of the parameter development over time, 
our model is still only 13 percent off in its peak 
difference.

We can attribute the additional increase 
in the difference between approximated and 
actual parameters used in the two simulation 
approaches to the additional variability that 
stems from the simulations of object sizes that 
constitute individual simulated web pages in 
the cache. This effect has less impact on the 
simulation times beyond a day, for which even 
the furthest evaluated approximation yields 
less than 8 percent difference of the data in 
the simulated cache.

As different simulation scenarios might 
require different time horizons, we aggregate 
the results into larger different bin sizes of 300 
s and 3600 s, illustrated in Fig. 5 as well. We 
observe from comparing Figs. 5a, c, and e for 
the number of cached objects and Figs. 5b, 
d, and f for the amount of data in the cache, 
respectively, that few characteristic behavior 

changes can be observed. We note, however, 
that the increase in the bin size to 1 h results 
in the next close approximation for March 15, 
2014 exhibits significantly lower differences. 
Thus, when considering smoothed or capaci-
ty-level aggregations for simulations, the aver-
aging effects have a significant effect on the 
result accuracy.

Conclusion
In summary, our approach shows great prom-
ise to facilitate the simulation of mobile web 
landing pages, which can be regarded as 
reflecting the upper-bound characteristics of 
actual web pages visited by mobile users. In 
particular, it enables the evaluation of how 
a mobile web browser could perform realis-
tic web requests over time in the presence of 
its local cache. The continuous evolution of 
the mobile web’s characteristics from human 
interface and interaction design principles are 
embodied into the web objects to be retrieved 
by a browser.

Over time, it might not always be possible 
to predict or derive up-to-date representations 
of the latest developments to include those in 
performance evaluations of new mechanisms in 
the realm of mobile communications. We pres-
ent an accessible approach that can employ a 
general approximation of its parameters over 
time with only manageable impact on accuracy. 
Specifically, for more than one year’s changes in 
the underlying data set, our model incurs only a 
maximum 13 percent penalty in quality. While 
this indicates that a long-term prediction can be 
facilitated by our model with reasonable accu-
racy, it also indicates a sensible result quality 
of performance evaluations for long time hori-
zons can be achieved by other researchers when 
approaches operate on the granularity of web 
page objects.
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Figure 5. Differences between the simulations employing the synthetically generated data sets with linearly approximated param-
eters for long-term evaluations and the underlying httparchive data set: a) 30 s bins, requests; b) 30 s bins, data; c) 300 s bins, 
requests; d) 300 s bins, data; e) 3600 s bins, requests; f) 3600 s bins, data.
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Abstract
The CPRI specification has been introduced 

to enable the communication between radio 
equipment and radio equipment controllers, and 
is of particular interest for mobile operators will-
ing to deploy their networks following the novel 
cloud radio access network approach. In such a 
case, CPRI provides an interface for the inter-
connection of remote radio heads with a base-
band unit by means of the so-called fronthaul 
network. This article presents the CPRI specifi-
cation, its concept, design, and interfaces, pro-
vides a use case for fronthaul dimensioning in a 
realistic LTE scenario, and proposes some inter-
esting open research challenges in the next-gen-
eration 5G mobile network.

Introduction and Motivation
Mobile network operators (MNOs) have realized 
that the cloud radio access network (C-RAN) 
approach can provide a significant advantage 
with respect to their competitors in a market 
scenario where the trend in revenue per user 
is almost flat or decreasing. C-RAN has been 
recently introduced and further shown that sig-
nificant operational expenditure (OPEX) and 
capital expenditure (CAPEX) reductions can be 
achieved with respect to traditional equipment 
deployments. A recent trial from China Mobile 
has shown 53 and 30 percent savings in OPEX 
and CAPEX, respectively [1].

The C-RAN approach advocates for the sep-
aration of the radio elements of the base station 
(called remote radio heads, RRHs) from the 
elements processing the baseband signal (called 
baseband units, BBUs), which are centralized 
in a single location or even virtualized into the 
cloud. This approach benefits from simpler radio 
equipment at the network edge, easier opera-
tion, and cheaper maintenance, while the main 
RAN intelligence (BBUs) is centralized in the 
operator-controlled premises. The challenge of 
C-RAN deployments is that such a functional 
split requires these two elements to be connected 
through a high-speed, low-latency, and accurately 
synchronized network, the so-called fronthaul. 
Such critical requirements are currently met with 
fiber optics [2, 3].

The C-RAN approach has some some clear 
benefits with respect to traditional integrated 
base stations (BSs). First, the cost of deploying 

RRHs decreases considerably since the instal-
lation footprint is much smaller. RRHs do not 
need any refrigeration or costly on-site construc-
tion, thus shortening the time for deployment 
compared to traditional integrated BSs. On the 
other hand, BBUs can be aggregated and fur-
ther virtualized in BBU pools. In this way, BBUs 
can be shared and turned off when necessary, 
reducing the cost of maintaining a network with 
low loads. Finally, another benefit of C-RAN is 
that it enables the use of cooperative radio tech-
niques, cooperative multipoint (CoMP), allowing 
reduction of the interference between different 
radio transmissions and improving its perfor-
mance. This further enables denser RRH deploy-
ments than traditional ones since interference 
among BSs can be better mitigated [4].

A number of radio equipment manufactur-
ers have defined two main specifications for the 
transport of fronthaul traffic: the Common Pub-
lic Radio Interface (CPRI) [5] and the Open 
Base Station Architecture Initiative (OBSAI). 
Both solutions are based on the implementation 
of the digital radio over fiber (D-RoF) concept, 
whereby the radio signal is sampled and quan-
tized, and, after encoding, transmitted toward 
the BBU pool. These two specifications differ in 
the way that information is transmitted. CPRI is 
a serial line interface transmitting constant bit 
rate (CBR) data over a dedicated channel, while 
OBSAI uses a packet-based interface. The map-
ping methods of CPRI are more efficient than 
OBSAI [6], and most global vendors have chosen 
CPRI for their products.

The aim of this article is to present the 
CPRI specification, its concept, design, and 
interfaces, and further provide a guideline for 
fronthaul dimensioning in realistic Long Term 
Evolution (LTE) scenarios. We also provide 
some interesting open research challenges and 
current initiatives to bring the C-RAN con-
cept to the fifth-generation (5G) mobile net-
work. Accordingly, the following section briefly 
reviews the LTE physical layer (PHY) spec-
ifications required to understand the design 
of CPRI. We then introduce the top-level 
fronthaul network requirements demanded by 
CPRI and its main features, including the user 
plane data, control and management, and syn-
chronization information multiplexing. After 
that we provide an application example of 
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CPRI in a realistic LTE scenario. Finally, we 
conclude this work providing a number of open 
research issues and challenges regarding CPRI 
and the fronthaul.

LTE Physical Media
This section presents the main features of the 
LTE PHY; in particular, LTE frequency-division 
duplex (LTE-FDD) is considered for brevity.

Concerning the downlink (DL), LTE uses 
orthogonal frequency-division multiple access 
(OFDMA), while in the uplink (UL) LTE uses 
single-carrier frequency-division multiple access 
(SC-FDMA). In both techniques data is encoded 
on multiple narrowband subcarriers, minimiz-
ing the negative effects of multi-path fading, dis-
tributing the interference effect across different 
users.

LTE allows spectrum flexibility where the 
channel bandwidth can be configured from 1.25 
to 20 MHz. As an example, the DL with a 20 
MHz channel and a 4  4 multiple-input multi-
ple-output (MIMO) configuration can provide 
up to 300 Mb/s of user plane data. The UL peak 
data rate is 75 Mb/s.

LTE defines a generic frame structure that 
applies to both DL and UL for FDD operation. 
Each LTE frame has a duration of 10 ms, and is 
subdivided into 10 equal-size subframes of 1 ms; 
each subframe comprises two slot periods of 0.5 
ms duration. Depending on the cyclic prefix (CP) 
duration, each slot carries a number of orthog-
onal frequency-division multiplexing (OFDM) 
symbols (7 for the short CP or 6 for the long CP) 
with Tsymbol = 66.67 ms.

In the frequency domain, groups of Nsc 
= 12 adjacent subcarriers (15 kHz/subcarrier) 
are grouped together on a slot-by-slot basis to 
form so-called physical resource blocks (PRBs), 
which are the smallest bandwidth unit (180 kHz) 
assigned by the BS scheduler (Fig. 1). Thus, dif-
ferent transmission bandwidths use various PRBs 
per time slot, ranging from NPRB = 6 to 100, as 
shown in Table 1.

Thus, each time slot carries a number of bits 
depending on the number of symbols per time 
slot (either 6 or 7), the modulation chosen, and 
the transmission bandwidth Btx. For example, for 
Btx = 2.5 MHz (144 subcarriers) with 64-quadra-
ture amplitude modulation (QAM) (6 b/symbol) 
and short CP (NCP = 7 OFDM symbols per time 
slot), the number of bits carried in a time slot of 
0.5 ms duration is 6048 bits (144 subcarriers  7 
OFDM symbols  6 b/symbol), and the resulting 
data rate is approximately 12 Mb/s. The effec-
tive data rate is actually less than this value since 
some resource elements of the PRB are reserved 
for control and signaling. It is also worth noting 
that there is one resource grid for each transmit-
ting antenna; in other words, in a 2  2 MIMO 
configuration the value above doubles (24 Mb/s).

In order to recover all of the data transmitted, 
the receiver must take NFFT samples per OFDM 
symbol (Tsymbol) as specified in Table 1. In the 
example above, the receiver must take NFFT 
= 256 samples per OFDM symbol (66.67 s) in 
order to recover the data transmitted in Btx = 2.5 
MHz. In this case, the sampling frequency is fs = 
3.84 MHz (1.536 · Btx, as shown in the table), and 
the sampling period Ts = 1/fs = 260.4141

–
6 ns.

It is worth highlighting the importance of 
the fs = 3.84 MHz sampling reference value of 
LTE FDD, since the timing and synchronization 
design of CPRI revolves around this number. 
Essentially, fc = 3.84 MHz defines the main clock 
for CPRI framing, which is then oversampled to 
obtain the timing references for the other LTE 
channel bandwidths.1 In addition, one CPRI 
basic frame is generated every 1/fc = 260.41

–
6 ns 

to carry the sampled digitized OFDM symbol, 
thus completely aligned with the LTE time ref-
erence.

Overview of CPRI
Concept and Requirements

According to the CPRI specification v6.1 [5], 
“the Common Public Radio Interface (CPRI) is an 
industry cooperation aimed at defining a publicly 
available specification for the key internal interface 
of radio base stations between the Radio Equip-
ment Control (REC) and the Radio Equipment 
(RE).” In other words, the CPRI specification 
provides the physical (L1) and data link layer 
(L2) details for the transport of digitized radio 
information between REC and RE.

Figure 2 shows the functional split between 
REC and RE as defined in the CPRI specification 

Figure 1. Downlink resource grid defined in LTE.

7 OFDM symbols
Frequency
(subcarriers)

Resource
block

Resource
element

Time (s)

Tslot = 0.5 ms

Nsc = 12

NPRB

Concerning downlink, 

LTE uses OFDMA, while 

in the uplink LTE uses 

SC-FDMA. In both  

techniques data is 

encoded on multiple 

narrowband subcarriers, 

minimizing the negative 

effects of multi-path 

fading, distributing 

the interference effect 

across different users.

1 The value of this clock is inherited 
from the single clock used in multi-
mode WCDMA user equipments.



IEEE Communications Magazine • February 2016154

(DL). As shown in the figure, all the operations 
above the PHY and most of those of the PHY 
are performed by the REC, which generates the 
radio signal, samples it, and sends the resulting 
data to the RE. The RE basically reconstructs 
the waveform and transmits it over the air. The 
uplink case is similar, although the sampling of 
the radio signal must be performed in the RE. 
The main benefit of this split is that almost no 
digital processing functions are required at the 
RRHs, making them very small and cheap. In 
addition, the centralization of all the signal pro-
cessing functions in the BBU simplifies the adop-
tion of cooperative techniques such as CoMP, 
which require advanced processing of the radio 
signal of several RRHs simultaneously. Further 
discussion on alternative functional splits can be 
found in [7]. 

Some of the main design features and require-
ments of CPRI are listed below:

•CPRI supports a wide variety of radio 
standards: Third Generation Partnership Proj-
ect (3GPP) Universal Terrestrial Radio Access 
(UTRA) FDD, WiMAX, 3GPP Evolved UTRA 
(E-UTRA, LTE), and 3GPP GSM/EDGE. This 
article only focuses on the use of CPRI for the 
transport of the E-UTRA interface.

•Although in most practical configurations 
CPRI will be configured in a point-to-point fash-
ion, the specification also allows different topol-
ogy configurations: star, chain, tree, ring, and 
multihop options to carry CPRI data over mul-
tiple hops. For example, CPRI natively supports 
the multiplexing of two CPRI-1 (614.4 Mb/s) into 
a single CPRI-2 (1228.8 Mb/s) frame through 
daisy chaining of the REs.

•CPRI requires strict synchronization and 
timing accuracy between REC and RE: the clock 
received at the RE must be traceable to the main 
REC clock with an accuracy of 8.138 ns. This 
number is exactly a fraction of Tc = 260.41

–
6, in 

particular Tc/32.
•CPRI equipment must support an operating 

range of at least 10 km.
•The main requirements for CPRI transmis-

sion apart from the required bandwidth are delay 
and bit error rate (BER). CPRI links should 

operate with at most 5 ms delay contribution 
excluding propagation delay, and a maximum 
allowed BER of 10–12. In addition, the frequency 
deviation from the CPRI link to the radio BS 
must be not larger than than 0.002 ppm.

Design and Implementation

CPRI defines three different logical connections 
between the REC and the RE: user plane data, 
control and management plane, and synchroni-
zation and timing. These three flows are multi-
plexed onto a digital serial communication line.

User Plane Data: Transported in the form of 
one or many in-phase and quadrature (IQ) data 
flows. Each IQ data flow reflects the radio signal, 
sampled and digitized, of one carrier at one inde-
pendent antenna element, the so-called antenna 
carrier (AxC). In the particular case of LTE, an 
AxC contains one or more IQ samples for the 
duration of one UMTS chip (Tc = 1/fc = 260.41

–
6 

ns since fc = 3.84 MHz).
Synchronization Data Used for Time and 

Frame Alignment: The interface shall enable the 
RE to achieve the frequency accuracy specified 
in 3GPP TS 45.10 [8]. The central clock frequen-
cy generation in the RE shall be synchronized 
to the bit clock of one of the ports connecting 
RE and REC. With 8B/10B or 64B/66B line cod-
ing, the bit clock rate of the interface shall be a 
multiple of 38.4 MHz in order to allow for a sim-
ple synchronization mechanism and frequency 
regeneration.

Control and Management: C&M data can be 
transmitted by either an in-band protocol (for 
time-critical signaling data) or higher-layer pro-
tocols not defined by CPRI. The inband proto-
col is used for synchronization and timing, and 
also for error detection/correction. This makes 
use of the line codings specified in IEEE 802.3 
(line codes 8B/10B and 64B/66B). The physical 
layer is capable of detecting link failures and 
synchronization issues as a result of line code 
violations.

Vendor-Specific: CPRI reserves some time 
slots for the transmission of any vendor-specific 
data, allowing manufacturers to customize their 
solutions.

Table 1. Downlink OFDM modulation parameters and CPRI bandwidth required for the case of M = 15 b/sample.

Tx BW (Btx) 1.25 MHz 2.5 MHz 5 MHz 10 MHz 15 MHz 20 MHz

Number of PRB (NPRB)   6 12 25 50 75 100

FFT size (NFFT) 128 256 512 1024 1536 2048

Sampling frequency 1.92 MHz 3.84 MHz 7.68 MHz 15.36 MHz 23.04 MHz 30.72 MHz

(fs = 15KHz  NFFT) (1/2  3.84 MHz) (2  3.84 MHz) (4  3.84 MHz) (6  3.84 MHz) (8  3.84 MHz)

Subcarriers/PRB (Nsc) 12

OFDM symbols (NCP) 7/6 (Short/Long CP)

Modulation QPSK, 16-QAM, 64-QAM

MIMO configurations 4  2, 2  2, 1  2, 1  1

I/Q data rate (Gb/s) per AxC 0.0576 0.1152 0.2304 0.4608 0.6912 0.9216
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Transmission of User Plane Data

The transmission of user plane data is based 
on the concept of an antenna carrier (AxC). 
Given that the LTE radio signal is first sam-
pled and then quantized (Fig. 2), the amount of 
information carried by an AxC depends on two 
parameters:
•	The sampling frequency fs, which is a multi-

ple of the nominal chip rate fc = 3.84 MHz 
(Table 1).

•	The number of bits M used in the quantiza-
tion process of the I and Q radio signals. In 
E-UTRA, M = 8, …, 20 either DL or UL. 
Previous work [9] and actual field program-
mable gate array (FPGA) implementation 
of CPRI consider M = 15 for capacity effi-
ciency.
For example, in a configuration with M = 15 

b/sample, one AxC comprises 15 + 15 = 30 b/IQ 
sample, which are transmitted in the following 
interleaved sequence: 

I0Q0I1Q1 … IM–1QM–1,

that is, from the least significant bit (LSB) to the 
most significant bit (MSB).

In CPRI, one basic frame is created and 
transmitted every Tc = 260.41

–
6 ns, which is based 

on the Universal Mobile Telecommunications 
System (UMTS) clock rate, that is, 3.84 MHz. 
This duration remains constant for all CPRI line 
bit rate options. As already indicated, this value 
of Tc is designed to transport one fast Fourier 
transform (FFT) sample for an LTE channel 
bandwidth of 2.5 MHz, two samples for the 5 
MHz bandwidth, four samples for the 10 MHz 
channel, and so on.

A basic frame comprises W = 16 words (w 
= 0, …, 15) whereby the length T of each word 
depends on the CPRI line bit rate option (Table 
2). The exact line bit rate values for each option 
are computed in the second column of Table 
2. In all cases, the first word w = 0 is reserved 
for control, while the other 15 words are used 
to carry IQ data samples. For example, in CPRI 
option 1, there is room for 120 (= 15 words  
8 b/word) bits for transporting the IQ samples 
of several AxCs. Thus, in a configuration of 2M 
= 30 b/AxC, one basic frame can carry up to 4 
AxCs consisting of one sample each. This is a 
basic configuration for an antenna serving four 
sectors with 2.5 MHz LTE channel bandwidth. It 
is worth remarking that four 2.5 MHz AxCs carry 
about 4 · 12 = 48 Mb/s of actual LTE data, and 
are spread over 614.4 Mb/s after CPRI encapsu-
lation; this is about 13 times higher bit rate.

CPRI defines a hierarchical framing with 
three layers (Fig. 3), chosen this way to match 
the framing numbers of the LTE FDD frame 
structure:
•	Basic frame, of variable size, created and 

transmitted every Tc = 260.41
–
6 ns.

•	Hyperframe, which is a collection of 256 
basic frames. One hyperframe is creat-
ed every 256  Tc = 66.67 ms, which is the 
OFDM symbol time in LTE. Thus, a hyper-
frame carries all the FFT samples required 
to decode the whole OFDM symbol.

•	CPRI frame, which is a collection of 150 
hyperframes. A CPRI frame is created 
every 10 ms and carries the digital samples 
of a whole LTE frame.

Control and Management, and Synchronization

As noted before, the first word (w = 0) in every 
basic frame (control word) carries C&M infor-
mation; thus, 256 control words are available per 
hyperframe. These 256 control words are orga-
nized into 64 subchannels of 4 control words 
each (Fig. 4). As shown, every control word can 
be addressed by a subchannel ID (0, …, 63).

Each subchannel belongs to one category out 
of seven:

Synchronization: The control word on the 
first basic frame (CW 0 in Fig. 4) is reserved to 
indicate the starting of a new hyperframe. This 
control word uses a special 8B/10B (K28.5) or 
64B/66B (50h) code. The three remaining words 
in the synchronization subchannel (words 64, 
128, and 192) are used to signal the hyperframe 
number and the node B frame number (BFN) 
for synchronization purposes with the LTE fram-
ing.

L1 In-Band Protocol: Subchannel 2 carries 
the necessary signaling required to set up the 
different C&M links, including starting up, reset-
ting, and tearing down the CPRI link, and also 
to handle alarms at the PHY for different events 
such as loss of synchronization.

Slow C&M Link: The subchannels assigned to 
this category enable the transmission of high-lev-
el data link control (HDLC) frames. HDLC is 
a well-known layer 2 protocol providing basic 
functionalities such as flow control and error cor-
rection based on retransmission.

Ctrl_AxC: A Ctrl_AxC designates one 
AxC-specific control data stream. The mapping 
of Ctrl_AxCs to AxCs as well as the actual con-
tent of the control data bytes are not defined in 
CPRI but are vendor-specific.

Fast C&M Link: In addition to the slow C&M 
link, the operator of the CPRI link is provided 

Figure 2. Conceptual explanation of REC/RE functional split.
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with a fast C&M subchannel to transmit other 
control information. Such control frames are first 
encapsulated over Ethernet and then transmitted 
over this subchannel. Fragmentation and reas-
sembly are needed. For this purpose, CW 194 
carries a pointer to the CW in the hyperframe 
containing the first byte of the Ethernet frame 
(shown in Fig. 4 as pointer P).

Reserved for Future Use and Vendor-Specific.

CPRI Fronthaul Dimensioning in  
C-RAN Scenarios

General Dimensioning Guidelines

Following the discussion earlier, the D-RoF 
transmission (i.e., sampling and quantization) of 
an AxC requires a data bit rate of BAxC = (2M)
fs b/s, expanded by factors 16/15 (15 words data, 
1 word C&M) and either 10/8 or 66/64 (8B/10B 
or 66B/64B line coding, respectively). According 
to this, a 2.5 MHz LTE channel requires 153.6 
Mb/s per AxC.

In this light, Table 2 shows the bit rate 
required per AxC for different LTE bandwidths 
and the maximum number of AxCs transported 
for standard CPRI bit rates. This table provides 
a good starting point for dimensioning fronthaul 
networks in C-RAN scenarios, and should be 
read as follows: CPRI option 6 (6144 Mb/s) can 
carry 80 AxCs @ 1.25 MHz LTE bandwidth, 40 
AxC @ 2.5 MHz, or 5 AxC @ 20 MHz. On the 
other hand, if the LTE setup is fixed to a number 
of 3 sectors and 2  2 MIMO @ 10 MHz LTE 
bandwidth (i.e., 2  3 AxCs), a lookup in Table 
2, column “10 MHz LTE bandwidth” reveals that 
at least CPRI option 5 is required to carry such a 
number of AxC.

Use Case: CPRI Downlink Requirements for a Four-
Antenna Site, 22 MIMO, 20 MHz Channel Scenario

Consider the four-antenna/four-sector scenar-
io operating an LTE 22 MIMO channel of 20 
MHz bandwidth depicted in Fig. 3a. This sce-

nario requires the multiplexing and transmission 
of four AxC groups (one per sector), while each 
AxC group comprises two AxCs, as shown in the 
figure.

Figure 3b shows the amount of information 
carried in each AxC. As shown, one IQ sample 
(2M = 30 bits) is generated every 1/fs, where fs 
= 30.72 MHz for 20 MHz LTE channels (Table 
1). Thus, a total of 8  30 = 240 bits are gener-
ated every 1/fs. It is also worth remarking that fs 
= 30.72 MHz is exactly 8fc; hence, 8 IQ samples 
are generated every 1/fc = Tc = 260.41

–
6 ns (i.e., 

1920 IQ b/Tc total). This amount of information 
requires 8  1228.8 Mb/s = 9830.4 Mb/s (8B/10B 
assumed), which is CPRI option 7 in Table 2. 
Alternatively, CPRI option 7A is also suitable 
for carrying the same 8 AxCs @ 20 MHz LTE 
channel and even requires slightly less bandwidth 
since 64B/66B is used. In both cases, a 10 Gb/s 
Ethernet transceiver is suitable as a physical 
medium for this scenario.2

Figure 3c shows how the different AxC are 
grouped together and multiplexed over the line. 
The CPRI specification defines three mapping 
methods to multiplex different AxCs; we have 
chosen mapping method 3, which is backward 
compatible with previous CPRI specifications. 
Essentially, the IQ samples are arranged in order 
per AxC group (group 1 first, group 4 last) and 
interleaved within the group (30 bits AxC0, then 
30 bits AxC1, then 30 bits AxC0 again, etc. for 
group 1).

Such ordering is then used to construct a 
CPRI basic frame (Fig. 3d) noting that one word 
for C&M is added ahead of the 1920 data bits. 
One basic frame is constructed this way every 
260.41

–
6 ns; 256 basic frames form a hyperframe 

(66.67 ms), which includes the information of one 
LTE OFDM symbol; and 150 hyperframes form 
a super frame, which is synchronized with the 10 
ms LTE frame (Fig. 3e).

Other scenarios would follow the same guide-
lines as before. For instance, the same configu-

Table 2. Maximum number of AxC transported in a CPRI link, M = 15 bits.

Number of AxCs of channel bandwidth and bit rate required per AxC

Option #
CPRI data 

rate (Mb/s)
Coding T

1.25 MHz 
(76.8 Mb/s)

2.5 MHz (153.6 
Mb/s)

5 MHz (307.2 
Mb/s)

10 MHz (614.4 
Mb/s)

15 MHz (921.6 
Mb/s)

20 MHz (1228.8 
Mb/s)

1 614.4 8B/10B 8 8 4 2 1 — — 

2 1228.8 8B/10B 16 16 8 4 2 1 1 

3 2457.6 8B/10B 32 32 16 8 4 2 1 

4 3072 8B/10B 40 40 20 10 5 3 2 

5 4915.2 8B/10B 64 64 32 16 8 5 4 

6 6144 8B/10B 80 80 40 20 10 6 5 

7 9830.4 8B/10B 128 128 64 32 16 10 8 

(63.36 Mb/s) (126.72 Mb/s) (253.44 Mb/s) (506.88 Mb/s) (760.32 Mb/s) (1013.76 Mb/s)

7A 8110.08 64B/66B 128 128 64 32 16 10 8

8 10137.6 64B/66B 160 160 80 40 20 13 10

9 12165.12 64B/66B 192 192 96 48 24 16 12 

2 It is worth noting that this config-
uration requires daisy chaining of 
the different REs. If this is not pos-
sible, a potential configuration may 
use 4 CPRI-3 (2457.3 Mb/s) links.
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ration in a 4  4 MIMO scenario would require 
the same sampling frequency fs, but the data rate 
would double since we now have 4 AxC groups 
with 4 AxCs per group, that is, a total of 16 
AxCs. The arrangement of Fig. 3c would be the 
same for the AxC group (group 1 first, group 4 
last), but AxCs within the group would alternate 
(AxC0, AxC1, AxC2, AxC3, AxC0 again, and so 
on for group 1). 

Summary, Challenges and 
Future Research

This work has provided a short overview of 
CPRI, including concept, design, specification, 
and use case in an LTE C-RAN-based envi-
ronment. The concept of C-RAN has recently 
appeared in the market, and the idea of separat-
ing RECs (BBUs) from REs (RRHs) is gaining 
traction in the mobile network industry.

On the research side, there is a common con-

sensus on the key challenges of CPRI technology 
[10]. First, the amount of bandwidth required to 
transmit the radio signal is simply overwhelming 
for LTE. Moreover, the upcoming 5G RANs, 
where 100 MHz channels with massive MIMO 
are envisioned, may require several tens or even 
hundreds of gigabits per second capacity in the 
fronthaul [11]. As an example, an 8  8 MIMO 
antenna covering four sectors produces 32 AxCs, 
which translate into around 32 Gb/s for 20 MHz 
bandwidth channels. In the case of 100 MHz 
LTE channels, this same scenario requires five 
times (i.e., 160 Gb/s) the previous CPRI band-
width.

Second, CPRI is a serial CBR interface with 
new frames transmitted every Tc = 260.41

–
6 ns. 

This, together with the low-latency and strict syn-
chronization requirements demanded, makes it 
very challenging to have CPRI and other traf-
fic sources over the same link. Recent studies 
have approached this problem focusing on band-

Figure 3. CPRI multiplexing of AxC data in a 2  2 MIMO 20 MHz channel use case: a) scenario; b) AxC generation; c) AxC 
arrangement and serialization; d) basic frame construction; e) hyperframes and 10 ms CPRI frame.
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width compression techniques. For example, 
the authors in [12] claim to provide about 1/5 
compression ratios within the 5 ms delay budget 
allowed by CPRI, thus significantly reducing the 
link load.

Bandwidth compression is indeed a starting 
point toward the packetization of CPRI data, via 
Ethernet framing, for instance. However plain 
Ethernet is asynchronous and best effort, and 
therefore not suitable as such for the transport 
of CPRI traffic. In this light, the recently created 
Time Sensitive Networking (TSN) Task Group 
of IEEE 802.13 is working on developing new 
extensions to support the forwarding of Ethernet 
traffic with delay and jitter guarantees, including 
mechanisms such as frame preemption, expedit-
ed traffic forwarding, and jitter reduction tech-
niques, mainly buffering [13].

In addition, the use of synchronous Ether-
net seems mandatory in multihop scenarios [14]. 
Nevertheless, although high-precision timing 
protocols over Ethernet exist (see IEEE 1588v2), 
their accuracy is in the range of a few hundred 

nanoseconds, while CPRI requires at most tens 
of nanoseconds between REC and RE. New 
approaches using frequency adjustable oscilla-
tors or GPS signals are under study to solve this 
issue.

Finally, both research projects and standard-
ization bodies (e.g., IEEE 1904.3 Standard for 
Radio over Ethernet Encapsulation and Map-
pings4) are exploring the possible gains of rede-
fining the RE/REC functional split of C-RAN 
in the next-generation networks [15]. Examples 
include the decoupling of fronthaul bandwidth 
and antenna number by moving antenna relat-
ed operations to the RE (DL antenna mapping, 
FFT, etc.), or enabling traffic-dependent band-
width adaptation by effectively coupling fronthaul 
bandwidth with the actual traffic served in the 
cell. The latter relies on the fact that many cell 
processing functions do not depend on the num-
ber of users, including FFT, cyclic prefix addi-
tion/removal, synchronization signals, and so on. 
More information about this novel approach can 
be found in [7].

Figure 4. CPRI multiplexing of C&M channels in the hyperframe. C&M information is carried in the 
control word (CW) of each CPRI frame.
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Robust, low latency infrared LED link for mobile backhaul

E-Mail: products-pn@hhi.fraunhofer.de
Web: www.hhi.fraunhofer.de/LED-Backhaul

LED BASED OPTICAL WIRELESS BACKHAUL LINK

Fraunhofer Heinrich Hertz Institute | Photonic Networks and Systems

Specifications
 Infrared LED based

 Easy alignment: 
500 Mbps over 100 m
250 Mbps over 200 m

 Bidirectional data exchange

 Dynamic rate adaptation

 Latency: < 2 ms

 1 GbE chipset and interface

 Footprint and weight:
240 mm x 230 mm x 130 mm, 3 kg

Applications
 Wireless point-to-point 

communication in industrial 
environments

 Backhauling for WiFi and LTE

 Building to building connectivity

 Redundancy for fixed line connection

Benefits

 Low cost optical wireless link 
based on infrared LEDs

 Improved link robustness due to
rate adaptation

 No active tracking needed
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