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Eureka!
We’ll help you get there.
Insight. It comes upon you in a  ash. And you know at once you
have something special. At Keysight Technologies, we think precise 
measurements can act as a catalyst to breakthrough insight. That’s 
why we offer the most advanced electronic measurement tools
for LTE-A technology. We also offer sophisticated, future-friendly 
software. In addition, we can give you expert testing advice to
help you design custom solutions for your particular needs.

HARDWARE + SOFTWARE + PEOPLE = LTE-A INSIGHTS

© Keysight Technologies, Inc. 2014

Keysight 89600 VSA software

+

Download new LTE-A Technology and Test 
Challenge — 3GPP Releases 10,11,12 and Beyond
www.keysight.com/find/LTE-A-Insight
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Keysight W1715EP SystemVue 
MIMO channel builder

Keysight In  niium S-Series 
high-de  nition oscilloscope
with N8807A MIPI DigRF v4 (M-PHY) 
protocol decode software

Keysight N5182B MXG X-Series
RF vector signal generator
with N7624/25B Signal Studio software for 
LTE-Advanced/LTE FDD/TDD

Keysight E6640B EXM wireless test set
with V9080/82B LTE FDD/TDD measurement 
applications and N7624/25B Signal Studio
software for LTE-Advanced/LTE FDD/TDD

Keysight E7515A UXM wireless test set
with E7530A/E7630A LTE-Advanced/LTE test/
lab application software

Keysight MIMO PXI test solution
with N7624/25B Signal Studio software 
for LTE-Advanced/LTE FDD/TDD and 
89600 VSA softwareKeysight N9040B UXA signal analyzer

with 89600 VSA software

PEOPLE  
We know what it takes for your designs to 
meet LTE-A standards. After all, Keysight
engineers have played major roles in LTE-A 
and other wireless standards bodies, 
including 3GPP. Our engineers even 
co-authored the  rst book about LTE-A 
design and test. We also have hundreds
of applications engineers. You’ll  nd them
all over the world, and their expertise is 
yours for the asking.

• Representation on every key wireless
standards organization globally

• Hundreds of applications engineers 
in 100 countries around the world

• Thousands of patents issued in
Keysight’s history

HARDWARE + SOFTWARE
The more complex your LTE-A design, the more 
you need help from test and measurement experts. 
Keysight is the only company that offers benchtop, 
modular and software solutions for every step of the 
LTE-A design process. From R&D to manufacturing, 
we can give you the expertise, instruments and 
applications you need to succeed.

• Complete LTE-Advanced design and test lifecycle

• Identical software algorithms across platforms

• 300+ software applications for the entire
wireless lifecycle
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Mark Wallace
Vice President and General Manager 
Keysight Technologies, Inc.

You’ve known us as Hewlett-Packard, Agilent Technologies 
and, now, Keysight Technologies. For more than 75 years we 
have been helping you unlock measurement insights.

There have always been two sides to the story. One is the 
work we do, creating innovative instrumentation and 
software. The other is the work you do: design, develop, 
debug, troubleshoot, manufacture, test, install and 
maintain components, devices and systems.

Those seemingly separate activities are connected by 
something profound: the “A-ha!” that comes with a moment 
of insight. When those happen for us, the results are 
innovations that enable breakthroughs for you.

Enabling the right idea at the right time
This is our legacy. Keysight is a company built on a history 
of firsts, dating back to the days when Bill Hewlett and 
Dave Packard worked in the garage on 367 Addison Avenue 

Seeing What Others Can’t 
The Key to Unlocking New Insights

in Palo Alto, California. Our firsts began with U.S. patent 
number 2,268,872 for a “variable-frequency oscillation 
generator.” Appropriately, the centerpiece of Bill’s design was 
a light bulb, which is often used to symbolize a new idea.

Our future depends on your success, and our vision is 
simple: by helping engineers find the right idea at the right 
time, we enable them to bring next-generation technologies 
to their customers — faster.

Offering expertise you can leverage
This is happening in aerospace and defense applications 
where increasingly realistic signal simulations are accelerating 
the development of advanced systems that protect those 
who go in harm’s way. It’s happening in research labs where 
our tools help turn scientific discovery into the discovery of 
new sciences. It’s taking place with DDR memory, where 
our line of end-to-end solutions ranges from simulation 
software to protocol-analysis hardware. And in wireless 
communications we’re providing leading-edge measurement 
tools and sophisticated, future-friendly software that support 
the development and deployment of LTE-Advanced.

Within those systems, there are more standards than a single 
engineer can keep up with. That’s why so many of our 
engineers are involved in standards bodies around the world. 
We’re helping shape those standards while creating the tools 
needed to meet the toughest performance goals.

Enabling your next breakthrough
To help Keysight customers continue to open new doors, 
we’re concentrating our effort and experience on what comes 
next in test and measurement. Our unique combination of 
hardware, software and people will help enable your next 
“A-ha!” moment, whether you’re working on mobile devices, 
cloud computing, semiconductors, renewable energy, or the 
latest glimmer in your imagination. Keysight is here to help 
you see what others can’t — and then make it reality.

© Keysight Technologies, Inc. 2014
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year has passed, and it is time for a
first analysis of the main actions under-

taken by ComSoc leadership. The five Com-
Soc Vice Presidents will describe their main
achievements in 2014, but before leaving the
floor to them, I would like to give a concise
description of the whole picture.

2014 has been a positive year for ComSoc.
After two years of heavy budgetary deficits
and a 2014 forecast in the red for several hun-
dred thousand dollars, the 2014 budget will
almost break even. Moreover, the 2015 fore-
cast is positive by approximately $100,000,
which will be spent on increased services to
members. The budget details are summarized
in the table on the next page, showing that the
2014 forecast could be the second largest year
over year improvement in the last 20 years.

As you will see in the VPs’ reports, the goals expressed in
my first President’s Page in January 2014 are showing good
progress, and the retreat meeting in mid January 2015 will be
mostly devoted to the implementation of the strategic plan
that the Chair of the strategic planning committee, Byeong Gi
Lee, has described in the October President’s Page.

At the IEEE level, the cooperation with other presidents of
large IEEE societies has been enhanced, and we have plans for
the near future to collaborate in journals and conferences. In
particular, we have obtained from IEEE significant advances
toward a higher transparency in the IEEE and societies’ bud-
gets, and this is the first step in a path leading to a fairer rev-
enue return to societies. As shown in the figure below, IEEE

revenues have increased from $140M to
$185M in five years, while the total distribu-
tion to S/Cs and MGA only grew from a bit
under $60M to a bit under $70. The portion
not returned to S/Cs and MGA units (going
to cover costs and infrastructure) rose from
approximately $80M to approximately $115M
— a 43.75% in costs and an increase of 17%
returned to units. This shows that there is
ample margin for a fairer revenue return to
societies.

Internally, ComSoc has a new Executive
Director, Susan M. Brooks, replacing Jack
Howell. Susan started in September 2014,
and has spent her first months on the job
familiarizing herself with the complex struc-
ture of a large and diversified volunteer soci-
ety such as ComSoc. She has already

established good and fruitful relationships with staff and vol-
unteers, and I am sure she will prove to be a very effective ED
for the society.

To conclude, ComSoc’s current situation is positive, with
even better prospects for the future. I wish to all ComSoc
members in 2015 a year full of health, serenity, and profes-
sional success.

TECHNICAL ACTIVITIES
Technical activities is the key that ties together all activities

within the Society. They not only represent the Society’s cor-
nerstone, but also its core values. In the following, we will
describe some of the activities that have been conducted in
2014 as well as describe those being planned for next year.

The technical activities within the Society are managed and
led by the Vice President for Technical Activities (VPTA). In
this function, the VPTA is assisted by a number of senior vol-
unteers and staff. These include Sherman Shen, Technical
Activities Vice-Chair and Secretary; Michele Zorzi, Director
of Education and Training; Lajos Hanzo, Chair of the Awards
Committee; Zhisheng Niu, Chair of the Emerging Technolo-
gies Committee; Kin Leung, Chair of the Fellow Committee;
and Steve Weinstein, Chair of the History Committee.

At the start of our term, we set out key strategic goals.
These include: positioning ComSoc to target new and emerg-
ing technologies; updating and augmenting the policies and
procedures vis-à-vis ComSoc technical activities; reviewing the
organization and structure of our technical committees;
expanding our educational offerings for professionals and
practitioners, and expanding our awards program to further
recognize contributions that advance the fields of interest to
ComSoc.

We are pleased to report that much has been accomplished
so far. Given the limited amount of space dedicated to this
article, we shall briefly report on only few achievements.

2014 Accomplishments
Fellow Committee: In 2014, the committee reviewed and

evaluated a total of 101 fellow nominations, the largest ever in
ComSoc’s history. Out of these nominees, a total of 39 mem-
bers were elevated to the Grade of Fellow, the highest distinc-
tion bestowed by IEEE, only given to those engineers who
have demonstrated outstanding proficiency and have achieved
distinction in their profession.

Awards Committee: A number of nominations for Paper

A
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Figure 1. Select packaged product revenue and NM: trends
and distributions.
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Awards, Service Awards, and Career Awards were evaluated.
In particular, a greater emphasis has been placed on promot-
ing a high-integrity process while putting greater focus on
transparency and openness. In addition and in order to
expand our awards program to further recognize individual
contributions and distinction, two new ComSoc awards have
been approved by IEEE and will be awarded starting in 2015:
the IEEE Communications Society Education Award, and the
IEEE Communications Society Young Author Best Paper
Award.

Distinguished Lecturers Program: This is a popular pro-
gram that selects a distinct group of ComSoc experts to pro-
vide lecture tours in response to requests from our ComSoc
chapters around the world. In 2014, 62 nominations were eval-
uated and a total of 16 new distinguished lecturers were
selected. In particular, this year a greater emphasis was put on
increasing the number of female lecturers and experts from
industry.

Emerging Technologies: In order to keep abreast of the

latest technology developments and evolution,
volunteers are encouraged to form emerging
technology subcommittees in developing tech-
nologies and areas, within the Society field of
interest. This is critical if we wish to position
ComSoc to target new and emerging technolo-
gies. In 2014 the emerging technologies commit-
tee had a very busy agenda and we are
considering the creation of two new subcommit-
tees, one on Big Data Processing, Analytics, and
Networking, and another on Tactile Internet.

Education and Training Program: The Educa-
tion and Training Board has been engaged in sev-
eral activities that have been progressing very
well. One major achievement is the successful
completion of ComSoc’s efforts to have Telecom-
munications Engineering as a new ABET accredi-
tation field.

The Way Forward
In 2014, under the technical activities portfo-

lio, many accomplishments have occurred, and
this would not have happened without the hard
work and dedication of so many volunteers and
staff. In the year ahead we will continue our work
to bring into fruition our initiatives. In the follow-
ing, we will describe some of the initiatives we
are planning to conduct in 2015.

Online Education and Training: One of our
key goals is to develop a world-class training and
professional education program that provides
high quality instruction, at reasonable cost and
with easy access, to address the career needs of
working professionals. To do so, we are planning
to extend our existing training and education pro-
grams and platforms by fostering the develop-
ment of online content and training courses in
communications.

Student Summer School: There is no doubt
that students are the future of our Society and as
such, it is of fundamental importance that we
provide special membership development oppor-
tunities for them. To do so, we are planning to
launch the first ever ComSoc Student Summer
School in July 2015, whose aim is to: provide
high-quality courses on selected topics in our
field; engage local chapters in membership devel-

opment and educational activities; and link our distinguished
lecturers to relevant membership development activities.

Technical Committees Review: In order to continue to be
at the forefront of technological development, ComSoc must
evolve and continue to be at the heart of communications
technology development in the world. In particular, it must
reinvent itself so as to address the new challenges and oppor-
tunities. To do so, it is of fundamental importance that our
technical committees play a significant leadership role. To fur-
ther enhance the role of our technical committees, a review
will be conducted to evaluate the technical committees’ mis-
sion and structure and recommend how they can be better
positioned to help ComSoc achieve its mission and grow our
values to members from academia and industry.

CONFERENCES
Since the beginning of 2014 the Conferences leadership

team has made a large number of accomplishments in all
areas, including conference operations, conference develop-
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Budget
2015

Budget
2014

Actuals as
of Nov

Forecast
2014

Actual
2013

Revenue

Dues 1000 925 950 950 944

Member Subscriptions 355 420 348 348 378

Non Member Subscriptions 535 621 522 522 604

ASPP 2091 1897 1,483 1,897 2,439

Advertising 1100 950 825 875 959

Conferences 8910 9869 7649 9043 8787

Conference Pub Proceeds 1734 1546 797 1546 1971

Certification/Training 346 345 196 225 237

Joint Pubs 268 286 58 420 400

Page Charges/Open Access 400 325 496 530 337

All Other 79 40 26 40 23

Total 16,817 17,224 13,350 16,396 17,079

Expense

Publications 1766 1430 1281 1575 1610

Advertising 363 127 204 250 248

Marketing 187 150 129 150 160

Certification/Training 235 287 152 170 292

Conferences 6997 7945 5919 7177 7187

Volunteer Travel 385 387 199 350 329

Committee Mtg Expenses 264 166 230 300 304

Programs 284 339 137 230 262

ComSoc Infrastructure 4313 4654 3929 4529 4435

IEEE Infrastructure 1882 1705 1580 1705 3310

All Other 13

Total 16,675 17,190 13,760 16,436 18,150

Net from Operations 142 34 (410) (40) (1,071)
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ment, conference publications, as well as in the planning and
the quality of our flagship conferences. The Conflict of Inter-
est Policy was updated, and the Steering Committee Charters,
which describe the operation of the conference steering com-
mittees, as well as the composition and terms of office of their
chair and members, are now in place for all of our fully spon-
sored portfolio conferences. Another major achievement in
conference operations concerns technically co-sponsored con-
ferences. Our society receives from 80 to 100 technical co-
sponsoring (TCS) requests per year, and the process for
analyzing, accepting, or declining TCS requests has been sig-
nificantly improved. We now have a rigorous process and an
integrated TCS document, which was published in October
2014. 

On the conference development side, we have made four
major accomplishments. The first is our involvement in the
IEEE-IEEMA INTELEC Conference, whose 2015 edition
will be held in Mumbai, India, on 22–24 January 2015. Com-
Soc is a financial co-sponsor of this conference together with
two other IEEE Societies (CS and PES). The second accom-
plishment is the launch of the new IEEE Conference on
Network Function Virtualization and Software Defined Net-
works (IEEE NFV-SDN), which is planned for 18–21
November 2015 in the San Francisco Bay Area. Other
achievements include our financial participation in NetSoft
2015, which was initiated by the IEEE Future Directions
Committee (FDC), and in the IEEE World Forum on Inter-
net of Things (WF-IoT). NetSoft 2015 will be held in Lon-
don on 13–17 April 2015, and WF-IoT 2015 will be held in
Milan in December 2015.

A continued challenge in conference publications is the
post-conference processing leading to the inclusion of confer-
ence papers in IEEE Xplore and other data bases. This pro-
cess includes work by the ComSoc Staff, the volunteers
(conference TPC Chair and Publication Chair), and the paper
processing vendor staff. After problems experienced with
GLOBECOM 2013 leading to excessive delays, a substantial
improvement was achieved at ICC 2014, and a new process is
now being implemented for GLOBECOM 2014 to further
improve the timelines. Our goal is to not only get quality
research to our conference attendees, but also to get that
research into the public domain as quickly as possible after it
is presented.

A new rotation plan for our flagship conferences was
defined and implemented, ensuring that each region (The
Americas, EMEA, and Asia-Pacific) will have an ICC or a
GLOBECOM every 18 months. According to this plan, the
first GLOBECOM outside the US since 2002 will be held in
Singapore in 2017. Next, after ICC 2018 in Kansas City,
GLOBECOM 2018 will be held in the EMEA region. The site
selection process for that conference is to be completed in
January 2015. 

Our major objectives for 2015 include the completion of
the conference portfolio analysis that started in 2014, and the
establishment of a long-term vision and action plan. The
GIMS and GITC will finalize their joint work on reducing the
time from submission to publication, and they will define new
timelines for ICC and GLOBECOM. The GITC will update
the list of technical symposia and will continue to improve the
quality of the paper review process. Ethical issues encoun-
tered in some recent conferences will be investigated to find
solutions and avoid as much as possible this type of problem
in the future.

We also plan to introduce The ICT Futures Event, which is
a “new-style” event. It will commence as a series of one-day
industry sector events drawing practitioners and employees

from IT, networking, and communications departments in
industry sectors, such as the financial sector, as well as the
utilities and transportation sector. In addition, the event will
introduce session formats unique to what exists in our current
portfolio of conferences. As ComSoc continues to attract
more industry to its conferences, the Industry Content and
Exhibition Committee (ICEC) will continue to play a vital
role in providing our major conferences with industry content
and consultation. 

In conclusion, less than 10% of ComSoc members attend a
ComSoc conference annually. We will continue to ensure that
all our members our aware of our conferences; there is a rele-
vant conference for as many members as possible; and we
provide as many ways as possible for our members to attend a
ComSoc conference annually.

MEMBER RELATIONS
Beginning my term as VP–Member Relations, I indicated

five strategic directions, envisioned as the Golden Pentagon:
globalization, academia, industry, women, and students. In
this first year we were able to launch and maintain several ini-
tiatives in those areas.

Chapters and Regional Activities
My priority is to favor participation of members from all

regions in ComSoc activities, striving to reach out to all coun-
tries and paying extra attention to disadvantaged areas. 

ComSoc regional conferences are one of the key enablers
in this strategy. When they have good a reputation and attract
people from both local chapters and other regions, they are a
precious opportunity for members in disadvantaged areas to
attend first-rate conferences, but without high expenses for
traveling. Among them I wish to mention in particular the
IEEE Latin-American Conference on Communications
(IEEE LATINCOM). The sixth edition was recently held in
Cartagena de Indias, Colombia, on November 2014, attracting
authors and attendees from around the world, owing to a high
quality technical program and world class keynote speakers.
After six years LATINCOM has become a regular appoint-
ment for students and engineers in Latin America.

Moreover, we just organized a North-America Regional
Chapter Chair Congress (NA-RCCC) at GLOBECOM 2014
in Austin, Texas, USA. I had the pleasant opportunity to meet
20 Chapter Chairs, enthusiastic and strongly motivated volun-
teers who spend a significant amount of time serving ComSoc.
RCCCs are the chief opportunity for Chapter Chairs to meet
each other, compare their experiences, and express their wish-
es to ComSoc leaders.

Distinguished Lecturer Program
Among ComSoc’s programs for chapters and members, the

Distinguished Lecturer/Speaker Program is definitely one of
the most acclaimed. This year we extended the travel cost
limit refundable by ComSoc from $2000 to $3000 (with the
same total budget per year), thus facilitating longer tours, and
ultimately looking at those areas that are seldom visited by
lecturers because of their geographic location. Our motto has
been “Even less DLTs, but better DLTs!”

IEEE Global Communications Newsletter
In our Member Relations strategy, the IEEE Global Com-

munications Newsletter (GCN)has a key role. In order to truly
make it the “Voice of the Chapters,” I pursued three lines of
action:

•We started to email issues, as soon as published, to all
Chapter Chairs (July 2014).
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•We worked to make its contents more interesting, by
inviting articles and by launching a new series of monthly
interviews by the VP with MR Directors (Sept. 2014).

•We totally redesigned its graphic layout, giving it a fresh
and contemporary look (Oct. 2014).

Moreover, a new Online Edition of the GCN, with addi-
tional interactive contents for Chapter Chairs and links to
social media, is under study and will be launched in 2015.

Student Competition
This year we conducted the second ComSoc Student Com-

petition, “Communications Technology Changing the World,”
addressed to graduate and undergraduate students. I am the
Co-Chair of this program with the past VP-MR Nelson Fon-
seca. The competition is now a well-established program in
Comsoc and will be be continued in the future. In 2014 the
competition was a great success. More than 70 projects were
submitted and evaluated by an international committee made
of 40 ComSoc experts. The evaluation process took into
account social impact, technical content, originality, practical
applicability, results, and quality of presentation. The winners
received their Award at GLOBECOM 2014 in a Plenary Session.

Women in Communications Engineering (WICE)
The mission of this Standing Committee, chaired by

Octavia Dobre, is to promote the visibility and roles of women
communications engineers. Among its major initiatives in
2014 were: establishing the WICE Awards; organizing a
Women’s Workshop; launching a new web site and Facebook
page; and finally, compiling a mailing list with more than 4000
subscribers.

Octavia and her committee are now working on a number
of new initiatives. I strongly support these efforts and I cor-
dially invite all women communications engineers to follow
Octavia and stay tuned for news!

PUBLICATIONS
In the Publications area we have been active incubating

new periodicals and ensuring the quality of existing periodi-
cals. We are also expanding our online content. All this would
not be possible without the Director of Journals, Len Cimini;
the Director of Magazines, Steve Gorshe; and the Director of
Online Content, Elena Neira.

Two new journals are launching in 2015: IEEE Transac-
tions on Molecular, Biological and Multiscale Communications
(TMBMC), and IEEE Transactions on Cognitive Communica-
tions and Networking (TCCN). TMBMC is co-sponsored by
the Computer Society and the Nano Council. TCCN is co-
sponsored by the Signal Processing Society and the Computer
Society. We are currently incubating a journal and a maga-
zine. In December we published the inaugural issue of the
Communications Standards Supplement in IEEE Communica-
tions Magazine. This supplement was launched in cooperation
with the VP of Standards. In 2015 we will launch the JSAC:
Green Communications and Networking Series. We are very
excited about the new publications. New publications reflect
our growing field and offer opportunities and new venues of
information for our readers.

This year the IEEE Communications Society’s magazines
and journals were reviewed by the IEEE Periodicals Review
and Advisory Committee (PRAC). The PRAC reviews are an
opportunity to gather information about the periodicals and
receive valuable feedback from a select group of IEEE
reviewers. Based on the PRAC and our own review process,
we believe our journals and magazine are healthy. We want to
ensure that we have quality venues for dissemination of cut-

ting-edge information. If you have any suggestions for improv-
ing our processes, please let us know.

This year we have expanded the amount of online content
to better serve our members. In addition to IEEE Communi-
cations Technology News and Best Readings, we have also
introduced ComSoc Beats, a set of video interviews of mem-
bers. If you have suggestions for interview subjects or online
content, please let us know. Our aim is to provide online con-
tent that is meaningful and relevant.

STANDARDS ACTIVITIES
For 2014 the goal for my term as VP–Standards Activities

was to reflect the full range of interests of our members in
pre-standardization, standardization, and post-standardization
activities. In addition, we stressed catching up to our field’s
fast moving technology initiatives in the areas of Software-
Defined Networks/Network Functions Virtualization
(SDB/NFV) and Internet of Things (IoT). We accomplished
these with the dedicated help of Mehmet Ulema, Director of
the ComSoc Standards Development Board (CSDB), and
Alex Gelman, Director of the ComSoc Standards Program
Development Board (CSPDB).

Rapid Reaction Standardization Process
In ComSoc, standardization occurs through the participa-

tion in research groups, study groups, and working groups,
with each activity leading to the next. In 2014 we pioneered
the use of a Rapid Reaction Standardization methodology,
which starts from CSPDB members contacting relevant Com-
Soc Technical committees and asking for recommendations of
experts in relevant areas. Then a face to face session is orga-
nized for one to two days and, based on the analysis of our
experts, appropriate research, study, or working groups are
proposed.

In April 2014 we conducted a Rapid Reaction Standardiza-
tion session on SDN/NFV, and as a result created two
research groups

•Software Defined and Virtualized Wireless Access
•SDN/NFV Structured Network Objects

and two study groups
•Security, Reliability, and Performance of Software

Defined, and Virtualized Ecosystem
•Service Virtualization.
Similarly, in September 2014 we conducted an activity on

IoT, and the decision was made to organize the following
research groups

•IoT Architectures
•IoT Services
•IoT Communications and Networking Infrastructure
•IoT Security and Privacy

and a study group
•IoT APIs and Interfaces
For 2015 we expect these groups to continue. Those who

are interested in any of these activities can join the Research
Groups by applying for corresponding community member-
ships at ComSoc communities site: http://community.comsoc.
org/groups.

Standards Working Groups
Our Standards Committees continued to make progress in

2014. New standards from our Dynamic Spectrum (1900.X),
NGSON (1903.X), SIEPON (1904.X), Nanoscale (1906.X),
and Power Line (2030.X) standards committees and working
groups were in their final stages of preparation or published
this year. In addition, new initiatives that have come into the
CSDB include interesting work on a secure Biometric Open
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Protocol (P2410.X) and on high speed, uncompressed
Audio/Video networking, known as HDBaseT (P1911.X).

Standards Publications
One of the signal achievements in the Standards Activities

area in 2014 (with the cooperation and support of our
VP–Publications, Katie Wilson) was the organization and pub-
lication of the first Communications Standards Supplement in
IEEE Communications Magazine. This supplement is intended
to serve the interests of the members of the global communi-
cations and networking standards community. The first issue
contains six standards-related articles and news from global
Standards Development Organizations. A call for Feature
Topic proposals has been issued for upcoming issues in 2015-
2016. Looking toward the future, we hope that this supple-
ment can develop into a full fledged Communications
Standards Magazine.

Standards Meetings and Conferences
This year the third successful edition of our workshop,

“From Research to Standards,” was held at ICC 2014. Based
on this success, a new ComSoc portfolio conference has just
been approved: the IEEE International Conference on Stan-
dards for Communications and Networking (IEEE-CSCN).
The inaugural venue of this conference series is planned for
Yokohama, Japan in November 2015. Come and be a part of it!

VICE PRESIDENT BIOGRAPHIES
Stefano Bregni is an Associate Professor of Telecommuni-

cations at Politecnico di Milano, Italy. Born in 1965, he is
graduated in Electronics Engineering. He worked in industry
with SIRTI before joining Politecnico in 1999.

He is an IEEE Senior Member (1999). He has been an
IEEE ComSoc Distinguished Lecturer for seven years. From
2003 to 2009 he visited repeatedly 14 countries and 29 IEEE
Sections/Chapters worldwide, giving more than 30 lectures in
Mexico, Puerto Rico, El Salvador, Panama, Costa Rica,
Guatemala, Ecuador, Peru, Bolivia, Colombia, Malaysia,
India, Poland, and USA.

In ComSoc he has served as: Vice-President Member
Relations (2014–15); Board-of-Governors Member-at-Large
(two terms: 2010–12, 2013); Director Education (2008–11);
Chair of the Transmission, Access and Optical Systems TC
(2008–09; Secretary/ViceChair 2002–07); and Member-at-
Large of the GLOBECOM/ICC Technical Content (GITC)
Committee (2006–09).

He is ICC2016 Technical Program (TP) Co-Chair. He has
been GLOBECOM2012 TP Vice-Chair, LATINCOM2011 TP
Co-Chair, GLOBECOM2009 Vice-Chair for Symposia, and

Symposium Co-Chair in nine other ICC/GLOBECOMs. He is
the Editor-in-Chief of the IEEE Global Communications
Newsletter and an Associate Editor of IEEE Communications
Surveys and Tutorials. He contributed to ETSI/ITU-T stan-
dards on network synchronization. He is the author of 80+
refereed papers and of the fundamental book Synchronization
of Digital Telecommunications Networks (J. Wiley, 2002).

Robert S. Fish [SM] received his Ph.D. from Stanford Uni-
versity. Currently, Dr. Fish is President of NETovations, LLC.
From 2007 to 2010 he was Chief Product Officer and Senior
VP at Mformation, Inc. From 1997 to 2007 he was Vice Presi-
dent and Managing Director of Panasonic’s US R&D Labora-
tories. Prior to this he was Executive Director, Multimedia
Communications Research, at Bellcore after starting his
career at Bell Laboratories. 

He has more than 30 publications and 17 patents. During
his career he and his organizations have initiated and man-
aged standards development activities in IEEE, 3GPP, OMA,
IETF, ATSC, CableLabs, OSGi, SDRF, and probably a few
more. He is Vice President for Standards Activities of the
IEEE Communications Society. He co-edited a series in IEEE
Communications Magazine on IEEE standards in communica-
tions and networking. He has served on the Com-Soc BoG
and was Chair of GIMS. He is a member of the Board of
Governors of the IEEE Standards Association, Chair of
IEEE-SA’s Global Coordination Committee, and a founding
member of the IEEE-SA Corporate Advisory Group. He is
Co-Founder and Steering Committee Chair of ComSoc’s
CCNC Conference. For his leadership and contributions to
the Multimedia Communications Technical Committee, he
was the recipient of MMTC’s Distinguished Service Award.

Khaled Ben Letaief received the BS degree with distinc-
tion, MS, and Ph.D. degrees in electrical engineering from
Purdue University. He is currently Dean of Engineering and
Chair Professor at The Hong Kong University of Science &
Technology, with expertise in wireless communications and
networks. In these areas, he has published more than 470
journal and conference papers and given invited keynote talks
as well as courses all over the world. He has 13 patents,
including 11 US patents.

He served as a consultant for different organizations and is
the founding Editor-in-Chief of the IEEE Transactions on
Wireless Communications. He has served on the editorial
board of other prestigious journals, including the IEEE Jour-
nal on Selected Areas in Communications — Wireless Series (as
Editor-in-Chief). He has been involved in organizing a num-
ber of major international conferences, including: WCNC’07
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in Hong Kong; ICC’08 in Beijing; ICC’10 in Cape Town;
TTM’11 in Hong Kong; and ICCC’12 in Beijing.

He is a Fellow of IEEE and a Fellow of HKIE. He is also
the recipient of many other distinguished awards, including
the 2007 IEEE Communications Society Publications Exem-
plary Award; 2009 IEEE Marconi Prize Award in Wireless
Communications; 2010 Purdue University Outstanding Elec-
trical and Computer Engineer Award; 2011 IEEE Communi-
cations Society Harold Sobol Award; 2011 IEEE Wireless
Communications Technical Committee Recognition Award;
and 10 IEEE Best Paper Awards. He is recognized by Thom-
son Reuters as an ISI Highly Cited Researcher.

He served as an elected member of the IEEE Communica-
tions Society (ComSoc) Board of Governors, IEEE Distin-
guished Lecturer, IEEE ComSoc Treasurer, and IEEE
ComSoc Vice–President for Conferences. He is currently serv-
ing as IEEE ComSoc Vice–President for Technical Activities,
member of the IEEE Product Services and Publications
Board, and member of the IEEE Fellow Committee.

Hikmet Sari is currently a Professor and Head of the
Telecommunications Department at SUPELEC, near Paris,
and also Chief Scientist of Sequans Communications. Prior to
moving to these positions, he held various research and man-
agement positions at Philips, SAT (SAGEM Group), Alcatel,
Pacific Broadband Communications, and Juniper Networks.
He has served as an Editor of the IEEE Transactions on Com-
munications, Guest Editor of the European Transactions on
Telecommunications, Guest Editor of IEEE JSAC, Associate

Editor of the IEEE Communications Letters, Chair of the
Communication Theory Symposium of ICC 2002, Technical
Program Chair of ICC 2004, Vice General Chair of ICC 2006,
General Chair of PIMRC 2010, General Chair of WCNC
2012, Chair of the GITC Committee in 2010–2011, Distin-
guished Lecturer of the IEEE Communications Society
(2001–2006), Member of the IEEE Fellow Evaluation Com-
mittee (2002–2007), and Member of the Awards Committee
(2005–2007). His distinctions include the IEEE Fellow Grade
and the Andre Blondel Medal in 1995, the Edwin H. Arm-
strong Award in 2003, the Harold Sobol Award in 2012, and
election to the European Academy and to the Science Acade-
my of Turkey in 2012.

Sarah Kate Wilson received her A.B. from Bryn Mawr Col-
lege with honors in mathematics in 1979, and her Ph.D. from
Stanford University in electrical engineering in 1994. She has
worked in both industry and academia and has been a Visiting
Professor at Lulea University of Technology, the Royal Insti-
tute of Technology in Stockholm, and Stanford University.
She is currently an Associate Professor of electrical engineer-
ing at Santa Clara University. She has served as an Associate
Editor for IEEE Transactions on Wireless Communications,
IEEE Communications Letters, and IEEE Transactions on
Communications, and as Editor-in-Chief of IEEE Communi-
cations Letters. Her research interests include orthogonal fre-
quency division multiplexing (OFDM) and optical wireless
communications. She is a Fellow of the IEEE and a former
Director of Journals for the IEEE Communications Society.
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COMSOC BYLAWS ARTICLE 3.8.10
The Ombudsman shall be the first point of contact for reporting a
dispute or complaint related to Society activities and/or volunteers.

The Ombudsman will investigate, provide direction to the appropriate IEEE resources if necessary,
and/or otherwise help settle these disputes at an appropriate level within the Society…

IEEE Communications Society Ombudsman
c/o Executive Director

3 Park Avenue 
17 Floor

New York, NY 10017, USA

ombudsman@comsoc.org
www@comsoc.org “About Us” (bottom of page)
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CONFERENCE REPORT

IEEE GLOBECOM 2014 HOSTS 57TH ANNUAL INTERNATIONAL CONFERENCE IN
THRIVING ENTREPRENEURIAL AND TECHNOLOGICAL CENTER KNOWN AS

“THE SILICON HILLS”
MAYOR LEE LEFFINGWELL PROCLAIMS DECEMBER 8–12 AS IEEE WEEK IN AUSTIN, TEXAS TO
HONOR PREMIER EVENT DEDICATED TO GLOBAL TELECOM ADVANCEMENTS AND INNOVATIONS

IEEE GLOBECOM 2014
(www.ieee-globecom.org/2014),
the premier global conference
dedicated to driving advance-
ment in nearly every telecom-
munications field, held its 57th
annual event from December 8–12 in Austin, Texas, the thriving
national center for entrepreneurialism and innovation commonly
recognized as “the Silicon Hills.” Known for its high concentra-
tion of technology startups and corporations, the conference’s
organizing committee combined the talents of thousands of indus-
try professionals to ensure an enriching experience for both prac-
titioners and academia. This included expanding the industrial
program with a far wider breadth of keynotes, executive forums,
demos and interactive sessions as well as offering amenities such
as a downloadable mobile application, which placed session and
conference proceeding information, locations and times at the fin-
gertips of attendees. AT&T and the Austin Hilton further sup-
ported IEEE GLOBECOM 2014 by assuring access to the latest
4G LTE cellular technology and state-of-the-art WiFi connections
were available throughout the conference venue.

With this backdrop, Austin provided the ideal setting for this
year’s activities attended by nearly 3,000 industry experts, scien-
tists and academics participating in more than 2, 500 presenta-
tions detailing the latest breakthroughs in cutting-edge fields like
SDN, NFV, Small Cell Networks, HetNets, Internet of Things
(IoT), Cloud Computing, Millimeter Wave MIMO, Vehicular
Networks and 5G communications. 

Themed “The Great State of Communications,” IEEE
GLOBECOM 2014 opened Monday, December 8 with the first of
two full days of tutorials and workshops exploring topics like
“Green Broadband Access: Energy Efficient Wireless,” “Evolu-
tion Toward 5G Cellular Networks,” “Emerging Technologies for
5G Wireless Cellular Networks (Wi5G, Formerly B4G),” “Mobile
Communications in Higher Frequency Bands (MCHFB)” and
“Optical Wireless Communications (OWC).” For instance, the
day began with Dr. Matthias Illing of the Center of Competence
Connectivity, Robert Bosch GmbH, Germany, offering his pre-
sentation titled “Connecting the Dots: How the IoTS Changes
Multi-Domain Enterprises” during the “International Workshop
on the Internet of Things and Services.” As highlighted by Dr.
Illing, “We are at the beginning of the commercialization of the
Internet,” where “75 percent of the world’s population will be

connected via the Internet
by 2015” and “tens of bil-
lions of devices connected
five to 10 years from now.”
This will occur in conjunc-
tion with a string of mega-

trends resulting in new business models and robust IT-based
services that will one-day include automated driving, dynamic
vehicular mapping and sensors that will automatically alert
authorities to accidents and summon ambulances. However, this
will require the integration of many different standardization
efforts and the “creation of tools and fusion software that over-
come security issues and tie everything together.” 

Throughout the day, other workshops explored the “Manage-
ment of Emerging Networks and Services,” which detailed the
emergence of innovations such as sensors embedded in soap dis-
pensers within hospital operating rooms to ensure everyone
involved is properly scrubbed before procedures and the “Cloud
Computing Systems and Network Applications” necessary to
launch the first commercial 5G deployments in 2020 achieving
superior user experiences and peak data rates with a “revolution-
ary clean slate design” that stores” everything on the cloud.”

In the evening, IEEE GLOBECOM held its annual “Welcome
Reception” in the Grand Ballroom of the Austin Hilton with hun-
dreds of attendees enjoying live music from a six-piece honkytonk
band, while dining on Texas barbeque and gourmet cupcakes.
Other highlights included the opening of the conference’s exhibi-
tion hall promoting the displays and interactive demonstrations of
AT&T, the conference’s first diamond sponsor, and other leading
corporations like National Instruments, Huawei, Cisco, Samsung,
Nokia, Qualcomm, Alcatel-Lucent, Ericsson, Intel, BEECube,
TVC, Freescale, Fujitsu, NYU WIRELESS, Elsevier, Wiley,
Springer and Cambridge University Press. Another first was the
IEEE GLOBECOM 2014 Poster Session featuring the event’s top
50 paper selections and topics such as “Traffic Modeling for
Machine-to-Machine (M2M) Last Mile Wireless Access Net-
works” and “Traffic Management for Sustainable LTE Networks.”

On Tuesday morning, IEEE GLOBECOM 2014 officially
commenced with the remarks of Dr. Ted Rappaport; General
Chair John Donovan, Senior Executive Vice President of Tech-
nology and Operations at AT&T; and Mike Rollins, President of
the Greater Austin Chamber of Commerce, who welcomed every-
one to this growing, technical center that is “driven by the out-
standing university-based research of 40 separate institutions” and
the “work of 13 percent of the population, which are employed by
the city’s high-tech community.” In addition, IEEE President
Roberto de Marca recognized the “unwavering commitment of
the organization” to solve problems and improve the quality of
life and planet through communications,” while IEEE ComSoc
President Sergio Benedetto lauded the tremendous high-quality
work of the committees, staff and volunteers in making this year’s
event “more fulfilling to industry.” 

Following these comments, Dr. Edward G. Amoroso, Chief
Security Officer, AT&T Inc., offered the conference’s first
keynote focused on “Recent Advances in Cloud Security” and an
outdated approach to security that he equated to stacking sand-The crowded exhibit hall.
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bags against an Internet perimeter filled with “ports and protocols
built into the edge and letting activity in.” As a result, Dr.
Amoroso proposed the building of “virtual object security archi-
tectures” composed of “micro domain rings” that would more
effectively protect a “broken perimeter that doesn’t worry about
the gateway and servers.” This would include a robust botnet-like
structure offering far more resiliency, redundancy and security. 

James Truchard, President, CEO and Cofounder of National
Instruments, then highlighted his company’s “never before seen
approach to prototyping next generation wireless systems” during
his keynote address on “Next-Generation Tools for Next-Genera-
tion Wireless Research.” During his presentation, Dr. Truchard
highlighted National Instruments’ “drive to make life easier” by
“accelerating the speed of innovation and ability to try new
things.” For example, Dr. Truchard spoke of new platforms that
synchronize hardware, software and algorithm research at the sys-
tem design level enabling faster implementations and “the migra-
tion to the latest technologies with great efficiency.”

As a result, the LabView Communications System Design
Suite was demonstrated at IEEE GLOBECOM 2014 as a revolu-
tionary method for rapidly prototyping real-time software defined
radio and wireless systems. In addition to showcasing several
highly-innovative applications designed with LabView at the con-
ference’s exhibition hall, National Instruments also hosted a com-
plimentary, half-day tutorial offering hands-on experience in
designing, simulating, and deploying to hardware a prototype of a
20 MHz LTE-based real-time OFDM link on a high-performance
FPGA. This was followed by transmitting data over the air using
the link created by the participant to illustrate the integrated
algorithm-to-FPGA flow made possible by LabVIEW Communi-
cations software and NI SDR hardware. 

Afterward, IEEE GLOBECOM 2014 initiated its three-day
schedule of learning sessions consisting of nearly 900 technical
paper presentations, hundreds of addresses from industrial lead-
ers, senior-executive panel discussions and numerous business and
industrial forums focused on the innovations and research repre-
senting virtually every area of broadband, wireless, multimedia,
data, image and voice communications. This included 10 industry
panels on Tuesday alone dealing with the latest research into
areas like “Emerging Technologies for Next Generation WiFi,”
“Programmable Carrier Infrastructures” and “CloudRAN Archi-
tectures, Vitualization and Connectivity Solutions for 5G Cellular
Communications” as well as the executive forum on “Network
Transformation” that described a world of “ubiquitous communi-
cations connecting everything that can be connected by 2020.”
According to the participants, this will be highlighted by a “new
global network” with “geographic boundaries blurring every-
where,” “ecosystems of computers working together” and an
intelligent abstraction network of SDN/NFV solution architec-
tures ensuring amazingly “fast, super real-time and reliable con-
nections” that “users can modify for themselves with rapidly
evolving new services.”

Other highlights from the day included the Annual Awards
Luncheon hosted by IEEE ComSoc Awards Chair Lajos Hanzo
and IEEE ComSoc President Sergio Benedetto. This began by
announcing Anthony Soong, Chief Scientist for Wireless Research
and Standards at Huawei Technologies, and Wei Yu, Professor of
the Electrical and Computer Engineering Department at the Uni-
versity of Toronto as the organization’s 2014 IEEE Fellows. Addi-
tional honorees were:

•Harpreet S. Dhillon, Radha Krishna Ganti, Francois Baccelli
and Jeffrey G. Andrews, who were awarded the Leonard G.
Abraham Prize for their article titled “Modeling and Analysis of
K-Tier Downlink Heterogeneous Cellular Networks.”

•Vahid Tarokh, Hamid Jafarkhani and Robert Calderbank, who
received the Advances in Communication Award for their article

on “Space-Time Block Coding for Wireless Communications:
Performance Results.”

•Kien T. Truong and Robert W. Heath, who were provided
the Journal of Communications and Networks (JCN) Best Paper
Award for their article titled “Effects of Channel Aging in Mas-
sive MIMO Systems.”

•Andrea Goldsmith, a Professor of Electrical Engineering at
Stanford University, who was provided the Edwin Howard Arm-
strong Achievement Award “for sustained and fundamental con-
tributions to wireless communications.”

•Wen Tong, Head of Huawei Wireless Research and Execu-
tive Vice President of Huawei Canada Research Center, who
received the Industrial Innovation Award “for leadership in and
contributions to 3G and 4G wireless communications systems.”

•Eros Spadotto, Executive Vice President, Technology Strate-
gy and Operations of TELUS, who was given the Distinguished
Industry Leader Award “for contributions and leadership in the
development of the mobile communications industry and innova-
tion in mobile communications technology.”

•Stefano Bregni, Associate Professor of Telecommunications
at Politecnico di Milano, who was provided awarded the Harold
Sobol Award for Exemplary Service to Meetings and Conferences
“for more than 15 years of sustained outstanding personal com-
mitment and contribution to the organization and technical man-
agement of IEEE Communication Society’s flagship and regional
conferences.”

•Chengshan Xiao, Professor of Electrical and Computer Engi-
neering at Missouri University of Science and Technology, who
received the Joseph LoCicero Award for Exemplary Service to
Publications “for extraordinary service and leadership as the Edi-
tor-in-Chief of IEEE Transactions on Wireless Communications.”

•Lin-shan Lee, Professor of Electrical Engineering and Com-
puter Science of National Taiwan University, who was given the
ComSoc/KICS Exemplary Global Service Award “for contribu-
tions to ComSoc in the international activities, the development
of global collaboration with sister societies, and the promotion of
global volunteer participation and services.”

•John M. Cioffi, Hitachi America Professor of Engineering
(Emeritus) at Stanford University, was provided the 2014 IEEE
Leon K. Kirchmayer Graduate Teaching Award “for educating a
stellar array of graduate students in digital communications and
for inspiring them to make a difference.”

•Dipankar Raychaudhuri and Narayan B. Mandayam, who
were given the 2014 IEEE Donald G. Fink Award for their paper
“Frontiers of Wireless and Mobil Communications.” 

•Chapter of the Year was awarded to the Malaysia Chapter
for the Asia/Pacific Region.

•Chapter Achievement Award Recipients were Republic of
Macedonia for the EMEA Region, Colombia for the Latin Amer-
ica Region, New Jersey Coast for the North America Region and
Malaysia Chapter for the Asia/Pacific Region.

The opening day of the conference concluded Tuesday night
with the Dialogue with Industry Executives, which provided the
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viewpoints of Tareq Bustami, VP of Product Management,
Freescale; Rod Naphan, CTO and Senior VP, Fujitsu Network
Communications; Farooq Khan, President, Samsung Research
America; Bob Gessel, Head of Technology Strategy Develop-
ment, Ericsson North America; and Mike Murphy, CTO, Net-
works, North America, Nokia. Moderated by David Lu, Vice
President, Business Solutions Development, AT&T, these pan-
elists were tasked with providing insights to wide ranging audi-
ence questions that focused on the increased role of women in
science, vehicle-to-vehicle communications and the fundamental
role of technology in furthering the quality of life.

Throughout the exchange, the participants accentuated the
need of industry to motivate young individuals through the ongo-
ing support of programs like STEM, internships, participation in
academic advisory boards and most importantly helping them to
“find the spark” in this “exciting age of innovation and human
empowerment” where “a lot of good comes from chasing the lofty
goal.” While foreseeing roads filled with self-driving vehicles, all
agreed that this future was still far off given the amount of chal-
lenges and depth of logistical, real-time and pervasive innovations
needed to “guarantee nothing goes wrong.” However, everyone
rallied behind the pursuits of such goals as a means to “revolu-
tionize other industries” through the creation of technologies that
will help solve “real-human problems” ranging from energy, water
and food shortages to terrorism.

Wednesday began with the keynotes of Pankaj Patel, Execu-
tive Vice President and Chief Development Officer at Cisco, who
posed the question “Are You Ready for the Internet of Every-
thing?” and proceeded to detail a world where 39 percent of the
population is already connected to 13 billion devices and more
data was generated in the past year alone than the past 5,000
years combined. Already powering 80 percent of all businesses,
Patel highlighted his presentation by describing “the phenomenal
impact that big digital analytics are having on what we do every-
day” through examples of smart trappings that minimize the use
of insecticides, smart pill bottles, manufacturing robots and buoys
with sensors collecting biological information at the Great Barrier
Reef in Australia. As cited by Patel, this will all be part of the
“3rd wave of IT transformations” and “consumer-centric enter-
prises” that will “create data at a rate never seen before” and
machine-driven analytics that “will not only recognize patterns,
but predict anomalies.”

Dr. Wen Tong followed with a discussion of “5G Wireless
Beyond Smartphones” and the dramatically improved end user
experiences and new revenue streams expected from the next
generation of enhanced efficiencies and innovations. According to
Dr. Tong, this will include shifting from the mobile Internet to

the connected world by 2020 to provide six billion smartphone
users 100x more connectivity, latency levels below 1ms and opera-
tional speeds of 10gbps. Driven by 55 trillion sensor readings
every hour, 5G will also be punctuated by a truly orthogonally
and synchronous air interface concept enabling the auto drive of
400 million cars in the next decade.

The remainder of Wednesday entailed a wide selection of
technical sessions exploring topics like wireless sensor networks,
video streaming, mobile cloud networking and next generation
network design as well as industry panels dedicated to pro-
grammable and big data cloud networking, IPv6 and IoT chal-
lenges, and cable industry access technologies. Another highlight
was the “5G Vision: Requirements and Key Technologies” execu-
tive forum that explored the “tech enablers” creating a platform
in which “affordable, sustainable and ultra-reliable” wireless
applications as well as “services that are not yet even known” will
be made possible through the flexible, full-duplex of the licensed,
unlicensed and shared licensed spectrums. 

Held at the Bob Bullock Texas History Museum, the Wednes-
day evening banquet was accentuated by an IEEE GLOBECOM
attendee-only tour of the three-story museum dedicated to Texas
history and many of its noted exhibits like the 300-year-old ship-
wrecked remains of the LaBelle French sailing vessel and “Fly
Girls,” a special tribute to women aviators in WWII. After an
exceptionally delicious meal, Ted Rappaport and Sergio Benedet-
to presented the crystal globe to representatives from IEEE ICC
2015 (London), while Dr. Ed Tiedemann, the general chair of
IEEE GLOBECOM 2015 (San Diego), provided an enticing
introduction to next fall’s conference. 

Thursday morning then began with the keynote of Dr. Alicia
Abella, Assistant Vice President (AVP), AT&T Labs, who
addressed “Cloud Computing: A New Strategic Infrastructure”
and the formation of an industry devoted to cloud computing and
the standardization of cloud technology components. She began
by comparing the cloud to other disruptive undertakings such as
the development of the U.S. interstate highway system and the
need to overcome the fears of those frightened by the loss of con-
trol of privately-managed infrastructures. This includes fostering a
“love of the cloud” that clearly delineates its vast abilities for
accelerating new products to market, reducing maintenance and
equipment purchase costs and “gaining efficiencies through ser-
vices used only when needed.” As a result, Dr. Abella foresees
the continual shift from big IT departments toward cloud pro-
viders offering more network functions with increased QoS over
the next few years.

Furthering the exploration of “Future of Wireless” trends was
Rajesh Pankaj, Senior Vice President, Engineering at Qualcomm
Research, who detailed how new 5G services and devices will con-
nect new industries, while empowering new user experiences.
“Already more prevalent than electricity or running water in
some regions,” 2020 will witness the shipment of eight billion
smartphones enabled by 1000x higher efficiencies, 1000x more
small cells, seamless coverage, flawless mobility and reliable users
experiences. “All these things will then transform communities,
enterprises and industry” with fiber-like, mobile broadband capa-
bilities that deliver mission critical services like remote surgery
and uniform, simultaneous connectivity. 

The morning’s opening keynote session ended with the annual
presentation of the IEEE GLOBECOM 2014 Best Paper Awards.
Chosen for this year’s honors were:

•Arash Gholami Davoodi and Syed Ali Jafar, University of
California Irvine for their paper titled “Settling Conjectures on
the Collapse of Degrees of Freedom Under Finite Precision
CSIT.”

•Alexandra Bousia and Elli Kartsakli, UPC, Spain; Angelos
Antonopoulos, Telecommunications Technological Centre of Cat-
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alonia, Spain; Luis Alonso, Universidad Politecnica de Catalunya-
Barcelona TECH and Telecommunications and Aerospatial Engi-
neering School of Castelldefels, Spain; and Christos Verikoukis,
Telecommunications Technological Centre of Catalonia, Spain
for their entry on “Small Cells for Energy Efficient Networking:
How much does it cost?”

•Miao Wang, Ran Zhang and Sherman Shen, University of
Waterloo, Canada; Muhammad Ismail and Khalid A. Qaraqe,
Texas A&M University at Qatar; and Erchin Serpedin, Texas
A&M University, USA for the paper titled “A Semi-distributed
V2V Fast Charging Strategy Based on Price Control.”

•Lin Ye and Hongli Zhang, Harbin Institute of Technology,
China for their research on “Modeling Leechers Attack in Bit-
Torrent.”

•Wei Zhao, Zubair Fadlullah, Hiroki Nishiyama and Nei Kato
from Tohoku University, Japan and Kiyoshi Hamaguchi, NICT,
Japan for their entry “On Joint Optimal Placement of Access
Points and Partially Overlapping Channel Assignment for Wire-
less Networks.”

•Hisham ElShaer, King’s College London-Vodafone Group,
United Kingdom; Federico Boccardi, Vodafone Group, United
Kingdom; Mischa Dohler, King’s College London, United King-
dom; and Ralf Irmer, Vodafone Group, United Kingdom for
their entry on “Downlink and Uplink Decoupling: a Disruptive
Architectural Design for 5G Networks.”

•Yun Liao, Tianyu Wang, Lingyang Song, Peking University,
China; and Zhu Han, University of Houston, USA for their
research titled “Listen-and-Talk: Full-duplex Cognitive Radio
Networks.”

•Nan Cheng, Ning Lu, Ning Zhang, Sherman Shen and Jon
Mark, University of Waterloo, Canada for the paper titled
“Opportunistic WiFi Offloading in Vehicular Environment: A
Queueing Analysis.”

•Xinru Zheng, Hua Zhang and Wei Xu, Southeast University,
China; and Xiaohu You, National Mobile Communication
Research Lab, Southeast University, China for the submission on
“Semi-orthogonal Pilot Design for Massive MIMO Systems Using
Successive Interference Cancellation.

•Bo Yu and Liuqing Yang, Colorado State University, USA;
and Hiroyuki Ishii, DOCOMO Innovations, Inc, Japan for the
paper titled “3D Beamforming for Capacity Improvement in
Macrocell-Assisted Small Cell Architecture.”

•Yongxiong Ren, Long Li, Guodong Li, Yan Yan, Yinwen
Cao, Hao Huang, Nisar Ahmed, Zhe Zhao, Giuseppe Caire,
Andreas Molisch and Alan Willner, University of Southern Cali-
fornia, USA; Marton Lavery and Miles Padgett, University of
Glasgow, United Kingdom; Chongfu Zhang, University of Elec-
tronic Science and Technology of China, China; and Moshe Tur,
Tel Aviv University, Israel for the entry titled “Experimental
Demonstration of 16 Gbit/s millimeter-wave Communications
using MIMO Processing of 2 OAM Modes on Each of Two
Transmitter/Receiver Antenna Apertures.”

•Tao Li and Pingyi Fan, Tsinghua University, China; and
Khaled B. Letaief, The Hong Kong University of Science and
Technology, Hong Kong for the paper “Data Acquisition with
RF-based Energy Harvesting Sensor: From Information Theory
to Green System.”

•Jingqing Wang and Xi Zhang, Texas A&M University, USA
for their submission on “3D Percolation Theory-Based Exposure-
Path Prevention for Optimal Power-Coverage Tradeoff in Clus-
tered Wireless Camera Sensor Networks.”

•Song Noh, Michael Zoltowski and David Love, Purdue Uni-
versity, USA for their research on “Downlink training codebook
design and hybrid precoding in FDD massive MIMO Systems.”

These award presentations were then followed by the rapid-
fire, panel discussion of representatives from Freescale, Dell, IBM

Research Labs, National Instruments, Silicon Labs and Cisco
offering their perspectives on the future of interconnectivity during
the morning’s “Internet of Things – from Standardization to
Deployment and Commercialization” executive forum. According
to the experts, many predict that 2020 will be earmarked by 50 bil-
lion devices, including 1.9 billion smartphones, talking to each
other and sharing data through a standardized language they all
understand. However, all agreed that these advances must be pre-
ceded by the development of energy harvesting chips and hard-
ware supported by “sustainable and super long battery life,”
devices operating with “simple and reliable functionality every
moment of the day” and adaptable architectures meshing together
all layers of sensors and embedded controls to further enable the
collection, analysis and proactive response to all forms of big data. 

During the Thursday lunch break, conference attendees and
hopeful entrepreneurs were treated to the insights of Stanford
Professor Andrea Goldsmith, patent/IP expert Ryan McCarthy
from Fish & Richardson and Brian Magierski from Powershift,
who shared their professional and personal expertise on the chal-
lenges and rewards of “launching your own technology company.”
As lessons learned, Dr. Goldsmith listed several fundamental
ingredients for creating startups. They included “the passion for
turning an idea into a technology and then a company” and the
necessity of working with co-founders, partners and investors,
who have the talent and experience needed to build successful
businesses. Among the biggest mistakes cited by the panelists are
the failure “to understand the legal consequences of decisions at
an early stage to avoid future pitfalls” and/or form advisory
boards that can help increase the access to financial resources
and manage the multitude of marketing, design and manufactur-
ing risks. 

On Friday, December 12, IEEE GLOBECOM 2014 concluded
its comprehensive agenda with a second day of workshops and
tutorials detailing specific topics such as “Wireless Networking
and Control for Unmanned Autonomous Vehicles: Architec-
tures, Protocols and Applications,” “Green Radio Transmission,”
“Advanced RF Communications Technology for Public
Safety/Homeland Security,” “Optical Wireless Communications,”
“Vehicular Networking,” “Communication-Aware Multi-Robot
Control and Behavior Optimization,” “Low Power Wide Area
Machine-to-Machine Communications Using LTE,” “Wireless
Small Cell Networks: Past, Present, Future,” and “Emerging Con-
cepts and Technologies Toward 5G Wireless Networks.” 

For more information on IEEE GLOBECOM 2014 including
access to the conference’s comprehensive program and Facebook,
LinkedIn and Twitter links, please visit 

www.ieee-globecom.org/2014
Planning is also already underway for IEEE GLOBECOM 2015
to be held December 6 – 10 in San Diego, California. Please visit
www.ieee-globecom.org/2015 for conference updates, registration
details and presentation guidelines. 

The IEEE GLOBECOM 2015 Call for Papers deadline is
April 1, 2015 for original symposia submissions in the areas of Ad
Hoc and Sensor Networks; Cognitive Wireless Networks; Com-
munication and Information Systems Security; Communication
QoS, Reliability and Modeling; Communications Software, Ser-
vices and Multimedia Applications; Communication Theory;
Next-Generation Networking; Optical Networks and Systems; Sig-
nal Processing for Communications; and Wireless Communica-
tions and Networking. Selected areas in communications will also
cover Access Networks and Systems; Big Data Networking; E-
Health; Cloud Computing; Data Storage; Green Communications
and Computing; Internet of Things; Molecular, Biological and
Multi-scale Communications; P2P Networking; Powerline Com-
munications; Satellite and Space Communications; Smart Grid
Communications; Social Networks and SDN & NFV.
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IEEE HPSR 2015: THE 16TH IEEE INTERNATIONAL CONFERENCE ON
HIGH PERFORMANCE SWITCHING AND ROUTING

JULY 1–4, 2015, BUDAPEST, HUNGARY

TIBOR CINKLER, HPSR 2015 GENERAL CHAIR, BUDAPEST UNIVERSITY OF TECHNOLOGY AND ECOMONICS, HUNGARY

The dynamicity of mod-
ern communication net-
works relays on the
switching and routing infra-
structure.The Cloud, the
Internet of Things, the Big
Data, the mobile data com-
munications, the 4k video all
demand an even more dyna-
mic network provided by
high performance switching
and routing infrastructure. 

The next annual IEEE
HPSR conference will be
highlighted by the presenta-
tions of leading communications experts addressing the latest
worldwide advancements in topics of software defined net-
works (SDN), network function virtualization (NFV) and
clouds; the convergence of fixed and mobile access with exces-
sive offloading from mobile to Wi-Fi networks; handling the
various traffic, quality, fairness and availability requirements;
deploying large data centers and enhancing their switching
capabilities; provisioning content delivery networks; achieving
energy efficiency of switching and routing equipment. These
are only a few of the topics that have demanded switching and
routing capabilities that are more intelligent, more efficient,
and more reliable than ever before. 

The IEEE HPSR 2015 conference will host technical and
business presentations highlighting the entire range of switch-
ing and routing technologies, including 
• Architectures of high-performance switches and routers
• High-speed packet processors
• Address lookup algorithms
• Packet classification, scheduling, and dropping
• Switching, bridging, and routing protocols
• Latency and buffer control
• Multicasting and anycasting
• Low latency and reliable routing for industrial Internet
• Security issues in industrial Internet
• Internet of Things (IoT)
• Big Data driven networks
• P2P routing
• Routing in wireless, mobile and sensor networks
• Optical switching and routing (including spectrum elastic

networks)
• Switching, bridging, and routing in data centers and

clouds
• Software defined networking/network function virualiza-

tion (SDN/NFV)

• Open-source routing,
Open Network Control
Architecture

• Data placement and
migration

• Multiprocessor net-
works

• Network control and
management

• Pricing, accounting, and
charging

• QoS/QoE and scalabili-
ty of switching, bridg-
ing, and routing

• Traffic characterization
and engineering

• Power-aware switching, bridging, and routing protocols
• Interface selection and traffic routing in 5G FMC

offloading
• Routing and switching for 5G core networks
• Protection switching and routing, restoration, availability

HPSR 2015 will include tutorials on latest advances in
switching and routing in both the core and the converged
fixed-mobile fronthaul/backhaul part of the 5G mobile net-
work. As major trends the following themes are highlighted:
spectrum elastic optical core networks; software defined archi-
tectures with virtualized network functions; mobile to Wi-Fi
offload; the impact of IoT and BigData onto Switching and
Routing infrastructure. Tutorial proposals are expected at
http://www.ieee-hpsr.org.

For the first time a special Demonstration Session will be
organised at the HPSR where new switching architectures,
new routing and resource control approaches and softwares,
and other HPSR relevant concepts can be demonstrated. The
Demonstration Presenters will have an Exhibition Booth for
the demonstration.The authors of demos are invited to submit
their proposals along with their demo requirements. For more
information, visit http://www.ieee-hpsr.org.

HPSR 1015 will include numerous Invited talks as well as
presentations from industry players — vendors and operators
as well as research institutions—to present their results and
share their views on latest developments.

HPSR 2015 will also host panels discoursing latest advances
on various aspects of switching and routing along with the
impact of new Internet paradigms onto switching and routing.

For more information on IEEE HPSR 2015 including
speaking, demonstraction and tutorial opportunities, registra-
tion information, and conference updates, please visit

http://www.ieee-hpsr.org
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Minimize Development Effort for Complex Wireless Applications Integrating both Hardware 
and Software on the Zynq All Programmable SoC

Using an all-in-one radio DFE (digital front end) as an example, this tutorial will demonstrate the abilities of 
the Xilinx family of Zynq™ All Programmable SoCs to support complex carrier-grade, high-performance, and 
low-cost wireless applications. You can use the Zynq SoC’s programmable-logic fabric to implement 
real-time signal processing and high-speed interfaces while using the Zynq SoC’s two integrated ARM 
Cortex-A9 MPCore processors to handle the intricate computations required by these complex wireless 
applications. The tutorial will also discuss the advantages and disadvantages of SMP and AMP architectures 
in meeting different wireless requirements.

For this and other sponsor opportunities, please contact Mindy Belfer. 
Phone: 732-562-3937. Email: m.belfer@ieee.org.
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This is the fifth article in the series of eight, begun in Septem-
ber and published monthly in the Global Communications
Newsletter, which covers all areas of IEEE ComSoc Member Rela-
tions. In this series of articles I introduce the seven Member
Relations Directors (Sister and Related Societies; Membership
Programs Development; AP, NA, LA, EAME Regions; Marketing
and Industry Relations) and the Chair of the Women in Commu-
nications Engineering (WICE) Standing Com-
mittee. In each art ic le they present their
activities and plans.

In this issue I interview Pedro Aguilera,
Director of the Latin America Region. Pedro is
an Electrical Engineer, graduated from the Uni-
versity of Chile. He is an IEEE Senior Member
and has been an active volunteer for ComSoc
and IEEE since 2003. Last year he was the
General Chair of the IEEE Latin American Con-
ference on Communicat ion (LATINCOM
2013). Currently he is a member of the IEEE Chile Section
Board, Chair of the ComSoc Chile Chapter, and Director of the
ComSoc Latin America Region. He has worked for 17 years on
network planning and technology development at Telefónica
Chile. Presently he is Account Manager at Switch Comunica-
ciones, Chile.

It is my pleasure to interview Pedro and to have this opportu-
nity to present the organization and activities of the Latin America
Region, which I have visited dozens of times, beginning in 2003
as an IEEE Distinguished Lecturer.

Stefano: Hola Pedro! Como estás? You have been Director of
the Latin America Region for three years already. What are the
biggest challenges and best opportunities in your Region?

Pedro: Hola Stefano! Yes, it is true. How quickly have these
three years passed! About your question: I think we can do great
things in this region. We have a lot of potential, but we need to
achieve a higher level of participation and integration between
ourselves. We have to take advantage of the many things we
have in common: our cultural roots, our language, etc. Therefore,
some of my personal objectives as Director of the LA Region are
to achieve greater use of telecommunication technologies;
increase the use of the DL/DS Programs; improve and extend
the contributions to the GCN; improve the transition process
from the Regional Director whose term is expiring to the new
incoming Director; making the LA Board more efficient by having
more meetings and by extending its composition.

Stefano: How would you extend the use of telecommunica-
tion technologies in the ComSoc activities of the LA Region? 

Pedro: I deeply believe that ComSoc should be a model for
the rest of the IEEE in this matter. Webinars, for example, are of
great benefit for the members of ComSoc of Latin America who
live in remote areas of the big cities. It is a good way to share
the numerous technical activities in the region carrying out each
chapter. Just imagine if we were able to transmit online and
record each technical conference, we could construct a valuable
database for our current members and attract new ones.

There has been some progress in this area already. Each year
two or three webinars are realized in LA. Some of them are com-
bined with the Distinguished Lecturer Tours program. Last year
we also incorporated technical conferences in Spanish and Por-
tuguese, the two predominant languages in the region. I encour-
age the use of webinars for all Latin American chapters. Today
we have Webex accounts available at no cost for all chapters of
ComSoc. It is easy to use and the technical requirements are
minimal.

Stefano: You mentioned the Distinguished
Lecturer/Speaker Programs. Over my 10 DLTs
in the past, six were in Latin America. So I am
very much interested to know more about
what are your objectives and achievements in
this area.

Pedro: The Distinguished Lecturer Tour
(DLT) and the Distinguished Speaker Program
(DSP) are much appreciated sources of activi-
ty for members of ComSoc. However, Latin
America has some particular challenges that it

must be addressed. This year we tried to organize seven DLTs,
but only four were finally completed. ComSoc’s Distinguished
Lecturers are distributed mainly in North America, Europe, and
Asia. The geography of Latin America makes it very difficult to get
DLs from Europe and Asia. The high cost of the airfare and the
long hours of travel are difficult barriers to overcome. In this
sense, in 2014 we made valuable progress on flexibility for the
limits of funds for international tickets associated with Distin-
guished Lecturer Tours. This is very positive and we thank the
MPD Director, Dr. Koichi Asatani, and of course you, Stefano, for
the strong support, without which we would not have achieved
this flexibility.

Stefano: Thanks a lot. It is always good to hear when some-
one appreciates our work. It is true indeed that I always present-
ed the Distinguished Lecturer Program as one of the most
important programs of ComSoc, because it is an effective way to
serve members, especially in disadvantaged areas. Another ele-
ment that I believe is central in ComSoc’s Member Relations
strategies is the Global Communications Newsletter. I am work-
ing to improve its contents and distribution. Indeed, I want it to
be considered the “Voice of the Chapters.” Would you tell us
something about your plans about GCN in the LA Region?

Pedro: I must admit that our region contributes very little to
this excellent newsletter. The number of articles sent does not
reflect the level of activity that we carry on in the Region. In con-
junction with our GCN Regional Correspondent, Lisandro Zam-
benedetti, we have been implementing some steps to improve
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This was my first DLT (Distinguished Lecture Tour), piggy-
backed on the IEEE International Conference on Communications
(ICC) in Sydney, Australia, 10-14 June 2014. The reason to pig-
gyback this DLT with a conference trip is to save money and
time. During ICC I attended several editorial board meetings, TPC
meetings, and technical meetings. I also gave the first lecture at
the University of Sydney, hosted by Prof. Albert Zomaya, who is
the Editor-in-Chief of IEEE Transactions on Computers. I’ve
known Prof. Zomaya for three years, since I started serving on his
editorial board. We decided that we might have a common
research interest in an emerging area (software defined network-
ing (SDN)) that combines the IEEE Computer Society and the
IEEE Communication Society.

After ICC I flew to Melbourne to give two other lectures at
Deakin University, hosted by Prof. Shui Yu, and Swinbourne Uni-
versity of Technology, hosted by Prof. Grenville Armitage. I met
Prof. Yu at a conference in Hawaii, and he invited me to give a
talk at their one-day workshop on Emerging Topics in Computer
Science. With Prof. Armitage, I recently finished guest-editing a
successful special issue on Open Source for Networking in IEEE
Network Magazine. This special issue attracted a record high 70
submissions, and we had to split it into two issues, published in
March 2014 and September 2014.

Although I provided five topics (Research Roadmap Driven by
Network Benchmarking Lab, Traffic Forensics, Benchmarking
Smartphones, Open Source for Networking, Software Defined
Networking) for my hosts to choose from, they all picked the
same topic — Software Defined Networking: Why, Where, When,
and How — because SDN is an emerging area and could funda-
mentally change the networking industry. A four-minute introduc-
tory video to the f ive topics is avai lable at https://www.
youtube.com/watch?v=BuxQ9Yk3OXc&feature=youtu.be.

Special thanks should go to the chairs of two local chapters
who helped arrange the local publicity for the lectures: Prof. Jin-
hong Yuan, New South Wales ComSoc Chapter Chair, and Dr.
Paul G Fitzpatrick, Victorian ComSoc Chapter Chair.

THREE LECTURES

The lecture itself is a tutorial and survey on SDN. I argued
why, where, and when for SDN. Then I illustrated how SDN
works in four sections: standardization, development, testing, and
deployment. These four sections reflect the viewpoints from stan-
dard bodies, vendors, test labs, and operators. It was final exam

week in all universities in Australia. The attendees were mostly
faculty members, post-doc researchers, and Ph.D. students. The
number of attendees at the University of Sydney, Deakin Univer-
sity, and Swinbourne University of Technology was approximately
25, 50, and 30, respectively.

IN-DEPTH DISCUSSIONS AFTER LECTURES

The lectures triggered many questions from the audience. I
briefly summarize their major questions and my answers below.

Why active networking failed and why SDN could succeed?
Though both promote the idea of network programmability,
active networking tried to put the control of that programmability
into every router, i.e. running programs on routers, which is infea-
sible. In SDN the control of programmability is the cloud at the
controllers, i.e. running programs on controllers to program
routers and switches. Cost reduction and new service revenue
would be the two driving forces for the success of SDN.

Why redirecting data-plane packets to controllers could lead to
performance problems? Most data-plane processing at switches is
done in hardware, e.g. table lookup in ASIC, but control-plane
processing at controllers and applications is done in software.
Redirecting data-plane packets to controllers would trigger con-
trol-plane software processing, which slows down the forwarding
process. Thus, the redirection ratio should be reduced.

How can one controller serve a large network? Currently there
are approximately 100,000 domains on the Internet. Some of
them would be turned SDN-enabled. Each domain can have one
controller or multiple controllers for fault tolerance and load bal-
ancing.

How about the Internet backbone? The evolution starts from
data centers, then service providers and their subscriber networks
they support, i.e. enterprise, residential, and cellular users. It may
evolve into handheld and wearable devices, but the entire Inter-
net backbone itself is likely to remain the same, i.e. running BGP
routing in a distributed way, because the Internet backbone does
not belong to a single domain.

How is the routing information collected in SDN with just
(Continued on Newsletter page 6)

Distinguished Lecture Tour of 
Ying-Dar Lin in Australia, June 2014
By Ying-Dar Lin, National Chiao Tung University, Taiwan

Left to right: Ying-Dar Lin, one of Prof. Zomaya’s students, and Prof. Albert Zomaya after the
talk at the University of Sydney.

Left to right: Ying-Dar Lin, Leith Campbell, and Grenville Armitage after the talk at Swinbourne
University of Technology.

Attendees after the talk at Deakin University.

DISTINGUISHED LECTURER TOUR
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On 19 June, 2014 the Mobile Cloud Networking workshop
was held at IST – University of Lisbon, Portugal. It was co-organ-
ised by the IEEE ComSoc Portugal Chapter and MCN (Mobile
Cloud Networking), an EC FP7 R&D project. It was motivated by
an ongoing transformation that drives the convergence between
the Mobile Communications and Cloud Computing industries,
enabled by the Internet (see figure upper right). The expression
of interest in this workshop was reflected by the number of par-
ticipants: more than 90 professionals from industry, operators,
regulators, and universities. It was a full-day workshop, with talks
from 13 experts, some involved in the MCN project, but others
having been invited, coming from manufacturers, operators, and
universities in Portugal.

THE MOBILE CLOUD NETWORKING VISION

Mobile communication networks are constantly growing and
being enhanced. Driven by an increase in capacity needs from
end-users, these networks need to continuously densify their
deployments, and upgrade and optimize their networks with the
most recent systems advances. Current network elements are
based on hardware, designed by vendors for specific purposes.
Their deployment and configuration requires the intervention by
technicians on each device, while most of the time their upgrade
and re-size requires their replacement. The concept of cloud,
based on data-centers with servers networked all together, makes
it possible to install software that performs similar network func-
tionalities. This enables the easy configuring and updating of net-
work elements, and elastically scaling the associated computation,
storage, and networking resources. Given a network with a small
load, the software can run only on one machine, while if the
load drastically increases, the system is able to increase dynami-
cally the number of machines to support the necessary features.
The concept of mobile cloud networking wil l  change the
paradigm of network operators and equipment manufacturers.
From the moment operators have platforms where they can easi-
ly install software with various types of features, the use of
resources becomes more dynamic, adaptive, and efficient, there-
by reducing the costs of acquisition and operation. New business
models will appear, giving rise to new players with new value-
added services. For the end user, this certainly means more
choice among operators, more services, and lower costs.

An overview of MCN, a project that aims to offer a service
combining mobile networking, computing, and storage elastically,
on-demand, and only paid per use, was presented by Thomas
M. Bohnert and Andy Edmonds (ZHAW, Switzerland). A novel
business player, the mobile cloud provider, is foreseen, driving
the requirements for a mobile network architecture that exploits
and supports cloud computing, and enabling the exploitation of
the concept of an “end-to-end Mobile Cloud” for novel applica-
tions. A vision of the use of cloud technologies in mobile core
networks was given by Rui Gomes (Vodafone, Portugal). Cloud
will ease trials, full network swaps, and deployments. It is a solu-
tion based on low-cost and reusable hardware, software being
the differentiator. This is good for software telco vendors and
newcomers, challenging hardware-based vendor models, seen as
a clear win-win for operators and vendors. New ICT consumption
models in corporate environments were addressed by José

Pereira (Novabase, Portugal). In a very aggressive market, where
pricing models tend to be decided based on business (OPEX
consumption), cloud can provide a benefit in deploying scalable
and pay-as-you-grow solutions.

The trend toward a cloudified service function chaining infra-
structure was highlighted by Rui Aguiar (Instituto de Telecomuni-
cações, Portugal). Two burning telco topics were presented:
Software Defined Networking (SDN) and Network Function Virtu-
alisation (NFV), which point toward cloud concepts. It was rein-
forced by Raúl Caldeira (Ericsson, Portugal), who discussed how
NFV, SDN, and cloud are transforming networks, services, and
business, highlighting how “it takes three to tango.” NFV virtual-
izes network functions, Cloud scales them to the cloud for opti-
mal deployment, and SDN enables cross-domain control,
orchestration, and management, enabling infrastructure to meet
changing demands. In the same direction, the talk from Fernando
Carvalho (Portugal Telecom, Portugal) traveled from SDN to the
Software Defined Cloud (SDC) concept, which provides manage-
ment and automation of computing, networking, and storage
resources through simple portals. Key requirements for the next-
generation cloud are fast time-to-market, scalability, quality of ser-
vice, and total cost of ownership. Emulation techniques to speed
up the convergence between mobile communications and cloud
computing were presented by Manuel Ricardo (University of
Porto, Portugal). ns-3 may contribute to the reduction of develop-
ment times of new solutions (distributed systems, protocols,
resource management techniques), enabling performance evalu-
ation and main use case validation, combination of models with
real building blocks, fast prototyping, and short validation times.

From the MCN project, several innovations were presented.
An architecture to offer cloud-based Radio Access Network (RAN)
as a Service (RANaaS) was presented by Dominique Pichon
(Orange, France), bringing cost and efficiency benefits from the
cloud computing model. It aims at offering elastic, scalable, and
on-demand RANaaS, dynamically adapted to geographic and
temporal load variations. Several challenges were discussed con-
cerning the front-haul, baseband unit, radio resource manage-
ment, real-time performance, and scalability. On the other side,
an architecture to offer IP Multimedia Subsystem (IMS) as a ser-
vice for NFV-based architectures was presented by Giuseppe
Carella (Univeresity of Berlin, Germany). It offers the possibility to
deploy on-demand an instance of the IMS platform. With a very
limited number of entities, a large number of subscribers can be
served. Finally, a live demonstration of LTE Evolved Packet Core

Highlights from the Mobile Cloud
Networking Workshop 2014, Lisbon,
Portugal
L. M. Correia and L. S. Ferreira (INOV-INESC/IST – University of
Lisbon, Portugal), Paulo Simões (ONE Source, Portugal), 
Jorge Carapinha (PT Inovação e Sistemas, Portugal), 
and T. M. Bohnert (ZHAW, Switzerland)

MCN Workshop panelists.

An ongoing transformation is driving the convergence between the Mobile Communications
and Cloud Computing industries, enabled by the Internet.
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Professional Development Opportunity
through IEEE ComSoc Workshops in 
New Zealand
By Nurul I Sarkar, IEEE Joint NZ North and South ComSoc Chair

In New Zealand (NZ) we have two ComSoc Chapters. A joint
chapter of IEEE NZ North and South Sections, and the other a
joint Chapter of the Communications, Signal Processing, and
Information Theory (COM/SP/IT) Societies of the New Zealand
Central Section. We are in the process of forming a single joint
ComSoc Chapter NZ-wide spanning all three sections. We believe
that members of ComSoc and the wider community would ben-
efit from this single joint Chapter.

Being a ComSoc chapter chair, Associate Professor Nurul
Sarkar had organized a day-long workshop for professional devel-
opment of the members of the society and the wider university
community. The workshop was held on 4 November 2013 from
9 am to 4 pm at Auckland University of Technology (AUT), Auck-
land, New Zealand. The event was sponsored by IEEE NZ North
Section and the School of Computer and Mathematical Sciences,
AUT. The workshop began with a short introduction by Chapter
Chair Dr. Nurul Sarkar highlighting the role of the ComSoc Chap-
ter and its association with IEEE NZ North Section. He then intro-
duced distinguished invited guest speakers, local presenters, and
the overall program for the day.

The workshop consisted of a series of presentations on
aspects of computer networking and communications. There
were 12 presenters, including three invited guest speakers from
the National University of Defence Technology (NUDT), China;
the remaining nine presenters were from AUT’s Network and
Security Research Group (both staff and research students). A
brief description of each presentation is highlighted below.

Shuaib Memon (Ph.D. research student) gave a talk on “Strict
QoS Guarantee for Emergency Traffic in Wireless Networks” by
summarizing his Ph.D. research at AUT. Akbar Hossain, another
Ph.D. student, spoke about “Spectrum Management in Cognitive
Radio Wireless LANs.” The talk highlighted the importance of
developing new techniques/algorithms for spectral efficiency.
Next, Priyanka Undugodage (AUT research assistant) gave a talk
on “Achieving Transmission Fairness in Wireless Mesh Networks”
by highlighting opportunities and research challenges.

Among the three guest speakers from NUDT China, Professor
Jibo Wei gave an interesting presentation on aspects of “Broad-
band Communication and Network Research” to share his
research ideas. Associate Professor Haitao Zhao gave a talk on
“Available Bandwidth Estimation and Prediction in Cognitive Wire-
less Networks” by summarizing his research activities and find-
ings. Professor Jun Zhang talked about computat ional
photography, which generated a lot of interest among industry
participants for further discussion.

Our next presenter was Dr. Sayan Ray (Manukau Institute of
Technology, Auckland) who gave an interesting talk on “Base Sta-
tion Congestion Control Mechanisms in Natural Disaster Situa-

tions.” The talk highlighted practical system implications. Sumeet
Thakur, another research assistant, gave a talk on “Simulation and
Modelling of LTE-A Using OPNET Modeler.”

Among the three presenters from the academic staff, Dr. Jairo
Gutierrez gave a talk on “Wireless and Mobile Network Pricing
Models” by highlighting the link between technology and busi-
nesses in the global wireless and mobile markets. Krassie Petrova,
another staff member, spoke about interesting aspects of a
mobile learning research framework and future directions. Mee
Loong (Bobby) Yang highlighted his research on “The Multiple-
Key Blom’s Key Agreement Scheme.” Finally, Sotharith Tauch
(Ph.D. research student) gave a talk on “Cascading Failure” by
summarizing his work.

The length of each presentation ranged from 15 to 30 min-
utes. Academic staff members had slightly more time than
research students to share their research and development work
with the audience. Each presentation concluded with open
research areas that generated a lot of interest among the partici-
pants for further discussion. The tutorial style of presentation
helped the audience attain a thorough understand of the emerg-
ing research topics. There was also ample opportunity for ques-
tions and answers after each presentation.

Despite of the busy time of the year, approximately 50
people (30 IEEE members and 20 non-members) from the
wider university community attended the event. There was
ample opportunity for informal discussion, networking, and
international collaboration, especially during morning tea and

lunch break. People enjoyed the facilities
provided by AUT Universi ty .  There was
also a discussion session in the afternoon
especially for international research collab-
oration.

Overall it was a productive opportunity for
the attendees to network, encourage
academia-industry links, collaborate, and
share ideas. Organizing Chair Associate Pro-
fessor Nurul Sarkar received positive feed-
back from the participants, indicating that the
event was very successful.

Informal discussion and networking during tea break.

Networking and international collaboration opportunity.

IEEE ComSoc workshop attendees in Auckland.
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Coordinated Device-to-Device Local Area
Networks: The D2D-LAN Project in China
By Lingyang Song, Peking University, Beijing, China

As the research on the fifth generation mobile communications
steps into its startup period, the Ministry of Science and Technolo-
gy (MOST) of China granted a five-year (2013-2017) fundamen-
tal research project belonging to “973” programs, named
Coordinated Device-to-Device Local Area Networks, i.e. D2D-LAN.
This project is organized by Prof. Lingyang Song, in cooperation
with Prof. Xiang Cheng, both from Peking University; Prof. Minghua
Chen and Prof. Yingjun Zhang, both from Chinese University of
Hong Kong; and Prof. Shengli Zhang from Shenzhen University.

Device-to-Device (D2D) communication has been recognized
as an efficient way to improve system performance for future
wireless networks. In China D2D-related research has attracted a
great deal of attention from numerous researchers and wireless
engineers in both academia and industry. In the universities,
research topics regarding D2D communication cover a wide
range, from the physical layer to the MAC layer, and the upper
layer, etc. In industry, people mainly look at the possibilities of
standardization in 3GPP, as well as real implementation and pro-
totypes, and their current focus is on neighborhood discovery
and public safety applications. In almost every local wireless com-
munication conference and seminar, you will see a few presenta-
tions about D2D communication.

A large number of research works and projects on D2D sys-
tems focus on one-hop (one D2D pair) communication. On the
other hand, multihop communications arise in many emerging
applications, such as data communication in hotspots. The corre-
sponding research is highly associated with specific applications,
such as mobile social networks for advertisement push, and com-
munity networks for fast data dissemination. Most of these prob-
lems still remain open and are in need of extensive investigation.
The D2D-LAN project focuses on these multi-hop application sce-
narios, catering to the demands of high-efficiency cellular technolo-
gy, and carries out research from the two perspectives of basic
theory and key technology, aiming to develop a new network struc-
ture that highly improves spectrum efficiency and system capacity.

The researchers in the D2D-LAN project believe that there
are many challenges different from those faced with traditional
wireless networks. One of the major challenges by enabling
D2D-LAN communication is to realize efficient data spreading in
the D2D network without causing severe disturbance of the orig-
inal cel lular networks. Other challenges to be extensively
researched include: identification of services for which D2D com-
munication is useful; radio resource allocation and resource
management for D2D links; self-organizing D2D links; and
capacity and performance evaluation. Finally, many applications,
such as mobile social networks, vehicular ad-hoc networks, or
even machine-type communications, will be studied by consider-
ing specific constraints.

By now, the project has made innovative progress in various
fields of research. The achievements have been published in
international journals, conference proceedings, and applied for
patents and proposals both in China and aboard. Moreover, the
international and Chinese research institutions have given recogni-
tion and praise for the work. The results obtained so far through
intensive collaboration among the project partners are rather
encouraging in comparison with relevant state-of-the-art approach-
es and thus pave the way to further study of more composite
protocols in the future.

For more information, visit the website at http://wireless.pku.
edu.cn/home/songly/973project/home.html

A representative study scenario, consisting of small cell, conventional cellular communication,
one-hop D2D direct transmission, and D2D-LAN for group communication.

Cellular signal

D2D signal

Small cell

eNB

D2D-Direct

D2D-Direct

D2D-LAN

MEMBERSHIP PROGRAMS/Continued from page 1

this situation. One of them was to contact the organizers of tech-
nical activities, searching in the official IEEE L31 Report database,
and ask them for articles. This was recently implemented a few
months ago and we expect to evaluate results next year. We are
also managing to have access to the reports that Distinguished
Lecturers provide after tours when visiting our region. No doubt
that this issue has been the most difficult to address by me.

Stefano: I am confident you will be successful to improve the
situation. You also mentioned that you wish to improve the transi-
tion process from the Regional Director, whose term is expiring, to
the incoming Director.

Pedro: This is a new aspect that I am raising as a problem for
our Region. Indeed, the ComSoc policy establishes that RDs are
appointed by the President of Comsoc, for two-year terms. In my
case, when I assumed this position everything was completely
new for me. Despite the fact that I had been a member of the
ComSoc Latin America Regional Board (LAB) for six years as, in
the region we never had a meeting of the Board. I knew little or
nothing about the guidelines and plans of the previous directors.
In practical terms, I had to start from scratch.

An interesting discussion has been started with you, Koichi

Asatani, and the other regional directors on this subject. This has
been very helpful. I have discovered that this problem is not
exclusive to Latin America. We have taken some good ideas from
the excellent work and organization of the AP Region that I hope
to implement in our region. For instance, the AP Region nomi-
nates the new AP Director candidate (remember that regional
directors are appointed by the President of ComSoc) from a list
of active AP Board members who have attended half or more of
the last two year’s AP Board meetings. 

Stefano: I agree that Regional Boards should meet in addition
to working by email. How would you proceed to make the LA
Board more efficient?

Pedro: Related to the first point, I believe that we need to
have more LA Board meetings. Unfortunately, the ComSoc budget
does not allow in-person meetings, so we are using virtual-meet-
ing tools. We had our first virtual meeting last November. With the
exception of some minor Internet connection problems, every-
thing was fine. I think we should also add more members to the
LA Board. Finding volunteers for the LA Board has not been easy.
There are several positions within the Board that have not been
filled so far. First, this generates overwork for the rest of the
Board. Also, this decreases the possibility of finding suitable candi-
dates to be the next LA Director.

REGIONAL REPORT

COMMAG_NEWSLETTER-January_Layout  1/8/15  12:15 PM  Page 22

http://wireless.pku


January 2015 Global Communications Newsletter 6

GLOBAL
COMMUNICATIONS
NEWSLETTER

STEFANO BREGNI
Editor

Politecnico di Milano — Dept. of Electronics and Information
Piazza Leonardo da Vinci 32, 20133 MILANO MI, Italy
Tel: +39-02-2399.3503 — Fax: +39-02-2399.3413

Email: bregni@elet.polimi.it, s.bregni@ieee.org

IEEE COMMUNICATIONS SOCIETY

STEFANO BREGNI, VICE-PRESIDENT MEMBER RELATIONS
PEDRO AGUILERA, DIRECTOR OF LA REGION

MERRILY HARTMANN, DIRECTOR OF NA REGION
HANNA BOGUCKA, DIRECTOR OF EAME REGION

WANJIUN LIAO, DIRECTOR OF AP REGION
CURTIS SILLER, DIRECTOR OF SISTER AND RELATED SOCIETIES

REGIONAL CORRESPONDENTS WHO CONTRIBUTED TO THIS ISSUE

THOMAS MICHAEL BOHNERT (THOMAS.BOHNERT@ZHAW.CH)
EWELL TAN, SINGAPORE (EWELL.TAN@IEEE.ORG)

www.comsoc.org/gcn
ISSN 2374-1082®

A publication of the 
IEEE Communications Society

MCN WORKSHOP/Continued from page 3

(EPC) as a Service, based on Fokus OpenEPC, OpenSDNCore,
Openstack, and Zabbix, was presented by Marius Corici (Fraun-
hofer FOKUS, Germany).

After the presentations, a panel including many of the speak-
ers and chaired by Luis M. Correia (IST – University of Lisbon,
Portugal) discussed several topics raised during the day, as well
as questions from the audience. All presentations are available at
the MCN website (http://www.mobile-cloud-networking.eu/site)
as wel l  as at the IEEE ComSoc Portugal Chapter website
(http://chapters.comsoc.org/Portugal).

OpenFlow? A layer-2 protocol, Link Layer Discovery Protocol
(LLDP), enables switches to broadcast themselves and identify
their neighbor switches. Then through OpenFlow ‘Hello’ mes-
sages, switches report themselves and connectivity to their con-
troller. The controller takes the collected routing information to

DISTINGUISHED LECTURER TOUR/Continued from page 2 construct the topology for path computation and then, through
OpenFlow ‘Modify’ messages, configure flow tables at switches.

Where should traffic classification happen? If only TCP/IP-layer
traffic classification is needed, it can be done at switches because
the packet headers checked by flow tables are TCP/IP headers.
But if the application header or even the payload is checked in
doing traffic classification, it should be redirected to the extended
data-plane, i.e. network function virtualized (NFV) modules. How-
ever, for the first packet, redirection to the controller for service
chaining (SC) is needed to identify where the NFV modules are.

What about the security of SDN vs. the security by SDN?
When talking SDN security, most researchers now talk about
securing SDN, especially its centralized controllers, which could
be the single points of failures. However, if we view security as a
valuable service that requires resources, the operators could offer
SaaS (Security as a Service) to their enterprise, residential, and
cellular subscribers. Thus, another stream of research should be
focused on how to offer SaaS on top of NaaS (Networking as a
Service) by SDN.

CALL FOR CONTRIBUTIONS

GLOBAL COMMUNICATIONS NEWSLETTER

The Global Communications Newsletter (GCN) appears monthly within IEEE Communications Magazine.

It provides an excellent opportunity to present news and events related to communications around the world, as

well as activities carried out by IEEE Communications Society chapters in greater detail.

In general, articles published in the Global Communications Newsletter are not technical papers or even technical

surveys. Rather, they are short articles informing the IEEE Communications Society community about various activi-

ties being carried out and organized in the four corners of the world by the many volunteers who are the true

engine of the IEEE Communications Society. Also, major news from the regional telecommunications industry,

operators, and academia may be of great interest to our global community.

The relevance, timeliness, and interest of reports published in our Newsletter depend on your cooperation. The

willingness of everyone to contribute timely and informative reports is essential to ensure the success of our

Newsletter. We look forward to receiving your submissions.

Please submit your articles to the GCN Editor Stefano Bregni (bregni@elet.polimi.it). Submissions should be pre-

pared in standard MS Word DOC format. Articles should begin with title, authors and affiliation, should have length

300 to 1000 words, and may also include 1 or 2 figures.
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AMBIENT ASSISTED LIVING COMMUNICATIONS

owadays taking care of elderly people and the dis-
abled has become a very important but challenging

task. Although the elderly have wisdom and wealth gath-
ered from their life experiences, they require special assis-
tance, higher health insurance costs, and even constant
monitoring. By utilizing information process and communi-
cations technology, ambient assisted living (AAL) commu-
nications open up a new way to address such needs for the
aged and the sick. Specifically, AAL uses ambient tech-
nologies, including data sensing, processing, transmission,
and artificial intelligence, to enable new products, services,
and processes that help to provide safe, healthy lives for
the aged and disabled. It also supports improved social
connections and accessibility to the external world. With
the growth of AAL environment, the accessibility gets
more challenging for the complex data structure.

In a typical AAL system, ubiquitous computing and
sensing integrates microprocessors with common everyday
objects, and inter-object communications are enabled via
wireless and ad hoc networking. The artificial intelligence
empowered by the cloud significantly improves system effi-
ciency. Presently, AAL communications technologies are
expected to be transferred first to industry and then to
commercial markets. This vision has motivated a volumi-
nous amount of research activities in the field. This Fea-
ture Topic intends to capture and expose these activities to
the IEEE Communications Magazine readership. Through
an open call for papers, we received 36 submissions. Eight
papers were accepted for final publication after two rounds
of highly competitive reviews. The final papers were select-
ed on the basis of originality and significance of the techni-
cal work, as well as relevance to the theme topic. 

The first article, “A Smart Communication Architecture
for Ambient Assisted Living” by J. Lloret, A. Canovas, S.
Sendra, and L. Parra, presents an intelligent communica-
tion architecture for AAL. It uses artificial intelligence to
process the information gathered from several types of
communication (e.g., wireless sensor networks, wireless ad
hoc networks, wireless mesh networks) over any type of
communication technologies (e.g., device to device,

machine to machine, sensor-actuator), to know what is
happening in the network and detect whether the elderly
need to be assisted.

I. Bisio, F. Lavagetto, M. Marchese, and A. Sciarrone
contribute an article describing a specific solution called
smartphone-centric architecture where smartphones are
employed not only as sinks of the health information but
also as sensing, processing and transmitting devices. This
article is “Smartphone-Centric Ambient Assisted Living
Platform for Patients Suffering from Co-Morbidities Moni-
toring” addresses the case of co-morbidities that indicates
the need to acquire a heterogeneous set of data from
patients and from their environment. The article also
focuses on the information processing capabilities of the
smartphone-centric platform.

The article “Overcoming the Challenge of Variety:
From Metric-Space Indexing to Big Data Abstraction, the
Next Evolution of Data Management for Ambient Assisted
Living Communication Systems” by R. Mao, H. Xu, Y. Li,
and M. Lu deals with the concept of big data abstraction,
using the metric space as the universal abstraction for
AAL data types. They show that the metric space is more
universal than the conventional multidimensional space
and can cover most AAL data types effectively.

The fourth article, “Bayesian Coalition Game for the
Internet of Things: An Ambient Intelligence-Based Evalu-
ation,” is presented by N. Kumar, N. Chilamkurti, and S.
C. Misra. It analyzes a performance evaluation of the
Bayesian coalition game among these objects in an IoT
environment by using the concepts of game theory and
learning automata (LA). In comparison to the available
solutions, LA are assumed to be the players, having vari-
able learning rates in the coalition game.

In “LDPA: A Local Data Processing Architecture in
Ambient Assisted Living Communications,” K. Wang, Y.
Shao, L. Shu, G. Han, and C. Zhu present an LDPA on a
local server to analyze collected data from ambient sen-
sors. They demonstrate that LDAP disperses the stress of
remote centralized processing and data storage, and
decreases the workload of a remote health care provider.

N
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Meanwhile, their results indicate that the network load can
be reduced and the processing speed improved.

The article “Asynchronous Flow Scheduling for Green
Ambient Assisted Living Communications” by D. Wu, Y.
Cai, and M. Guizani designs a simple but efficient asyn-
chronous flow scheduling scheme aiming to sense, predict,
and realize the AAL applications. They come up with a
scheduling architecture by analyzing various device charac-
teristics and user activities, and they also classify the corre-
sponding applications from the aspect of user needs. Their
results show that the proposed asynchronous flow schedul-
ing scheme can take energy efficiency into account.

In “Authentication Protocol for Ambient Assisted Liv-
ing System,” He and Zeadally propose a secure, robust,
and efficient authentication protocol for ambient assisted
living. They present a detailed security analysis of how
their proposed protocol meets the various key security
requirements (mutual authentication, anonymity, forward
secrecy, etc.) for an AAL system based on intra, inter, and
beyond body area networks. Finally, they analyze the com-
putational costs of their authentication protocol, compare
its performance results with two recently proposed authen-
tication protocols, and demonstrate the improved perfor-
mance obtained with their proposed protocol.

The last selected article, “Reliable MAC Design for
Ambient Assisted Living: Moving the Coordination to the
Cloud,” is motivated by the recent advances in cloud com-
puting. The authors, E. Kartsakli, A. Antonopoulos, A. S.
Lalos, S. Tennina, M. Renzo, L. Alonso, and C. Verik-
oukis, studied the possibility of transfering the network
coordination to the cloud while maintaining the data
exchange and storage at a local data plane. Then they
designed a general framework for the development of
cloud-assisted protocols for AAL applications, and pro-
posed a high-performance and error-resilient MAC scheme
with cloud capabilities.

To conclude, we would like to express our heartfelt
gratitude to the great support and help from Sean Moore,
the Editor-in-Chief of IEEE Communications Magazine,
Charis Scoggins, Administrative Aide to the Editor-in-
Chief, Jennifer Porcello, Production Specialist, and Joseph
Milizzo, Assistant Publisher, as well as all the other IEEE
Communications Society publications staff. We also thank
all the authors who have contributed with their strong arti-
cles to the success of this Feature Topic, and all the
reviewers that did a professional and timely job of review-
ing the papers carefully and offering us the opportunity to
publish very high-level articles on the timely topic of ambi-
ent assisted living communications.
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INTRODUCTION

Ambient assisted living (AAL) is a term that
appeared for the first time in the European
Framework Program for research funding. AAL
systems pretend to improve the quality of life of
special groups of people, including the elderly. It
uses information and communication technolo-
gies to develop applications and services for
elderly people in order to help them in their
daily affairs. It can allow them to stay alone at
home longer and be more independent, and
reduce the time with caregivers. Sensors can be
used to increase the safety of their lifestyles and
in their home environment [1]. The importance
of AAL for elderly people is growing because
recent changes in the lifestyle of developed
countries and improvements in the medicine
field are increasing the size of the older popula-
tion. In Europe, it is expected that in 50 years,
30 percent of the population will be over 65
years old; at present, this is only 17 percent [2].

Elderly people living alone have more acci-
dents. For example, in the district of Kaiser-
slautern, Germany, 30 percent of people over 65
who are living alone at home suffer at least one
fall per year. Fifty percent of them suffer several
falls, and 20 percent of them suffer recurring
falls over only six months. Without help those
people cannot get up by themselves and may

remain on the floor for long periods of time.
Many complications may derive from these falls
such as decubitus ulcers, hypothermia, pneumo-
nia, or even death. Personal emergency response
systems use emergency push buttons that can be
inappropriate to solve some of these situations.
A fallen person might not be able to get to the
button or may be unconscious, in shock, or ner-
vous, thus forgetting that the systems are there
or how to use them [3, 4]. Systems that do not
require the attention of elderly people are need-
ed. Systems like AAL that use sensors, which
can prevent those dangerous situations, and
actuators such as alarms, phone calls, or SMS,
which can be sent to advise if a dangerous situa-
tion occurs, can provide much more efficient and
usable care for elderly people.

When implementing an AAL, several fea-
tures should be considered [5]. On one hand,
sensors should be non-invasive systems. They
can be embedded in clothes, shoes, watches, or
glasses. Thus, people will not mind wearing
them. If sensors were visible, users could be dis-
criminated against by other persons. In addition,
sensors must have wireless communication inter-
faces to let people move away from their homes.
Being alone at home for long periods of time
can cause depression or other psychological
problems. On the other hand, AAL systems
should be able to scan the local environment to
obtain useful information and exchange informa-
tion with similar nodes in their neighborhood.
AAL systems should be able to act when they
detect any abnormal situation without the explic-
it request of a user. This is very important in
cases when a person is unconscious after a fall.
Finally, AAL systems should be able to adapt by
themselves when abnormal situations occur.
These systems may depend on the special needs
of each person. They should also consider spe-
cial methods to interact with users, such as voice
orders or gestures instead of keyboards or mice.

Nowadays, it is easy to find lots of AAL pro-
posals based on several sensors to measure
weight, blood pressure, glucose, oxygen, temper-
ature, location, and position. Each system is
deployed using a communication technology
such as ZigBee, Bluetooth, ZWave, USB, and
Ethernet, among others. In addition, the most
used interfaces are developed for tablets and
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last few years. AAL can benefit from mixing
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cation (e.g., wireless sensor networks, wireless ad
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smartphones, although we can also find applica-
tions for health systems or set-top boxes. Gener-
ally, these kinds of systems are focused on
solving several issues in services such as health-
care provision, disease management, diet and fit-
ness, personal health records, and person
location [6].

The main goals AAL systems must accom-
plish are to ensure a person’s welfare, that is,
monitor illnesses, control the provision of fresh
food, generate alerts for medical personnel in
case of falls or abnormal situations, monitor
medication reminders, and enhance social rela-
tions by enabling people-to-people communica-
tions. Recent advances in household appliance
monitoring are allowing all of the above [7].

The sensors used in AAL systems should be
cheap and need low maintenance. AAL systems
must be cheaper than having a caregiver. How-
ever, although AAL systems can be very useful,
this technology cannot replace human support.
They should be considered as complementary to
human assistance. AAL systems can offer a good
way to assist elderly people in tasks such as mea-
suring physical parameters and vital signs.

Although most of the applications are focused
on elderly people, there are other groups with
special needs such as the visually and hearing
impaired, and people with physical disabilities or
chronic diseases. Babies and children can also be
considered within this special group. The main
environments where those systems are developed
are homes, hospitals, and nursing homes [1].
Nowadays, there are still no commercial solu-
tions at affordable prices to reach anyone. How-
ever, there are many research projects, such as
AMIGO, GENESYS, MPOWER, OASIS, PER-
SONA, and SOPRANO [6], which are working
to make it possible.

In this article, we present a communication
architecture for AAL that uses artificial intelli-
gence with the data gathered from the sensors
and the detected behavior of people’s move-
ment, traffic patterns, and network frame opera-
tion results. It is able to react in strange
situations or when the behavior of elderly people
is not what is expected. Several artificial intelli-
gence systems have been included in the deci-
sion algorithms in order to provide the most
appropriate actions for the proposed AAL archi-
tecture.

The rest of this article is structured as fol-
lows. The following section shows the main pro-
posals and investigations in AAL field. Then the
proposed system and its procedure are shown.
After that we show several implemented cases
and the system deployment. Then the verifica-
tion of our system is provided. The final section
draws the conclusion and suggests future work.

RELATED WORK
Within the AAL field, we can find several sys-
tems, proposals, and investigations. Most of
them present simple definitions and ideas. Very
few present real implementations, testbench
implementations, or even simulations.

In general, AAL systems are developed to
offer better quality of life to elderly and disabled
people. As M. Memon et al. show in [8], the

main investigated issues related to AAL are:
AAL system architectures, design and develop-
ment methodologies for AAL systems and ser-
vices, technology standards and specifications,
and security, privacy, and data protection. Some
other studies present several sensors and actua-
tors that can be integrated in AAL systems [9].

There are a wide range of AAL applications
and systems proposed to improve the quality of
life of elderly people. Many research projects are
focused on smart scenarios and systems to moni-
tor an environment for extracting information
from them. Considering this, R. Blasco et al. [10]
present the design, implementation, and assess-
ment of a Smart Kitchen which creates a smart
environment that increases elderly and disabled
people’s autonomy in their kitchen-related activ-
ities. The system is based on a modular architec-
ture that integrates systems such as household
appliances, sensors, and user interfaces as well
as associated communication standards and
media (power line, radio frequency, infrared,
and wired). The software is based on the Open
Services Gateway initiative (OSGi), which allows
complex systems to be designed and can easily
be scaled to meet users’ needs. The system was
evaluated with a large number of real users and
careers in two living laboratories. The results
demonstrated that the system had adequate
functionalities for elderly and disabled people.
This system could prolong the time elderly and
disabled people remain independent in their
own homes.

M. Vacher et al . [11] present a real-time
audio analysis system called the AuditHIS sys-
tem. This system is devoted to audio analysis in
a smart home environment. AuditHIS is a soft-
ware application developed to ensure online
sound and speech recognition. Eight micro-
phones are connected to an acquisition board,
and all channels are analyzed simultaneously.
The audio is classified by energy thresholds. The
sounds are detected and classified as daily life
sound or speech and sent to a sound classifier.
The sentences and sounds are processed by a
developed acoustic and language model. Finally,
the system is able to make a record of each
audio event and store it in the computer for fur-
ther analysis. This system can be used for sound
and speech processing, activity monitoring, and
distress situation recognition.

L. Meinel et al., [12] presented an automated
video-based real-time surveillance system. The
system uses an omnidirectional camera and a
multiple object tracking method for applications
on the AAL field. The presented system can
track multiple persons entering and leaving a
room and is able to monitor a complete room
with a single camera. For each detected person,
the camera generates a virtual perspective using
fast transformation techniques. The software is
implemented in an embedded platform that acts
as a smart sensor.

Ayala et al. [13] focused their work on the
design and implementation of an agent-based
AAL system. The proposal is based on the Mala-
caTiny agent architecture. MalacaTiny agents
use aspect orientation to enable a highly recon-
figurable architecture that has self-configuring
capacity and is platform-neutral. Agents can be
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executed in different devices through native
communication protocols of each device provid-
ing autonomic management tasks for helping
elderly people. The authors implemented the
system in several scenarios. Moreover, they ana-
lyzed the system performance in terms of
response times of reconfiguration and wireless
data exchange. The proposed architecture can be
extended with new types of sensors and other
kinds of AAL devices.

As we can see, none of the aforementioned
articles included an intelligent system that,
besides sensor data, takes into account unusual
human behavior in order to intelligently decide
on the most appropriate action. Moreover, the
system is able to detect bottlenecks in the net-
work and balance the number of connections of
a single device. This study is motivated by the
increasing tendency of society to equip their
homes with large numbers of wireless sensors,
mobile devices, and actuators, regardless of the
fact that a large number of wireless devices may
worsen the global wireless network behavior.

ARCHITECTURE OVERVIEW
The proposed system uses the information gath-
ered by the sensors and cameras included in
smartphones, the sensors of the wireless sensor
network (WSN), and IP cameras and devices
located in the wireless network. The communica-
tion technology used in our proposal is machine-
to-machine (M2M), where both wireless and
wired systems communicate with other devices in
order to gather enough information and decide
whether or not an action or alarm should be
activated. The proposed system can also be used
in device-to-device (D2D) or sensor-actuator
networks.

Based on the information presented above
and the requirements of elderly people, we for-
mulate the next model paying attention to the

different technologies, application environments,
and degrees of dependence of elderly people.
The proposed system includes next features:
• Independent of communication technology
• Supports different manufacturers in the

same network
• Adaptable to different needs of elderly peo-

ple
• Suitable for different environments
• Low energy consumption to avoid large

charge periods
• Low bandwidth consumption to allow it to

run over many wireless technologies
• Easy to use
• Scalable in order allow new sensors to be

added or removed when needed
• Low size and not easily detectable in order

to avoid visibility
• Allow and control the movement and dis-

placement of elderly people
Mobile devices registered in the system gather

information from other devices and sensors in
the network. When this information is received
by the device, the artificial intelligence module
uses the processed information to know what is
happening and use it in the decision algorithms.
In our case, we have used an artificial intelli-
gence technique based on supervised learning
methods (e.g., statistical and neural network
methods). Wireless network parameters of all
nodes/devices, sensed data, and the video
received from IP cameras are the input parame-
ters of each training corpus. The samples includ-
ed in each corpus depend on the context in which
it is going to be applied. For example, there is a
corpus to estimate the location of an elderly per-
son inside a house, another to identify pain using
face image recognition, another to identify falls,
another the detection of anomalies in their
behavior, and so on. In order to perform super-
vised learning, all corpus samples are tagged by
the caregiver or doctor. Each tag includes the
position and state of the person (normal or
anomalous). The position data is automatically
included using the wireless network though a
self-location system [14]. After the tagging pro-
cess, preprocessing occurs, where a set of sensor,
IP camera, and mobile samples are related to the
position and state of the person. Data normaliza-
tion has been used for an efficient classification
process. The learning methods used in the system
have been neural networks or statistic, depending
on the case; for example, position estimation,
falls, and human mobility have used neural net-
works; almost all the rest have used statistical
methods. After the training phase, and having
finished the learning phase, a sophisticated series
is obtained. In order to determine what should
be performed and with which actuator, a decision
algorithm and rules including all possible cases
have been used. Moreover, the system lets us
predict what will happen and if there is an
anomaly in a person’s behavior. Figure 1 shows
the proposed architecture.

In our architecture, every node gathers mea-
surements via two methods. The first one is
direct sensing, which obtains the variables sensed
from the physical medium (i.e., the information
measured physically). The second is indirect
sensing, where the measurements are obtained

Figure 1. AAL architecture.
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from the parameters of the wireless network
(received signal strength, lost frames, disconnec-
tions, etc.), the amount of data traffic during a
period of time, and the location of the detected
human in order to use them in the decision algo-
rithms. Moreover, they can be used to extrapo-
late some conclusions that can be useful in
attaining a complete picture of what is happen-
ing in the environment and obtaining the correct
prediction.

In order to achieve our goal, we have studied
how some data network parameters are affected
by the environment in certain cases. Moreover,
we have collected the most useful parameters for
the environmental monitoring and their relation-
ship to what is happening in the environment.
They are mainly related to human behavior and
habits. When a sensor node, device, or camera
creates an alert (e.g., because it has reached a
threshold or a rare sensed value is obtained), the
sensed variables and environmental parameters
are also sent to the mobile of the affected per-
son. Since the information is sent only to a
device that belongs to the network (rather than
to all the devices of the network), we avoid
unnecessary message forwarding and additional
overheads, thus saving energy.

Figure 2a shows the data process flow. Initial-
ly, data is gathered by the physical sensors and
indirectly from the wireless network data frames,
traffic, and human movement or actions. These
data are processed and used by the decision
algorithms in order to take the appropriate
actions based on the rules created for the AAL.
When an action (e.g., sending an alarm) is going
to be performed, the application waits for a
short period of time for user intervention in
order to cancel it. If the alarm is not cancelled,
it is sent; otherwise, the decision is learned as a
false positive and taken into account for future
actions.

We have also included decision algorithms
that are used to improve network performance.
They use parameters such as sensor/device place-

ment inside the network, network traffic, and
sensor/device movement. They allow balancing
the amount of wireless links in sensor/device
nodes, especially highly dense networks, balanc-
ing the traffic load when too much data is trans-
mitted through the network (sensed data, video
data, sound data), and predicting resource reser-
vation (very useful when nodes/devices are mov-
ing in order to provide resources before they
arrive at the next place). Figure 2b shows an
algorithm that lets nodes/devices balance the
number of simultaneous wireless connections to
avoid decreasing network performance and bal-
ance the wireless connections between nodes/
devices. This algorithm is focused on allowing
more wireless sensors, devices, and actuators in
homes without having an impact on the global
wireless network behavior. In the algorithm,
each node analyzes the connection/association
requests. When the node/device receives a new
request, it estimates the available throughput
and decides if it can allow a new connection; if
not, the connection of this device is blocked in
order to let it choose another node/device with
which to connect. When it has verified that it
has joined the network through another neigh-
bor, the block is removed.

In our architecture, redundancy and fault tol-
erance can easily be added just by including
more smartphones, sensors, IP cameras, and
devices located in the wireless network. More-
over, a central server can also be added in order
to receive all decisions and alarms sent between
devices. A central server can also help detect
node failures and loss of information.

DEVELOPED AAL APPLICATION
The proposal can be seen as a group-based sys-
tem, where each group is formed by a network
with the same types of nodes (WSN, wireless
mesh network, or wireless ad hoc network). A
group-based architecture provides more benefits
than regular architectures [15]. They provide

Figure 2. Architecture operation: a) data process flow; b) procedure algorithm when the number of wireless devices increases.

Mark as
unmovable

Allow
connection

(b)(a)

No

No

Learn

No Yes

Yes

Yes Is the node/device
neighbour or

associated to other
node/device?

Block wireless connection or
disassociate selected node/device

Wait a predefined
gap of time

Unblock connection
node/device

Action
needed

Is the action
accepted by

the user?

Receive data
Physical sensor

Decision making
algorithms

Take the appropriate actions
depending on the predefined rules

Wireless network data frames
/traffic/human behavior

Environmental variablesPhysical parameters

Estimate
throughput

Select node/
device to move

Data processing

Perform the action

LLORET_LAYOUT.qxp_Author Layout  1/7/15  5:00 PM  Page 29



IEEE Communications Magazine • January 201530

more scalability, higher productivity, lighter net-
work load, more energy saving, lower communi-
cation costs, and so on.

Using the developed application, computing
devices(e.g., smartphones, tablets, laptops) will
receive the data corresponding to the user han-
dling the device. Since the communication tech-
nology is M2M or D2D, mobiles have end-to-end
connections with sensors/devices/actuators to
which they will be related to by which they will
be affected. Then the mobile device uses the
implemented artificial intelligence technique and
decision algorithms to take the appropriate
actions or send the required alarm.

Figure 3 shows a regular AAL residence or
house. The house is full of sensors, such as a
presence sensor, CO2 sensor, and temperature
sensor, and actuators, such as light control,
home automation control, medication control,
and even a cleaning robot.

Next, there is a list with some cases that are
included our AAL proposal (this list provides a
picture of what it is able to do; it can be extend-
ed with more cases):
• When microphones (e.g., the microphones

embedded in IP cameras) detect a shout,
because its sound level is over a threshold,
the device recognizes the voice of the shout-
ing person and applies a pattern recogni-
tion system in order to know if this person
habitually speaks loudly or it is common
behavior. When no pattern is found, an
alarm is produced.

• When the accelerometer and gyroscope of a
wearing device has detected a fall, or an
image processing system, using the video
obtained from a camera, has detected a fall,
an alarm is sent.

• When sensors or devices (presence sensors,
mobile phone sensors, cameras, etc.), detect

that there is no human movement when
there is usually some activity, an alarm is
activated.

• When a body sensor registers a value that is
higher or lower than a threshold, an alarm
is activated.

• When a person reaches a room that is dark,
the light in that room is switched on.

• When a person is seated on a sofa or arm
chair that is generally used to watch TV,
the TV is switched on.

• When the person arrives at home and opens
the main door, the light of the hall of the
house is switched on.

• When there is no light outside because it is
a dark afternoon or night has come, the
blinds should be lowered. The opposite
should happen when the light rises in the
morning.

• When sunlight directly hits a window or
glass, an awning is lowered.

• When the face recognition system identifies
pain, an alarm is sent.
An example is given in Fig. 4a. The screen

shows the day activity prediction graph. In this
case, the elderly person being monitored has
arrived at the living room; since there is no light
(because of a light sensor and the time of day),
the living room light is automatically switched
on. There are several implemented cases where
alarms are produced. Figure 4b shows an alarm
produced because the system has detected that
the blood pleasure is high (although it has not
reached a threshold), and the system has detect-
ed an unexpected body movement (it can be
measured by the gyroscope and the accelerome-
ter of the device worn by the elderly person, or
by image recognition). If the user cancels the
alarm, it has been a false positive, so the system
will tag it as such.

Figure 3. Regular AAL elderly people’s residence or house.
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SYSTEM VERIFICATION

In order to verify the proposed system, we have
performed several tests in different case studies.

In the first test, a training phase shows how
the mobile learns the user’s habits. The system
uses the accelerometer values (X, Y, Z) and
three variables: GPS position, time, and battery
power. The learning process is as follows. The
mobile device gathers samples from the
accelerometer sensor when it detects movement.
The movement is detected by variation in the
accelerometer values. After gathering enough
samples, the application software seeks a behav-
ioral pattern taking into account the hours of the
day. It also seeks to find in which hour(s) of the
day there is more movement and when there are
repeated movements. The system will also try to
discard dispersed values. During a period of
inactivity, the mobile device also gathers data,
but it is tagged as mobile inactive. Figure 5a
shows the mobile device training and learning
process example. It shows the samples obtained
inside the house with a full battery. We can see
that the activity test predicts a high level of accu-
racy in the patterns obtained during the learning
process. In Fig. 5b, we also take into account the
battery value. We performed the same process
as before, but this time the battery power values
are also included in the learning process. After
gathering measurements for all cases, the
amount of battery power is also related to human
behavior. This seems to be because it has more
connections and disconnections with the wireless
nodes and because movement makes the device
take more measurements from the sensors,
which implies more power consumption. More-
over, this relationship can also occur because of the
person’s behavior. A person can be aware of the
battery state and decide not to move away because
there is low battery and the mobile must be charged.

In the second test we analyze the algorithm
procedure used to balance the number of con-
nections of a sensor/device (Fig. 2b). In order to

perform the test we used two Cisco Aironet
access points (APs) series 1100 and a smart-
phone, Samsung S4. The smartphone is associat-
ed with the first AP and sends the sound
gathered by the microphone. Suddenly, the sys-
tem decides to relocate the smartphone to anoth-
er AP, so it is blocked by the first AP and
re-associated with the second AP.

Figure 6a shows the number of bytes per sec-
ond during 40 s, where the algorithm shown in
Fig. 2b is executed. In the 15th second, the
device is thrown off the AP. The peak inside the
red circle indicates the disassociation process.
This peak has a value of approximately 25 kB/s.

Figure 4. Smart application: a) lights switched on; b) alarm activated.

Figure 5. Training process. a) the mobile training pProcess; b) how the battery affects the training process.
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Then we observe that there is an interval of 3 s
where no data is transmitted. This is due to the
re-association process. Figure 6b shows the num-
ber of packets per second obtained for the same
process. The change of AP implied a peak of
around 300 packets/s to the data network (high-
lighted by the red circle).

Real measurements show that in spite of the
amount of bandwidth used by each sensor, actu-
ator, or camera, the performance of a node/
device decreases greatly when there are more
than 48 wireless connections.

CONCLUSION
This article has shown the design and develop-
ment of a smart communication architecture for
AAL using a communication technology such as
device-to-device, machine-tomachine, or sensor-
actuator. It uses the information gathered from
sensors, data traffic patterns, and a person’s
behavior (and habits) in order to make decisions
and send alarms. In order to achieve our goal,
we have applied a supervised intelligent system
that learns from user decisions, and caregivers
and/or doctors for future cases. The system pre-
sented in this article includes some designed
algorithms, representation of the knowledge
acquired from the environment, and information
management of the wireless network.

In future work, we will include more cases in
order to better assist elderly people in their reg-
ular living. Moreover, robots will also be incor-
porated.
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INTRODUCTION

Due to demographic change and increasing
healthcare costs, often patients suffering from a
given pathology are treated at home. This
approach allows continuous monitoring and
treatments, enables improvements of the health
status, makes patients and their families play an
active role in the care process, and reduces

healthcare costs related to hospitalization man-
agement. However, the transition of treatments
formerly conducted in the hospital to home envi-
ronments is not possible without obstacles, also
from communications, networking, and signal
processing viewpoints. It is important to focus on
the following major challenges:
• Treatment is not constantly supervised and

personalized. At home there are no medical
experts who monitor the situation of a patient
and immediately adapt the prescribed treat-
ment accordingly in case of need.

• Different treatments applied in co-morbid
patients (i.e. patients suffering from a set of
physical and mental limitations) may con-
trast with each other. For effective treat-
ment, it has to be considered that
co-morbidity is not merely an accumulation
of different illnesses. Rather, a patient’s
condition is determined by the mutual inter-
action of different diseases. A supervision
action carried on within a hospital, but
missing at home, can mitigate the problem.

• Best practice may not be carried out or
standardized home-treatment. Most medi-
cal protocols and guidelines are intended
for clinical treatments and are not easily
mapped to home treatment. Moreover,
often not enough reliable data are available
to get statistical validation to develop home-
based treatment guidelines.
Information and communications technolo-

gies, currently employed in the medical context
to increase safety and efficiency and to enable
remote patient monitoring, may help tackle
these challenges (see [1–9], among many others).
Modern communication systems represent a
great support in health-related applications and
enable the design and implementation of Ambi-
ent Assisted Living (AAL) platforms aimed at
monitoring patients at home. For example, many
smartphone apps evaluating health status have
been developed, and the U.S. Food and Drug
Administration (FDA) approved the use of
smartphones for the collection of medical data
in online-databases concerning vital data moni-
toring services.

Unfortunately, these solutions often lack of
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Recently, patients suffering from a set of
physical and mental limitations, called co-mor-
bidities, are often treated at home. In this envi-
ronment, modern communication systems
represent a great support to implement Ambient
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patients at home because they enable the seam-
less integration of heterogeneous sensing units,
medical devices, and ubiquitous access to data.
This article describes a specific smartphone-cen-
tric architecture where smartphones are
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tion but also as sensing, processing, and transmit-
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interoperability with other devices because they
do not implement existing data exchange stan-
dards (e.g. HL7) or, as most medical devices for
remote monitoring, they are designed as isolated
products. This situation hinders their application
for co-morbid patients treated at home.

The integration and interoperability of AAL
platforms for data exchange could help the
development of remote monitoring services for
co-morbid patients and of tailored medical
surveillance systems.

In this context the acquisition and manage-
ment of health-related data is a topical task to
implement the decentralized treatment of co-
morbid patients where multiple medical special-
ties are involved. Remote assistance requires, on
one hand, personalized devices applied to assure
continuous information exchange, and on the
other hand, ubiquitous access to make feasible
an integrated treatment of all involved health-
care providers. This implies the need for a com-
munication architecture able to manage the
aforementioned issues by implementing a seam-
less integration of heterogeneous sensing unit,
and medical devices, and by providing ubiqui-
tous access to data. The remainder of this article
is organized as follows. The following section
introduces the general characteristics of a Com-
munication Architecture for Co-Morbidities
Management and describes how the acquired
information may be employed by patients, physi-
cians, and medical device manufacturers. We
then present a specific implementation of the
mentioned architecture based on the employ-
ment of smartphones, which are used simultane-
ously as sensors to acquire signals related to the
health of patients, as processors to elaborate
such signals and extract information, and as hubs
to collect data from external medical devices and
sensors. The processing techniques employed to
obtain information about the health of patients
but suitable to be implemented on board the
smartphone are presented after that. In particu-
lar, audio, network interface, and accelerometer
information processing is discussed. Conclusions
are drawn in the final section.

COMMUNICATION ARCHITECTURE FOR
CO-MORBIDITIES MANAGEMENT

A communication architecture for co-morbidities
management is aimed at allowing diverse medi-
cal devices such as sensors and actuators to
interact within treatment scenarios tailored to
the needs of co-morbid patients and also at
improving the coordination of caregivers. The
architecture should include location-independent
interconnection, decision support, and partly
automated functional adaptation according to
the distinct needs of a patient. In practice, the
communication architecture for co-morbidities
management will be composed of different
devices acting as one healthcare system to pro-
vide personalized care to patients at home,
therefore improving social integration and quali-
ty of life. This solution will, at the same time,
lead to lower costs. Medical decision-support
and machine learning algorithms can be
employed to orchestrate various components.

A communication architecture to monitor
health may be very useful in case of co-morbid
patients who often are elderly and alone. In this
view an efficient communication architecture for
co-morbidities management should include the
following requirements:
a) The presence of multi-sensors that moni-

tor different health parameters that are
essential both to check single pathologies
and to have a general vision of the co-mor-
bid patient health.

b) The capability to transmit the sensed
parameter values remotely.

c) The possibility to set, modify, and control
the action and the configuration of each
single sensor remotely.

d) The possibility of medical and non-medical
caregivers interacting with the patient
remotely.

In addition, the architecture should include the
following requirements linked to information
processing capabilities:
e) To know if the patient is alone or not, pos-

sibly getting additional information about
the environment where he/she is living,
such as the number and identity of people
at home, and the level of noise in the envi-
ronment.

f) To identify the position of the patient both
outdoors and indoors with a high degree of
precision, such as a specific room within a
house.

g) To recognize the type of physical activity
the patient is performing, for example,
walking, running, or sitting.
Table 1 shows a comparison of some of the

solutions available in the literature. The architec-
ture proposed in this article is the only one meet-
ing all requirements, including the information
processing-based requirements, i.e. e), f), and g).

Table 1. Comparison of some of the solutions in the literature.

Requirements

a) b) c) d) e) f) g)

Solutions

[1] Yes Yes No Yes No No No

[2] Yes Yes No Yes No No No

[3] Yes Yes Yes Yes No No No

[4] Yes Yes No No No No No

[6] Yes Yes No No No No No

[7] Yes No No No No No No

[8] Yes Yes No Yes No No No

[9] Yes Yes No Yes No No Yes

[12] Yes Yes No Yes No No Yes

This article Yes Yes Yes Yes Yes Yes Yes
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The transfer of information may be struc-
tured into four groups. The presentation of rele-
vant information should be adapted to the needs
of the particular medical specialists and experts
receiving information. Data communication
groups can be represented by the loops in Fig.
1a. From the outer to the inner loop:

Device — Healthcare Database. Data detect-
ed by devices are forwarded to a remote
database where they are memorized. Data avail-
able in the database might also be accessed from
devices.

Device — Healthcare System. Information is
utilized to control device functions. Time-rele-
vant information such as remote warnings can be
addressed to patients as well as to on-site health-
care personnel.

Device — Manufacturer. Data can be deliv-
ered in abstract and anonymous form to the
device manufacturer. This information can be
used for the development and refinement of
next generation devices.

Device — Medical Experts. Medical experts
access information via web-access services. They
can affect the treatment system, change the ther-
apy, and give medical advice displayed on user
interfaces.

Moreover, medical experts, manufacturers,
health system personnel, and the healthcare
database may want to communicate each other
(red arrows in Fig. 1a).

SMARTPHONE-CENTRIC SOLUTION FOR
E-HEALTH APPLICATIONS

A specific implementation of the general archi-
tecture presented in the previous section is rep-
resented by the smartphone-centric solution
detailed in [9].

This solution employs the smartphone simul-
taneously as a sensor to acquire signals related
to the health of patients, as a processor to elabo-
rate such signals and extract information of
interest, and as a hub to collect other data from
external medical devices. In [9] this working
modality is called the “hub+sensor+processor”
paradigm. The smartphone transmits and
receives such data by using several communica-

tion interfaces (e.g. WiFi, 3G/4G, GPRS). This
smartphone-centric solution and its “hub+sen-
sor+processor” action may be exploited to
obtain a communication architecture for co-mor-
bidities management with the features recom-
mended in the previous section. The smartphone-
centric choice allows reducing the number of
required components and implementing ubiqui-
tous, automatic, and precise monitoring. The
block scheme composing the smartphone-centric
architecture is shown in Fig. 1b.

In general, the architecture can be divided
into three regions: patient, transport network,
and monitoring. The patient region is usually a
Personal Area Network (PAN) and may be com-
posed both by wearable sensors that define a
Body Area Network (BAN) as well as by non-
wearable sensors. In the case shown in Fig. 1b,
there are two non-wearable sensors: a pulse
oximeter to measure the saturation of peripheral
oxygen, and a scale to measure body weight. The
smartphone is used by following the aforemen-
tioned “hub+sensor+processor” paradigm: it
receives data from external sensors and manages
data detected by embedded sensors, processes
information as detailed in the next section, and
conveys information through a Wide Area Net-
work (WAN) to the final destination. In addi-
tion, smartphones can also send data to such
external sensors, thus giving to the medical care-
givers the possibility to set, modify, and control
the action and the configuration of each single
sensor remotely.

This approach exploits the great expansion
of cellular communication networks and solves
many problems concerning connectivity cover-
age. The authors in [6] outline three other criti-
cal factors for tele-monitoring platforms:
usability, quality of transmitted data, and inter-
ference with other devices. The described
smartphone-centric platform does not com-
pletely solve all such issues but represents a
suitable solution.

The WAN is the transport network. It is a
telecommunications network accessed through
either a mobile phone network typically used for
data by smartphones or through WiFi interfaces.
The final destination, in the described platform,
is the monitoring region and may be:

Figure 1. a) Integrated healthcare system; b) the smartphone-centric aal platform for co-morbidities
monitoring.
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• A database server where the parameters of
all monitored patients are stored and made
available to medical staff, manufacturers
and healthcare systems.

• Healthcare system personnel.
• Manufacturers.
• Medical experts, as discussed in the previ-

ous section.
Beyond the access to the database, the smart-

phone-centric architecture also assures seamless
communication between the staff within the
monitoring region.

Neither accelerometer nor localization exter-
nal dedicated sensors are used because motion
identification and localization are provided by
using the smartphone itself. For example, as
detailed in the next section, the accelerometer
sensor embedded in the smartphone can be
exploited to accomplish a precise recognition of
the patient’s physical activity. Currently adopted
applications track distances and times covered
during workouts and fitness activities by means
of GPS receivers. The use of embedded
accelerometers allows the detection of the type
of performed physical activity because it can rec-
ognize specific movements.

Smartphones communicate with external
devices in the patient region by using Bluetooth
interfaces. In addition to the instruments shown
in Fig. 1b, other useful sensor systems may be
considered, such as: chest strips worn by
patients, which can provide an approximation of
the trans-thoracic impedance and of the heart
rate; ElectroCardioGram (ECG); ElectroEn-
cephaloGram (EEG); and glucose and blood
pressure sensors. The smartphone-centric plat-
form solves the open technical problem of inter-
operability, typical in tele-monitoring systems,
between devices and the hub, and between the
hub and the final destinations. Smartphones are
already integrated with telecommunication net-
work interfaces for data and voice transmission
and, in many cases, already provide the neces-
sary interfaces to connect to devices. In prac-
tice, using smartphones [4, 9, 10] simplifies the
connection with sensors and the forwarding of
measurements to the interworking network.
Moreover, the presence of such a common
device may facilitate the patient’s acceptance of
the monitoring system.

As stated, the viewpoint presented in this
article is to give smartphones a new additional
role: not only “hub+sensor” but “hub+sen-
sor+processor.” The idea of using a “hub+sen-
sor” capability is in the literature (e.g. [4] and
[10]). Sensor technologies combined with
mobile communications were used to track
patients’ health measurements. Actually, sen-
sors embedded into smartphones can be effi-
ciently used for health monitoring: accelero-
meters can register different motions and walk-
ing gaits; infrared photo-detectors can measure
body temperature; and more recently external
sensors can be added to smartphones to mea-
sure heat flux, heart rate, and blood glucose
levels. The additional “processing” capability
may be an important added value for the plat-
form. In summary, the platform offers:

•Both short-range (Bluetooth and WiFi
employed for local information exchange) and

long-range (GPRS, 3G/4G, and WiFi employed
as Internet access) communication capabilities by
exploiting the smartphone’s network interfaces.

•Sensing capabilities: modern smartphones
can acquire data by embedded sensors (always
available on smartphones) such as GPS receivers,
accelerometers, microphones, and radio inter-
faces often employed for localization purpose, or
by external sensors such as pulse oximeters and
scales connected through cables or local radio
interfaces.

•Interaction capabilities, by exploiting the
smartphone’s multimedia features, useful to pro-
vide warnings, suggestions, and recommenda-
tions to patients when needed.

•Information processing capabilities provided
by modern smartphones often equipped with dif-
ferent CPUs, efficient operating systems (such as
Android), and flexible software. The following
section reports on three important smartphone
actions implemented over the proposed plat-
form, audio recognition, localization, and physi-
cal activity detection, which are made feasible by
the mentioned processing capabilities.

INFORMATION PROCESSING
CAPABILITIES

We focus our description on smartphones’ infor-
mation processing capabilities that, from the
authors’ viewpoint, represent the new key func-
tion of the “hub+sensor+processor” paradigm
and of the proposed AAL architecture. As
stressed earlier, co-morbidity management
implies not only multi-sensor acquisition and
transfer, but also additional functions to know if the
patient is alone or not and who is with him/her;
to identify the location of the patient; and to
recognize his/her physical activity.

Information about whether a person is alone
or not, about the number of people with him/her,
about their identity, and about the level of noise,
may stem from an audio processing-based
approach concerning speakers’ count and recog-
nition such as the one presented below.

Localization may derive from information
processing based on signals received by smart-
phones’ network interfaces. A possible algorithm
is proposed below. In particular, the place recog-
nition scheme proposed in [12] has been taken
into account. Information required to carry out
such a process is obtained from multiple sources
such as the WiFi interface (in the case of indoor
places) and the GPS receiver (in the case of out-
door places). The method, suitable for smart-
phone implementation, is briefly described and
its recognition accuracy performance is present-
ed for the specific case of monitoring a patient
at home.

A physical activity recognition method based
on raw data acquired directly from the measure-
ments carried out by the smartphone accelerom-
eter is reported below.

AUDIO INFORMATION PROCESSING
In this context, audio processing over smart-
phones is aimed at classifying an audio signal
acquired by embedded microphones so provid-
ing information about the noisy level of the
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environment (e.g. excessive volume of
audio/video equipment), and about the number
and the gender of active speakers in the smart-
phone’s surroundings. Audio processing may
also be used to check the identity of a person,
and this is the case briefly treated in the follow-
ing. Actually, having information about the
identity of caregivers will also provide informa-
tion about the number of people with the
patient and, implicitly, if he is alone or not,
even if this information may also be retrieved
through different algorithms in the literature.
Several speaker recognition algorithms can be
found in the literature, both for closed-set and
open-set applications. Closed-set implies the
classification of data belonging to a set of
speakers known a priori, while in the open-set
scenario there is no available knowledge on the
set of speakers. In more technical detail, after
the raw audio signal is acquired, the smart-
phone extracts a compact representation of the
signal called features. Coherently with the state
of the art in the field, the Mel Frequency Cep-
strum Coefficients (MFCC) and their Delta
Delta Coefficients (DDC) have been used in

this article. The features feed a classifier that
provides the result (i.e. the recognized speak-
er). Speaker recognition is implemented
through a process divided into two phases,
offline and online. The former aims at training
the employed classifier, a Support Vector
machine (SVM) in the case of this article, by
using the features extracted from the speeches
of different reference speakers (i.e. people
expected to be in the patients surroundings),
representing the predefined set. The latter is
the recognition, where the features are extract-
ed from an unknown speaker and used as input
for the previously trained SVM. Finally, the
unknown speaker is recognized as one of the
speakers of the predefined set or he/she
remains unidentified.

Figure 2 shows the accuracy, that is, the
percentage of correct speaker recognitions of
the described method versus the number of
employed features. The aim of this test is rec-
ognizing a patient and five members of his/her
family. In practice, six speakers have been
used to train the SVM model. The green line
represents the obtained accuracy. When the
number of used features is above 26, the accu-
racy remains constant. Figure 2 also includes
the accuracy variation histogram, which repre-
sents the accuracy gain obtained by increasing
the number of features with respect to the pre-
viously tested value. For example, the employ-
ment of four features instead of two allows
obtaining an accuracy increase close to 40
percent. Practically, the audio information
processing capability of the smartphone-cen-
tric platform allows individuating the correct
speaker within the set  composed by the
patient and his relatives in the 80 percent of
cases.

Figure 3. Considered localization places.
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Figure 2. Accuracy of the speaker recognition method.
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NETWORK INTERFACE
INFORMATION PROCESSING

Processing of signals received by smartphone
network interfaces is the basis of Location-Based
Services (LBSs), which are information services,
accessible through mobile devices, such as Smart-
phones, that provide people and object localiza-
tion. LBSs can be used in many applicative
scenarios, such as health, object search, enter-
tainment, work, and personal life. A well known
localization process concerns the family of place
recognition (PR) algorithms. The key idea of
such algorithms is to recognize user localization
not by identifying geographical coordinates but
simply understanding in which place a user is
staying (e.g. at home or at the gym). In this arti-
cle we consider the Location Recognition Algo-
rithm for Automatic Check-In algorithm
(LRACI) [12] in the context of the AAL smart-
phone-centric platform. LRACI is employed to
determine, in a completely transparent, automat-
ic, and non-invasive way, in which room a patient
is. The only request to the patient is having the
smartphone with him/her. The performance of
LRACI applied to a case in which there are four
different places where the patient can be is
reported in the following. The scenario is shown
in Fig. 3. Localization output can be:
1. Day-zone (living and dining room, and

kitchen) where a WiFi access point (AP) is
installed.

2. Night-zone (bedroom).
3. Basement.
4. The whole building.
5. No location. 

Whole building obviously contains places 1, 2,
and 3, and is employed to recognize if the patient
is at home but not within any of the first three
places. No location represents the case in which
the patient is not localized at home.

Also, this algorithm is based on offline and
online phases. During the offline (or training)
phase the patient’s smartphone collects measure-
ments related to GPS/HPS signals and/or to
detected WiFi APs for each considered place.
These measurements are then used in order to
build the reference finger print (RFP) character-
izing a place. RFPs are either stored remotely or
directly on-board the smartphone. In the online
(or recognition) phase, the smartphone collects
the same measurements (GPS/HPS and/or WiFi
AP signals) online and computes a finger print
(FP) that is compared with the stored RFPs. The
patient is localized in the place whose RFP is
the closest to the acquired FP.

The obtained performance is reported in Fig. 4.
It is the confusion matrix of the PR algorithm
and shows the percentage of rooms correctly
recognized during the tests. In the offline phase,
the RFPs of the five considered locations have
been built by collecting GPS/HPS and WiFi AP
signals in 50 different points.

The percentage values reported in Fig. 4 have
been computed by averaging the results obtained
by 50 recognition phases. The performance is
very satisfying. If the patient is in the day-zone,
he/she is localized there in 94.5 percent of cases
and confused with the night-zone in 5.5 percent
of cases (first line in Fig. 4). The presence in the

night-zone is correctly identified in 81.1 percent
of cases and mistaken with the day-zone in 10.8
percent of cases and no location 8.1 percent of
cases. The basement is recognized in 91.3 percent
of cases and sometimes confused with no loca-
tion (8.7 percent of cases). The presence within
the whole building is correctly identified in 98
percent of cases and mistaken with no location in
2 percent of cases. No presence at home is recog-
nized in 83.9 percent of cases and mistaken with
the presence in the day-zone in 14.7 percent of
cases and the night-zone in 2.3 percent of cases.
The average accuracy is 89.8 percent. The accu-
racy is higher in the day-zone also thanks to the
presence of an AP in the location. In general,
when a location contains an AP, its radio signal
dominates the others, characterizes the RFP of
the location, and enables an efficient recognition.
The absence of a dedicated AP causes a degrada-
tion of the location recognition accuracy. LRACI
performance is not so satisfying when two adja-
cent locations must be discriminated. This is the
case of the night-zone: about 11 percent recogni-
tions are not correct because the night-zone is
confused with the adjacent day-zone. This prob-
lem happens when WiFi signals are shared. The
accuracy obtained for whole building is high
because, in this specific case also, GPS/HPS posi-
tioning information can be efficiently used.

ACCELEROMETER INFORMATION PROCESSING
The last information processing capability con-
sidered in this article concerns the physical activ-
ity recognition of the co-morbid patients. It is
based on the action of sensing, processing, and
classification of the signal provided by the smart-
phone-embedded accelerometer. The algorithm
is designed to recognize eight different classes of
physical activities: idle, sitting, standing, walking,
going up and down the stairs (contracted in
upstairs and downstairs), running, and cycling.
These classes are particularly useful in case of
cardio circulatory pathologies.

Again, two phases, offline/training and online,
are the basis of the processing procedure. The
acquisition of training signals is performed by
keeping the smartphone in different positions. The
algorithm periodically collects the raw signal from
the smartphone accelerometer and organizes it
into frames. A feature vector is computed for
every frame and is used by a classifier, in this case

Figure 4. Accuracy of the place recognition represented by the confusion
matrix.
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a decision tree (DT), to classify the frame into one
of the movement classes previously listed.

In order to determine the best classification
accuracy of the movements, numerous features
were evaluated and compared: mean, zero cross-
ing rate, energy, standard deviation, cross-corre-
lation, sum of absolute values, sum of variances,
and number of peaks of the signal obtained from
the accelerometer. The feature vector chosen for
the tests shown in this article is made of nine
features (i.e. mean, standard deviation, and
number of peaks of the accelerometer measure-
ments along the three axes) as in [9]. This
approach is identified as “Features Set.” The
obtained results have been compared with the
approach in which only one feature has been
used: the Km parameter, strictly related to the
energy of the accelerometer signal, proposed
and detailed in [10]. Such comparison is pro-
posed since the solution reported in [10] is one
of the reference architectures applicable to co-
morbid patients monitoring scenarios.

The training signals employed in the tests
have been acquired by four volunteers. Each vol-
unteer acquired approximately one hour signal
for each of the classes listed above. In order to
determine the performance, the accelerometer
signal has been acquired by a fifth volunteer not
involved in the training phase.

Table 2 shows that “Features Set” allows
obtaining a more accurate and precise classifica-
tion of the patient’s movements with respect to
“Km.” The average accuracy is approximately 80
percent if the “Features Set” is employed, while
it is approximately 52 percent if “Km” is used.

CONCLUSIONS
This article describes the main characteristics of
a smartphone-centric Ambient Assisted Living
(AAL) platform aimed at monitoring, at home,
patients suffering from a set of physical and
mental limitations, called co-morbidities. The
article highlights that smartphones have both

short-range and long-range communication
capabilities; information processing capabilities;
and sensing capabilities implemented by internal
and external sensors. The specific case of co-
morbidities management implies the following
needs: to acquire data from a set of sensors that
monitor different health parameters; to transmit
the acquired values remotely; and to control the
action and configuration of single sensors. More-
over, an efficient communication architecture for
co-morbidity monitoring and management
should also assure the possibility of healthcare
staff to interact with each other and with the
patient remotely, and should guarantee the
power to know if the patient is alone or not and
who are the caregivers, to localize the patient,
and to identify the physical activity performed by
the patient. As a consequence, this article is
focused on the information processing capabili-
ties of the smartphones with particular emphasis
on audio, network interfaces, and accelerometer
information processing. These kinds of informa-
tion can help monitor co-morbid patients
remotely. The presented solutions have been
designed and practically implemented by using
off-the-shelf smartphones. In more detail, the
following solutions have been presented: an
audio processing-based approach, aimed at rec-
ognizing the identity of people who are with the
monitored patients at a given time, which implic-
itly helps to monitor if a patient is alone; a place
recognition method where the required informa-
tion is obtained from multiple sources such as
the smartphone WiFi interface, in the case of
indoor localization, and the GPS receiver, in the
case of outdoor localization; and a physical
activity recognition method based on raw data
directly acquired from the smartphone
accelerometer. In all cases a brief presentation
of the performance has been provided. The
obtained results allow concluding that the
employed information processing solutions are
reliable and suitable to be employed in the
described AAL smartphone-centric platform for
co-morbidity monitoring.
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INTRODUCTION

Today, with the extensive use of information
technology, data management and analysis for
ambient assisted living (AAL) communication
systems has gradually come to embody the 3-V
characteristics of big data [1]:
• Volume: The amount of data in regard to

computation and storage is extremely large.
• Velocity: The speed of data input and out-

put is extremely high.
• Variety: The range of data types and sources

is extremely wide. 
As a result, AAL data has grown beyond the

capability of most available database manage-

ment tools or traditional data processing appli-
cations. A revolutionary approach to big data
management in AAL is in great need.

Scholars and practitioners all over the world
have done considerable intensive research on big
data. However, most of the effort was spent on
volume and velocity, but not as much on variety.

Some common data types in AAL communi-
cation systems are listed in Table 1.

To cope with the large number of data types,
there are two basic types of solutions, customized
ones and universal ones. Customized solutions
build a customized system for each individual
type of data, while universal solutions build a
single system that can support a wide range of
data types. If the performance is acceptable to
the applications, universal solutions are much
more cost effective. As a result, most commer-
cial database management systems (DBMSs) are
universal solutions so that they can be sold to
many customers to maximize the profit.

A basic question is how to develop universal solu-
tions. Looking back on the history of DBMSs, one can
discover the basic paradigms of universal solutions.
That is, one first defines a universal abstraction that
covers a wide range of data types, and then builds a
universal system for the universal abstraction based on
its properties. Since every particular data type is a spe-
cial case of the universal abstraction, a solution to the
universal solution works for any data type it covers.

Commonly, traditional DBMSs make use of a
multidimensional data type as a universal
abstraction. That is, most data types are essen-
tially represented by one or multiple numbers
(i.e., a feature vector). However, many new data
types in AAL systems cannot be abstracted into
multidimensional space, and a more universal
abstraction is needed for AAL data.

We propose a new concept of big data
abstraction using metric space as the universal
abstraction for AAL data types. Informally, a
metric space [2] is a set with a distance function
defined on its elements, where the distance func-
tion satisfies the triangle inequality. We show
that metric space is more universal than multidi-

ABSTRACT

With the extensive use of information tech-
nology in AAL communication systems, a data
management model has recently embodied the
3-V characteristics of big data: volume, velocity,
and variety. A lot of work has been done on vol-
ume and velocity, but not as much has been
reported on variety. To handle the variety of
data, universal solutions with acceptable perfor-
mance are usually much more cost effective than
customized solutions. To achieve universality, a
basic idea is to first define a universal abstrac-
tion that covers a wide range of data types, and
then build a universal system for universal
abstraction. Traditional database management
systems commonly use a multidimensional data
type, or feature vectors, as a universal abstrac-
tion. However, many new data types in AAL sys-
tems cannot be abstracted into multidimensional
space. To find a more universal data abstraction
and build more universal systems, we propose
the concept of big data abstraction, with metric
space as a universal abstraction for AAL data
types. Furthermore, to demonstrate how metric-
space data abstraction works, we survey the state
of the art in metric space indexing, a fundamen-
tal task in data management. Finally, open
research issues are discussed.
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mensional space and covers a wide range of
AAL data types.

Big data abstraction is in its early stage of
development. To demonstrate how big data
abstraction might work, we survey the state of
the art in metric space indexing. Indexing, or
searching, is one of the fundamental tasks of data
management and analysis. A lot of work has
been done on metric space indexing. We believe
what has been done for indexing provides excel-
lent hints for other data management and analy-
sis tasks. Open issues of big data abstraction in
theory and application are also discussed.

The rest of this article is organized as follows.
A discussion of customized and universal solutions
is presented in the following section. After that we
propose big data abstraction, and survey the state
of the art in metric space indexing. In the final
section, open research issues are discussed.

UNIVERSALIZATION: 
WHY AND HOW?

In this section, we first show the necessity of uni-
versalization by comparing customized and uni-
versal solutions, then show the basic approach to
achieving universality by reviewing the history of
data management systems, and last discuss the
current status of big data management with
respect to variety.

UNIVERSALIZATION: WHY?
Facing various data types, customized solutions
build one system for each data type. Since the
system is tailored for a single data type, its per-
formance can be expected to be high. However,
its range of applicability is relatively narrow, and
its price is thus relatively high. As a result, the
performance-price ratio will be relatively low,
and less profit has to be expected.

Universal solutions, on the contrary, build
one system to support a wide range of data
types. After fine tuning, the performance of uni-
versal systems is generally acceptable, except for
some performance-critical applications. Because
of its wide applicability, a universal system can
be sold to many customers at relatively low
prices. As a result, universal systems are more
cost effective and more profitable.

Customized solutions are more suitable for
performance-critical applications, while universal
solutions achieve better balance between perfor-
mance and price. Usually, buyers of AAL data
management systems prefer universal solutions
because of their low prices, given that the per-
formance is acceptable. Likewise, providers of
AAL data management systems tend to develop
universal solutions to gain more customers and
profit. Consequently, universal solutions are
more popular than customized solutions in prac-
tice. The relationship between customized and
universal solutions is similar to that between tai-
lor-made and factory-made clothes. The next
question is how to achieve universality.

UNIVERSALIZATION: HOW?
Let us look back on the history of data management
systems (Fig. 1), which always show an evolutionary
trend from customization to universalization. 

In the early 1960s (Fig. 1a), with the increas-
ing application of computers in enterprise man-
agement, large businesses began to build their
own enterprise information systems, where com-
mon data were numbers: employee IDs, product
prices, and so on. Since these systems were only
used inside businesses, many of them were built,
and a lot of resources were consumed. In the
1970s, the B-tree index was designed and inte-
grated into relational DBMSs. B-tree supports
search of numeric values, whether natural num-
bers, integers, or real numbers. That is, 1D data
served as an abstraction of natural numbers,
integers, or real numbers, and B-tree worked for
all these data types since they are all special
cases of 1D data. Furthermore, the integration
of SQL made relational DBMSs even easier to
use. Thus, some businesses were attracted to
relational DBMSs. As the number of customers
increased, the price of relational DBMSs
dropped. Consequently, businesses gradually
replaced their own information systems with
relational DBMSs for acceptable performance at
a much lower price. This was the first evolution
of data management systems from customization
to universalization (Fig. 1a).

Figure 1b shows the second stage of evolution
when manmade satellites were launched. To man-
age spatial information acquired by satellite, indi-
vidual spatial data management systems were
built. Spatial data are usually represented by fea-
ture vectors and matched by similarity defined by
distance functions. Again, a lot of efforts were
spent on building individual systems. Later, in the
1980s, multidimensional indexing such as R-tree
and kD-tree were designed and integrated into
relational databases. Multidimensional indexing
supports similarity search of multidimensional
data with Euclidean distance or alike. Further-
more, SQL was also extended to support spatial
data type and similarity query. As a result, individ-
ual spatial data management systems were gradu-
ally replaced by spatial DBMSs. This was the
second evolution of tje data management system
from customization to universalization (Fig. 1b).

Studying the above two evolutions, one can
summarize the basic approach to achieve univer-
sality into three steps:
1. Find a universal data types that cover vari-

ous data types.
2. Find a universal distance function that cov-

ers various distance functions.

Table 1. Common data types in AAL communication systems.

Data category Data type

Behavioral habit data
Sleep time, frequency of wake up, restroom time
and frequency, shower time, eating time, walking
speed, time in and out

Physiological information
Blood pressure, blood lipids, blood oxygen, tem-
perature, pulse, BMI, weight, bone density, respi-
ratory rate

Healthcare information Gene sequence, protein sequence, medical image

Environmental data Surveillance video, noise level, pollution density,
weather conditions
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3. Build a system based on the properties of
the universal data type and the universal
distance function.

DISCUSSION
In the second evolution, the multidimensional
data type serves as the abstraction for spatial
data types. A data type must satisfy two condi-
tions to be covered by this abstraction:
• Data must be in feature vector form.
• Similarity of data must be defined by

Euclidean distance or the like.
However, in the big data era, many data types

and corresponding distance functions do not sat-
isfy the above two conditions, such as text with
edit distance, protein sequence with global align-
ment, or MMR images with Hausdorff distance.
A new abstraction that can cover more AAL
data types is in great need.

Map-Reduce is a very popular programming
model to tackle big data applications these days.
However, one should keep in mind at least two
issues about map-reduce.

Who Developed It? — Map-Reduce was origi-
nally developed by Google, who possesses a
great amount of both intelligence and resource
to develop it. Building a big data system under
the umbrella of the Map-Reduce model requires
great programming skills and huge resource
investment. Therefore, it is not for end users.

What Is It For? — Map-Reduce was originally
developed to scan logs. After years of develop-
ment, its functionality is still very limited. It is
not an accurate claim that Map-Reduce has out-
performed traditional DBMSs, but it is better
only in limited application environments.

Therefore, we can conclude that the current
status of AAL big data management is very simi-
lar to the early stage of building individual sys-
tems of the former two evolutions, and a new
abstraction for big data is necessary to carry on
the third evolution of data management systems
from customization to universalization.

BIG DATA ABSTRACTION
We propose the use of metric space as a universal
abstraction for AAL data types, and to build a
universal big data management and analysis sys-
tem based only on the properties of metric space.

METRIC SPACE

Informally, metric space is a set with a distance
function, satisfying the triangle inequality,
defined by its elements.

Definition — A metric space [2] is a pair (S, d),
where S is a nonempty set and d is a real-valued
distance function with the following properties:

For all x, y Œ S, d(x, y) ≥  0 and d(x, y) = 0 iff x
= y. (Positivity)

For all x, y Œ S, d(x, y) = d(y, x). (Symmetry)

For all x, y, z Œ S, d(x, y) + d(y, z) ≥  d(x, z).
(Triangle inequality)

Metric space requires only a metric distance
function. An interpretation of the data in a coor-
dinate system is not necessary. Two immediate
advantages of using metric space as a universal
abstraction are:
• Metric space is more universal than multidi-

mensional space. Since Euclidean distance
satisfies positivity, symmetry, and triangle
inequality, multidimensional data with
Euclidean distance form a special case of
metric space. Some data types that cannot
be abstracted into multidimensional space
can be abstracted into metric space.

• A universal programming model can be built
on metric space. To perform big data manage-
ment and analysis, users only need to define
their own data type and associated metric dis-
tance function, which can be plugged into the
universal model as a black box.

METRIC SPACE’S RANGE OF APPLICATION
Common AAL data types that can be abstracted
into metric space are listed in Table 2. Except
for examples 1 and 2, the examples cannot be
directly abstracted into multidimensional space.
Until now, only customized solutions have been
developed for them.

For data types that cannot be directly
abstracted into metric space, there are some
alleviations. First, there are some mathematical
approaches to convert non-metric distance func-
tions to metric ones. Second, there are universal
approaches for distance functions satisfying only
some of the metric properties (e.g., semi-metric
and pseudo-metric). Third, as long as some kind
of inference can come from the distance func-
tion, universal approaches can be developed. An
example is the protein identification problem
with mass spectra. For three data objects x, y
and z, an upper bound of d(x, y) can be deter-
mined given d(x, z) and d(y, z), and a metric
space index was adapted to support similarity
queries of mass spectra [3].

The great universality of metric space is also
one of the disadvantages of metric space abstrac-
tion. Domain-specific information is discarded.
The triangle inequality of the distance function
is the only property that can be leveraged. The
key point is to recognize the pattern encapsulat-
ed by the distance function.

Metric-space-based big data abstraction is in
its early stage of development. Among the fun-

Figure 1. History of data management systems.

1970s
One-dimension indexing
relational DBMS

1960s
Employee, products data
Enterprise info. system

One-dimensional data(a)

1980s
Multidimensional indexing
Spatial DBMS, GIS/GPS

1960s
Satellite, spatial data
Spatial data management
system

Multidimensional data
Euclidean dist. and alike(b)

Next generation big data
management system

Big data era
“Variety” data
Map-reduced/Hadoop

What data?
What distance?(c)
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damental tasks of metric space big data manage-
ment and analysis, search is the only one that
has received intensive research. To show the
basic idea of how data management and analysis
can be done in metric space, in the next section,
we survey the state of the art in metric space
indexing that supports similarity queries.

METRIC SPACE INDEXING: 
A UNIVERSAL INDEXING FOR

SIMILARITY QUERIES

Given a database of data objects, a distance
function as the similarity measurement, and a
query object, a similarity query finds all data
objects that are similar, determined by the dis-
tance function, to the query object.

Figure 2 illustrates the basic idea of how tri-
angle inequality can be leveraged to answer simi-
larity queries in metric space. Assume an image
database consists of three cartoons of Mickey,
Minnie, and Pluto, respectively [4]. Another car-
toon of Mickey is used as a query [4], and we
want to find all similar cartoons to it in the
database. Since the distance calculation is usually
costly for complex data types such as image, one
goal is to minimize the number of distance calcu-
lations during the search. During preprocessing,
pair-wise distances of the three cartoons in the
database are calculated and stored. When the
query comes, d(Mickey, query) is first calculated.
Since the query is also a cartoon of Mickey, we
can assume that d(Mickey, query) is small, say 1.
Then, from the triangle inequality, it can be
derived that 149 £ d(query, Minnie) £ 151 and
199 £ d(query, Pluto) £ 201. Therefore, neither
Minnie nor Pluto is a query result. In a word,
using triangle inequality, the similarity query is
answered with only one distance calculation.

In the following, we first introduce the con-
cept of an index, then survey common tree struc-
tured metric space indices and discuss their
problems. Next, the pivot space model, a theo-
retical framework for metric space indexing, is
introduced.

INDEX
A database index, or simply index, is a data
structure to improve the efficiency of data
lookup in a database. Answering similarity
queries usually consists of two steps.

Offline Construction — Given the data set,
construction builds an index data structure
offline. The tree structure is one of the most
popular metric space indexing structures. In
their top-down construction, tree structure met-
ric space indexing methods build index trees by
recursively applying two basic steps: pivot selec-
tion and data partitioning. In pivot selection, a
small number of reference points, called pivots,
are selected from the database. In data parti-
tioning, data points are partitioned by their dis-
tances to the pivots.

Online Search — Based on the offline built
index data structure, similarity queries are
answered online. The search process basically

descends the index tree from the root to the leaf
nodes. At each internal index node, some com-
putation is performed based on the query and
the information previously stored in the node.
Some children are determined to be unable to
contain any query results and can be pruned.
Children that cannot be pruned are further visit-
ed in the same way. At each leaf index node,
similarly, computation is performed to decide
which data objects can be pruned and which
data objects are query results without calculating
their distances to the query. For the remaining
data objects, their distances to the query are cal-
culated to find the query results.

COMMON METRIC SPACE INDEXES
Based on the way data is partitioned, there are
two kinds of metric space indices: the vantage
point tree (VPT) and general hyper-plane tree
(GHT) [5, 6].

During the offline construction of a VPT, the
data space is partitioned into disjoint regions
recursively. In each recursion, a vantage point,
or pivot, is first selected as a reference point.
Then the distances from all remaining points to
the vantage point are calculated, and the medi-
an, m, of the distances is determined. Next, data
is partitioned such that points with distances
smaller than or equal to m move to the left

Figure 2. Triangle inequality: the principle of metric space abstraction.

Mickey

MickeyQuery

1

150 Minnie

149 ≤ d(query, Minnie) ≤ 151

Minnie Pluto

Preprocessing:
d(Mickey, Minnie) = 150
d(Mickey, Pluto) = 200
d(Minnie, Pluto) = 250

Search:
d(Mickey, query) = 1

Query

Table 2. Examples of metric space.

Data type Distance function

1 Number (one-dimensional) Absolution value of difference

2 Vector (multidimensional) Euclidean distance or alike

3 Text Edit distance

4 Protein sequence Global alignment (weighted edit distance)

5 Image Hausdorff distance

6 Video Percentage of similar frames
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child, and points with distance larger than m
move to the right child.

In each recursive construction step of GHT,
two points, c1 and c2, are selected as centers, or
pivots. Each remaining point is assigned closer to
the center. That is, points closer to c1 than to c2
are assigned to the left child, while points closer
to c2 than to c1 are assigned to the right child.

Since metric space has no coordinate system,
mathematical tools of multidimensional space
are not directly applicable to metric space. Con-
sequently, most of above work is based on
heuristics. Theoretical analysis is usually over-
looked. Nevertheless, a large amount of tradi-
tional metric space indices only show their
superiority to others experimentally. A theoreti-
cal framework is needed to analyze and com-
pare different indices and to predict the
performance of new indices. The pivot space
model introduced next aims to solve the above
problems.

PIVOT SPACE MODEL: A THEORETICAL
FRAMEWORK FOR METRIC-SPACE INDEXING

A first goal of the pivot space model is to impose
coordinates to data in metric space so that math-
ematical tools of multidimensional space can be
applied for theoretical analysis. To do so, a map-
ping from metric space to multidimensional
space is defined [7].

Let Rm denote a general real coordinate
space of dimension m. Let (S, d) be a metric
space where S = {xi | i = 1, 2, … , n} is the
database, and d is a metric distance function. Let
P = {pj | j = 1, 2, … , k} be a set of k pivots. P
 S. Duplicates are not allowed.

Given the set of pivots, each point x in S can
be mapped to a point xp in the non-negative
orthant of Rk. The jth coordinate of xp repre-
sents the distance from x to pj:

xp = (d(x, p1), …, d(x, pk)).

The pivot space [7] of S, FP,d(S), is defined as
the image of S:

FP,d(S) = {xp | xp = (d(x, p1), …, d(x, pk)), 
x Œ S}.

Figure 3 gives an example of pivot space. The
original data consists of 3000 points uniformly dis-
tributed in the unit square. With Euclidean dis-
tance, these points form a metric space. Two points,
with coordinates (0,0) and (1,1), are selected as the
pivots. Since the number of pivots is 2, the pivot
space is also 2D. For a point, (a, b), in the original
metric space, its coordinate on the x-axis in the
pivot space is its Euclidean distance to the first
pivot, (0, 0), and its coordinate on the y-axis in the
pivot space is its Euclidean distance to the second
pivot, (0, 1). Four special points (corners and the
center) in the original metric space are selected,
and their images in the pivot space are marked.

A complete pivot space [7] is a pivot space with
all points selected as pivots. It has been proved
that the mapping from metric space to a complete
pivot space is isometric [7]. That is, the mapping is
one-to-one, and the metric space distance of any
pair of points equals the L• distance of their
images in the complete pivot space. Therefore,
instead of the original metric space, the complete
pivot space can be searched to answer similarity
queries. Since the complete pivot space is a multi-
dimensional space, the problem turns into a multi-
dimensional indexing problem, to which many
mathematical tools can be applied.

Furthermore, it has been proved that the par-
tition boundaries of both VPT and GHT are
straight lines (or hyper-planes) in the pivot
space, with different slopes. In other words, VPT
partition and GHT partition are essentially rota-
tions of each other [8]. Moreover, it has been
shown theoretically and experimentally that VPT
outperforms GHT [8].

OPEN ISSUES AND FUTURE WORK
Based on the survey of metric space indexing,
one can deduce a possible paradigm for metric-
space-based big data management and analysis
tasks other than indexing. That is, we can first
map data from metric space to pivot space, and
then apply traditional multidimensional space
mathematical tools to the pivot space.

Open research issues and future work include,
but are not limited to, the following.

Given the isometric mapping, can complete
pivot space replace metric space? The pivot

Figure 3. The pivot space of points from unit square with Euclidean distance.
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space model defines an isometric mapping from
metric space to the complete pivot space. Under
this mapping, the pair-wise distances are pre-
served. For indexing, the complete pivot space
can be searched instead of the original metric
space. For other tasks (e.g., clustering and classi-
fication), can metric space be replaced by the
complete pivot space? More theoretical analysis
is to be performed on this topic.

If the above is “yes,” can we work on the com-
plete pivot space directly? Since all points are
selected as pivots, the dimension of the complete
pivot space equals the size of data, which is usual-
ly huge for big data applications. High dimension-
ality causes problems for many data management
and analysis tasks, such as indexing. It is necessary
to identify which tasks can be performed on the
complete pivot space directly, and which cannot.

If the above is “no,” how should dimension
reduction for the complete pivot space be done?
According the pivot space model, dimension
reduction for the complete pivot space can only
select existing dimensions and cannot create new
dimensions for indexing. More theoretical analy-
sis is to be done to determine for which data
management and analysis tasks that dimension
reduction for the complete pivot space model
can create new dimensions.

How can performance be improved algorithmi-
cally? It is difficult to build a universal system gen-
erally performing well. Since metric space
abstraction discards domain-specific information
and only leverages the triangle inequality of the
distance function, it is of key importance to refine
the algorithms to achieve acceptable performance.

How can it be done in a parallel or distribut-
ed manner? Another way to improve perfor-
mance is to exploit multiple processors. Parallel
and distributed techniques are of great value.

How can metric distance functions be defined
for more data types and applications? As dis-
cussed earlier, not all data types and distance
functions can be abstracted into metric space.
Defining proper metric distance functions for data
types and applications is of critical importance.

CONCLUSIONS
This article focuses on the variety challenge of
big data problems in AAL communications sys-
tems. First we show that a universal approach is
very effective in overcoming variety. Then we
show that universality can be achieved by abstrac-
tion. Next, metric space is proposed as a univer-
sal abstraction for AAL big data. To demonstrate
how a metric space data management and analy-
sis system can be built, we survey the state of the
art in metric space indexing and introduce the
pivot space model. Last but not least, a few
important open research issues, which form the
direction of future work, are discussed.

Since much less attention has been paid to
variety than to volume and velocity, this article
provides a novel perspective on designing AAL
big data management and analysis systems.
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INTRODUCTION

With the evolution of the Internet and related
technologies, a large number of objects/devices
on the Internet are connected to one another for
mutual resource sharing and communication.
According to a recent survey [1, 2], by 2020, the

ratio of the number of devices connected to the
Internet to the number of persons will be
between 2–3. These devices communicate with
one another using the existing state-of-the art
protocols and technologies that provide commu-
nication between remote objects such as smart
sensors and actuators, vehicles, PDAs, and smart
machines [1]. Due to the ease of interaction
between these devices using the underlying tech-
nologies and protocols, the Internet of Things
(IoT) finds many applications in data sharing
and knowledge transfer to provide facilities such
as seamless connectivity and resource sharing to
end users. With an aim to provide large numbers
of services to the end users on the fly with low
operational and maintenance cost, the IoT is
expected to become next generation technology
in which intelligent objects/devices can make
decisions on their own and respond as per the
directions from remote places other than the
Internet [1].

The devices connected to the IoT may be of
heterogeneous types with respect to their
operational mode, services provided by them,
and communication technologies. Thus, con-
necting all these devices and then accessing
them is one of the biggest challenges in this
environment. As these devices may be located
at different places across the globe connected
to the Internet, the rate of data transfer, secu-
rity issues, and mode of transfer decide the
overall performance of any solution proposed
for such an environment. The devices connect-
ed to an IoT may use various forms of short-
and long-range communication for data shar-
ing among themselves. Short-range communi-
cation includes WiFi, RFID, and Bluetooth;
long-range transmission includes WiMAX,
Long Term Evolution (LTE), and cellular
communication. Also, devices may also be able
to communicate with or without centralized
control, as they have built-in intelligence to
make independent decisions on their own in
this environment [2–4]. 

Although the IoT is envisioned to become
the next generation technology for providing
seamless connectivity to a large number of
devices on the Internet, there are several chal-
lenges that need to be addressed before fully
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With the evolution of  the Internet  and
related technologies, there has been an evolu-
tion of new paradigm, which is the Internet of
Things, IoT. In the IoT, a large number of
objects/devices on the Internet are connected
to one another for information sharing, irre-
spective of their locations. These devices may
be interconnected with one another using var-
ious network protocols  and standards to
exchange information between them. The
underlying network used for  information
exchange generally has built-in intelligence,
which is called ambient intelligence, so that it
can make adaptive decisions for information
exchange between these objects in theh IoT.
This article provides a performance evalua-
tion of the Bayesian coalition game among
these objects in the IoT environment by using
the concepts of game theory and LA. In com-
parison to the exist ing solut ions,  LA are
assumed to be the players in the game having
variable learning rates in the coalition game.
Most of the existing solutions have considered
constant learning rates of the players in the
game, which may lead to the possibility of
local  optima at  some points .  Each player
decides its actions using competitive learning,
having variable learning rates ,  based on the
newly defined utility function, which leads to
the achievment of a Nash equilibrium in the
game quickly. Each player receives feedback
from the environment corresponding to the
actions taken in a unit interval of time. The
performance of  the proposed scheme was
evaluated with respect to various performance
evaluation metrics. The results obtained show
that the proposed scheme is useful in the IoT
environment.
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accessing this technology. Normally, the devices
connected to the IoT have low battery and com-
putation power, so how the operations are per-
formed keeping the constraints of minimum
battery and computation power is one of the
challenges in the IoT environment. Also, the
types of communication protocols and infra-
structure support needed for providing commu-
nication between different devices is an
important issue. Apart from these, as these
devices generate large volumes of data, the
method using which this data can be stored and
retrieved from anywhere is another big issue that
requires special attention.

Keeping focus on the above constraints and
challenges in an IoT environment, in this article,
we provide a scheme for data sharing between
these devices using the concepts of the Bayesian
coalition game (BCG) and networks of learning
automata (LA). We have assumed that networks
of LA are stationed at the devices, which form
coalitions among themselves using conditional
probability. The relationship among the devices
is represented using an acyclic directed graph
(ADG). LA are assumed to be the players in the
game stationed at devices, which perform a
finite number of actions such as data capturing
and communication with other devices situated
at either local or global sites. Corresponding to
each action performed by the automaton, it may
receive a reward or a penalty from the environ-
ment, and accordingly update its action probabil-
ity vector. To make a balance between the moves
of the players in the game, Nash equilibrium
(NE) may occur, in which no player can take any
undue advantage of the moves of the other play-
ers in the game. After a finite number of itera-
tions, the game stabilizes toward an optimal
solution.

The rest of the article is organized as follows.
The next section illustrates the background and
preliminaries on BCG and LA. The following
section illustrates the proposed approach with
the communication infrastructure required for
communication between different objects in this
environment. The fourth section provides an
evolution of the proposed scheme with respect
to various performance evaluation parameters.
The final section provides the conclusion and
future directions for this work. 

BACKGROUND AND PRELIMINARIES
Figure 1 shows how various objects/LA are
deployed in the IoT environment and then inter-
act with one another for data sharing. LA may
be deployed at either the local site or global
sites connected to each other using wired/wire-
less connections. LA take input parameters and
act according to these parameters to produce an
output after interaction with the environment,
which in this case is the IoT, consisting of diverse
types of objects such as vehicles, actuators, sen-
sors, and smart devices. LA execute a learning
algorithm to make a decision about which action
should be taken to fulfill their goals. LA improve
their solutions in each interaction after receiving
feedback from the IoT environment. LA select
an optimal action from a number of actions per-
formed through a series of interactions with the

environment [5–14]. The prime objective of each
automaton is to find the optimal solution with
minimized penalty from the environment [11].
Following are the components of LA and the
coalition game.

LEARNING AUTOMATA AS THE PLAYERS
An automaton is a code executed to perform an
action using some predefined rules and strate-
gies. These predefined rules and regulations can
be defined in an algorithmic form, which may be
executed at a centralized or distributed place in
an environment where that code resides. Hence,
a central theme of the design of any solution
using LA concepts is the placement of this code
and its execution to get the results. This code
may also be treated as an object that can per-
form multiple actions and collaborate with other
objects to achieve its goals. As shown in Fig. 1,
multiple automata (objects) collaborate with one
another and interact with their environment to
produce an output. These objects can share their
data to execute various functions to accomplish
their tasks.

Mathematically, LA can be defined as 5-tuple
with attributes as <Q1, K1, P1, m, H>, where Q1
= {q1, q2, …., qn} is a finite set of states of an
automaton, K1 = {k1, k2, …., kn} is a finite set
of actions performed by it, P1 = {p1, p2, …., pn}
is a finite set of responses received from a given
environment, m :Q1 ¥ P1 Æ Q1 maps the current
state and input from the environment to the next
state of the automaton, and H is a function that
maps the current state and inputs from the envi-
ronment to the state of the automaton [5–14].
The environment is the place where all these
objects interact with each other to do their tasks.
In this process, these automata also update the
action probability vectors. To get the best results
from any solution, there is a requirement of col-
laboration between different LA working in the
IoT environment. Hence, LA in the proposed
solution are assumed to be the players that col-
laborate with one another and interact with the
IoT environment.

LEARNING ENVIRONMENT
As discussed above, LA operate in a place called
the environment and execute the learning algo-
rithm to complete their tasks. The environment
in our current solution is the IoT where large

Figure 1. LA interaction with an environment.
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numbers of objects are interconnected with each
other. These objects (e.g., vehicles, sensors, actu-
ators, and smart gadgets) vary in terms of their
computing and processing power to create a het-
erogeneous environment.The LA continuously
interact with the environment and perform their
actions after taking the reinforcement signal
from the environment. In the current solution,
we have assumed that LA act as the players in
the coalition game. The initial action taken by
all the players are random as there is no feed-
back available from the environment at that
time. But as the game progresses, each player
carefully selects its moves after taking the coop-
eration with respect to the moves of the other
players.

Mathematically, the environment can be
defined as a triplet <A, B, C>, where A = (A1,
A2, …, An) is a finite number of inputs, B = (B1,
B2, …, Bn) is a set of values for the reinforce-
ment signal, and C = (C1, C2, …, Cn) is a set of
penalty probabilities associated with Ai, 1 £ i £ n.
After taking the initial actions randomly, each
player interacts with the environment and
receives its feedback in terms of a reward or a
penalty from the environment. During this pro-
cess, each player also updates its action probabil-
ity vector, which it uses for all its future actions
to be taken. The environment can give constant
or variable feedback for each action taken by the
players. In the former case, players learn from
the environment with constant learning; in the
latter, they learn with variable learning. In both
cases, the action probability vector is updated
with a learning parameter, which can be tuned
during the experimental setup and influences the
convergence of the designed solution in the IoT
environment.

ACTION PROBABILITY UPDATES
According to the response received from the
environment in terms of a reinforcement signal,
which may be constant or variable, each automa-
ton decides its next state to move on in a coali-
tion game. Two sets are used for this purpose:
one is used to keep track of all the strategies to
be taken by the players in the game, and the
other is to keep track of the various states in the
coalition game. Corresponding to each input
parameter and action, an automaton updates its
action probability vector by using the learning
algorithm. There are various schemes for
updates of the action probability vector, but in
the proposed solution, we have considered the
Linear Reward-Inaction scheme (LR-I). In this
scheme, if LA receive a reward from the envi-
ronment, the action probability is updated
according to the reinforcement signal received
from the environment. Otherwise, the action
probability vector remains the same for all the
actions taken in the coalition game. The equa-
tions for the updates of the action probability
vector are illustrated in [5–14].

THE PROPOSED APPROACH
The proposed approach consists of coalition for-
mation with merging and splitting, depending on
the utility of the individual player in the game. A
bargaining game is formulated among the play-

ers of the game showing the moves with respect
to the conditional probability among the differ-
ent actions taken by the players. The conditional
probability is defined by Bayes’ Theorem. Vari-
ous actions of the proposed scheme are
described as follows.

COALITION FORMATION
Before performing any operation in the environ-
ment where the players in the game are per-
forming their individual actions, a coalition must
be built. As the players in the game are devices
connected to the Internet, these players can
either transmit the packets to the next player or
keep them until a suitable node is not found. In
the latter case, these may act as relay nodes in
the network. The state of each player in the
game is either a transmitting mode or a relay
mode. The state space consists of representation
of transition probabilities from transmitting to
relay or vice versa. Players take actions depend-
ing on the conditional probability of transition-
ing from one state to another in the coalition
game. Let Ai be an action performed by the
player, pi

trans the probability of transmitting, and
pi

relay the probability of relaying the packets.
Also, let p(Ai) be the total probability of taking
all the actions in the game. Then the conditional
probability of performing an action by the play-
ers in the game can be computed by taking the
ratio of pi

trans to p(Ai) subject to the successful
execution of pi

relay. Coalition among the players
of the game is built based on the utility function
UFi computed by the total revenue generated to
the total cost incurred in maintaining the
resources in the coalition game.

Let the probability of transmission with
respect to distance be (pi

trans (dij)). Also, let the
number of channels, nch, with respect to the
maximum number of channels is denoted as
nmax(ch) and the maximum distance as dij

max. The
distance is kept in computation of the utility
function as it is used for measuring the probabil-
ity of transmission from the source to the desti-
nation in a unit interval of time. For each
transmission from the source to destination, rev-
enue and cost are associated for successful deliv-
ery of packets. Revenue would be generated by
bargaining the resources from the service
provider, which in this case may be a cloud data
repository from which various resources can be
consumed by different devices in the IoT envi-
ronment. Similar to the revenue, some cost is
also associated for accessing the services from
the service provider. The utility is constructed
with respect to the overall revenue generation r
and associated cost c. Utility is generated and
maintained by each player for revenue genera-
tion and cost in the game. This utility generated
is evaluated at regular intervals for taking adap-
tive actions by the players in the game. Let S =
(s1, s2, …, sn) be the strategy space from which a
player kicks up one of the strategies for execu-
tion. The strategy chosen is dependent on the
current state of the player in the game and the
opponent position based on which each player
selects its actions. 

The coalition among the players of the game
is built based on the conditional probability and
evaluation of the utility function at regular inter-
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vals by the players. Initially, each edge of the
ADG is associated with the attributes, including
the identification of the player, id, strategy cho-
sen, si, number of actions performed n(A), num-
ber of rewards n(r), number of penalties n(p),
and utility function id UFi

id of the player. The
initial utility of each player is computed in the
beginning and updated as the players interact
with the environment with constant rewards and
penalties. All the strategies have equal probabili-
ty of selection at the initial stage, but their prob-
abilities change after interaction with the
environment. As the players in the game per-
form some actions, their utilities get changed
due to the reward and penalties they get from
the environment. Each player may stay in the
current position by keeping the packets received
from the previous nodes. In this case, it acts as a
relay node in the network.

MERGING AND SPLITTING OF
COALITIONS WITH VARIABLE LEARNING RATES

As discussed above, coalitions among players are
formed based on the cost and revenue in the
utility function with any object in the IoT envi-
ronment. Each player has the intention to
increase its own utility for maximum benefits,
which is dependent on the number of awards
and penalties it gets from various actions per-
formed in a unit interval of time. Thus, initially,
the probability of selection of all the actions is
equal, but it may be increased or decreased
based on the actions performed. The players in

the game have the flexibility to move from one
coalition to another depending on the current
utility of the players. The strategy space of the
players in the game may be variant or invariant
with time. The strategy space remains the same
irrespective of a player’s move if it is time invari-
ant. On the contrary, it is adaptive with respect
to the moves of the players if it varies with time.
A discrete time interval is considered for strate-
gy adaptation with respect to the time in which
each node computes its number of actions taken
in comparison to the other nodes in the game.
According to the moves taken by the other play-
ers in the game, each player selects one of the
strategies movforw, movback, and stationary, where
movforw, movback, and stationary are the strategies
to move forward, move backward, or remain sta-
tionary in the current position. 

Initially, all the coalitions are assumed to be
of equal probability. Thus, players can join any
coalition with random probability. However, as
the number of moves are taken by the players in
the game, their utilities may increase or
decrease, and accordingly, the players decide the
next action to be taken. As we have taken a vari-
able learning rate in the proposed scheme for all
the players in the game, depending on the utility
of each player in the game, each player decides
which action it should take by watching the
moves of the other players in the game. Joining
or leaving a coalition depends on the conditional
probability with respect to the actions taken. The
average packet delivery ratio with respect to
strategies such as movforw, movback, and station-

Figure 2. Generalized architecture in the IoT environment.

HTTP
TCP
IPv6
SSL

Database
serversApplication

servers

Cloud services

Vehicular environment

Flying area networks

Wireless mesh networks

Smart city environment

Sensor networks

Ad hoc networks

Gateway

HTTP
TCP
IPv6
SSL

Internet

Gateway

As the players in the

game perform some

actions, their utilities

get changed due to

the reward and

penalties they get

from the environ-

ment. Each player

may stay in the cur-

rent position by

keeping the packets

received from the

previous nodes.

KUMAR_LAYOUT_Author Layout  1/7/15  5:20 PM  Page 51



IEEE Communications Magazine • January 201552

ary, and the learning rate of the players is taken
to set a threshold thr for making a decision by
the players to stay in the current coalition or to
move to the other. If utility function (UF) > thr,
the players can join a new coalition, and the
ADG representation of players and their actions
will be split; otherwise, two or more coalitions
are merged to form a single coalition. 

AVOIDING LOCAL MINIMA WITH
VARIABLE LEARNING RATES

The learning rate is an important parameter that
decides the convergence of any solution in the
coalition game. The learning rate may be con-
stant or variable. In the case of a constant learn-
ing rate, all the players learn from the
environment with a constant parameter, and in
return, the environment also provides constant
feedback in terms of a reward or a penalty to all
the players with respect to the actions taken by
them in the game. However, in the case of vari-
able learning rates, the players learn with differ-
ent learning rates, and the environment also
provides different feedback to the players with
respect to the actions taken by them. Hence, the
variable learning rate may be considered a com-
petitive learning process in which players have
competition among themselves to learn more
from the environment so that more rewards can
be obtained from the environment, which results
in faster convergence to an optimal solution.
Most of the existing solutions in the literature,
such as [2–8], have considered constant learning
rates of the players in the game. At each itera-
tion in the game, players can choose a pure or
mixed strategy. A pure strategy is one in which
the players select one of actions from the strate-
gy space deterministically, while in the mixed
strategy they may choose according to the proba-
bility distribution over the actions set. In both
cases, each player has the intention of maximiz-
ing his/her UF function to gain maximum benefit
in the game. Figure 3 shows how constant (a)
and variable (b) learning rates result in faster
convergence of an optimal solution to achieve
NE in a multi-player game. Figure 3a shows how
NE lines diverge from the point of convergence

in the constant learning rates, while in Fig. 3b,
with variable learning rates the point of conver-
gence (x0, y0) is reached. There are various
points represented by (xi, yi) in Fig. 3, which rep-
resent the moves of the players such that each
player tends to move toward the convergent
point (x0, y0).

CONVERGENCE/DIVERGENCE FROM THE
OPTIMAL VALUE

As the players play the game, they may perform
a number of actions that may lead to converg-
ing/diverting from an optimal solution. Let us
consider a stochastic n players game, in which
actions of the players are represented in an n ¥
n matrix. Let a be the probability of taking the
first action by the players row-wise in the matrix;
then 1 – a is the probability of taking the second
action. Thus, a, 1 – ai, and 1 £ i £ n are all pairs
of possible actions taken by the players in the
game row-wise in the n ¥ n matrix. Similarly, we
can define b, 1 – bi, and 1 £ i £ n as the actions
to be taken column-wise. Hence, we can repre-
sent the actions of the players in an n ¥ n matrix
as (aij, bij), 1 £ i £ n, 1 £ j £ n. Hence, for any
pair of strategies from this matrix, we can com-
pute how much is the UF with respect to the
total cost and revenue generated in the game.
We can define a combined strategy in an n-
dimensional Euclidean space from the above
defined matrix in which all the actions taken by
the players are represented.

For any number of strategies from the strate-
gy space, the players can get maximum or mini-
mum UF value according to their actions
performed in the game. The players can adjust
their strategies at each iteration, which results in
an increase or decrease of their UF value during
different iterations in the game. The change in
the UF value can be formulated by taking the
partial derivative with respect to strategies
selected from the strategy space. By equating the
partial derivative to zero, we can get the number
of states from the strategies space, and then
again taking the differentiation and finding the
points where the second derivative is positive,
negative, or zero. If it is negative, we have a
point of maxima, that is, the expected UF of the
players will be maximum in that state. If it is
positive, the expected UF of the players will be
minimum. Otherwise, the expected UF will be
constant. Hence, based on this criteria, each
player decides whether it can move forward or
backward, or stay in the current position in the
game. At each iteration, each player compares
its expected UF with the current UF, and if the
difference between both the values is beyond a
predefined threshold, say d, the players will learn
more by watching the moves of the other players
so that NE can be achieved quickly in the game.
In this case, players can increase their step size
of learning for faster convergence. On the other
hand, if players know that they are in a better in
comparison to their opponents and have higher
chances of getting maximum UF, the step size of
the learning rate can be constant so that NE can
be achieved. Thus, if all the players in the game
follow this strategy of increasing or keeping their
learning rates constant according to the situa-

Figure 3. Achieving NE with variable learning rates.

(x0,yn)

(x0,y1)

(xn,y0)
(x0,v0)

(b)(a)

NE lines
NE lines

NE lines

NE lines

(x1,y0)

KUMAR_LAYOUT_Author Layout  1/7/15  5:20 PM  Page 52



IEEE Communications Magazine • January 2015 53

tion, the game will be a balanced game, and the
chances of getting the NE are greater. 

As shown in Fig. 3, the constant learning
rates of the players may lead to divert them
from the optimal solution, which may result in a
lesser probability of achieving NE points (Fig.
3a). But as the learning rates are varied accord-
ing to situation and moves of the other players
in the game, faster convergence toward an opti-

mal solution can be achieved, thereby leading to
NE in less time (Fig. 3b). As players can see the
current and relative positions of the other play-
ers, it leads to a balance in the game from play-
ers’ strategy selection perspectives, which
ultimately controls the NE in the game, which is
one of the primitives to analyze an n-player
game in any environment.

Figure 4. a) E2ED with beacon interval of 1 s; b)  E2ED with beacon interval of 3 s; c) PDR with beacon interval of 1 s; d) PDR
with beacon interval of 3 s; e) routing overhead with beacon interval of 1 s; f) routing overhead with beacon interval of 3 s.
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PERFORMANCE EVALUATION

The proposed scheme was evaluated on the ns-2
platform with simulation for urban mobility
(SUMO) [15] using the random waypoint mobili-
ty model. For demonstration of the proposed
scheme in an IoT environment, we have specifi-
cally considered a vehicular network in which
LA are assumed to be stationed on the vehicles
with coalition formation among them using
Bayes’ Theorem. In this waypoint model, a total
of 500 vehicles have been considered with vari-
able speed between 10–100 km/h. Vehicles form
clusters among themselves. The communication
range threshold for the vehicles was selected as
200 m. The road is assumed to be divided into
different clusters, with each cluster containing
100–400 vehicles. The following parameters are
selected for evaluation of the proposed scheme:
• End-to-end delay (E2ED): It is defined as

the total delay incurred for information
transfer from source to destination.

• Packet delivery ratio (PDR): It is defined as
the ratio of successful transfer of packets to
the total number of packets transferred.

• Routing overhead: It is defined as the addi-
tional packets transferred in addition to the
normal routing packets.
The proposed scheme is simulated on 95 per-

cent confidence interval with 20 simulation runs
by taking the average values on these simulation
runs. The results obtained are described in detail
as follows.

Figures 4a and 4b show the variation of
E2ED delay with beacon interval of 1 s and 3
s. We have varied the learning rates (x) of the
players in the game from 0.02 to 0.06 in all the
experiments conducted. As shown in the fig-
ure,  with a variation in the velocity of the
vehicles in the game, there is a variation in
E2ED. As observed from the results, with an
increase in the velocity and learning rates, the
E2ED decreases. This is due to the fact that
with the increase in learning rate, more data is
available to LA to perform various operations;
and during this process, LA select the best
moves in the game using the UF; that is, the
number of rewards is higher than the number
of penalties in the game, which results in a
decrease in the E2ED in the scheme. The
increase in the beacon interval from 1 to 3 s
results in an increase in E2ED, which can be
observed in Fig. 4b.

Figures 4c and 4d show the variation in the
PDR with variation in the velocity of the vehicles
and learning rates from 0.02 to 0.06. It has been
observed from the results obtained that with an
increase in the learning rates, even at high veloci-
ty of the vehicles, PDR increases. This is mainly
due to the reason that with an increase in the
learning rate, the players in the game have higher
probability of taking the correct moves, as they
have large strategy space to select the best strate-
gy. This results an overall increase in the PDR of
the network, as observed in Figs. 4c and 4d. With
the high velocity of the vehicles, there is a high
chance of topological changes, but the players in
the game select their destination by watching the
moves of the other players. This results in a
decrease in the penalty these players get from

the environment and an increase in the UF.
Hence, there is an increase in PDR with an
increase in the learning rates, even with an
increase in the velocity of the vehicles.

Figures 4e and 4f show the variation of rout-
ing overhead with variation in x from 0.02 to
0.06 and velocity of the vehicles. The routing
overhead increased with an increase in the veloc-
ity of the vehicles along with the learning rate of
the players in the game. This is expected, as the
process of learning is slow, and good results are
expected at slow learning rates. Moreover, due
to the dynamic nature of the nodes in the net-
work, quick decisions are expected. As the pro-
posed scheme is based on the learning of the
players to make adaptive decisions, so with an
increase in beacon interval from 1 s to 3 s, it
takes a longer time to make a decision about the
final destination selection from the source/inter-
mediate nodes. Hence, with an increase in veloc-
ity and learning rates, the routing overhead is
increased, as observed in Fig. 4.

CONCLUSION
With the exponential growth in the usage of Inter-
net-enabled devices, information exchange with
respect to constraints such as longer E2ED, lower
PDR between these devices has become a major
challenge in recent times. As these devices may
operate in a heterogeneous environment with
varying functionalities of these devices, designing a
protocol/standard for communication among these
is an important issue. In this article, we have pro-
vided a performance evaluation of ambient intelli-
gence scheme for information exchange between
these devices/objects connected to the Internet
using the concepts of BCG and LA. LA are
assumed to be the players in the game, stationed
at these intelligent devices and forming coalitions
among themselves using conditional probability. A
new utility function is designed for interaction
within these intelligent devices. The value of the
utility function increases or decreases based on
feedback received from the environment. Varying
the learning rates of the players in the game was
selected for faster convergence of the solution.
The performance of the proposed scheme was
evaluated with respect to various performance
evaluation metrics based on which it can be con-
cluded that the proposed scheme can be useful for
information exchange between different devices
connected to the Internet. 

In the future, we plan to optimize RFID tag
deployment for collection of data from various
objects in an IoT environment. The secure col-
lection and distribution of RFID tags would also
be analyzed.
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INTRODUCTION

Ambient assisted living (AAL) enhances the
independent living ability of the elderly through
various intelligent services, reducing the need for
direct caregiving indoors or outdoors. For exam-
ple, living status and rest regularity can be
reported to a remote health care provider
(RHCP) through several sensors in a house.
Recently, this kind of intelligent services has
obtained further application with the develop-
ment of sensing and processing techniques.
Examples of applications provided by AAL
include sending alerts to elderly people to take

medicine, monitoring living status to avoid dan-
gerous situations, and detecting and analyzing
physiological features to ensure health and safe-
ty. AAL technologies can also be applied to real-
time communications that keep the elderly in
touch with their families.

From the technical aspect, even though the
main technologies of AAL are mature, several
problems are exposed for further applications. As
comprehensive observation is needed for the
elderly, relevant tasks are always completed by dis-
tributed sensors [1], as shown in Fig. 1. Also, these
distributed sensors need to work for a long time.
Under these circumstances, however, the work-
load of the RHCP and network load will increase
dramatically if all sensors transmit the collected
data to the RHCP for centralized processing.

Specifically, due to the influence of different
environmental factors, a single sensor can hardly
meet the overall needs. For example, the elderly
may carry brain sensors reflecting their brain
activities, heart rate sensors protecting them
from arrhythmia, and human body temperature
sensors. Also, accurate judgment of living and
physiological status can be disturbed by weather,
temperature, transportation, state of motion,
and exercise, so we need to deploy different sen-
sors into the environment. These sensors gener-
ate massive private data, which can only be
accessed by personal doctors or an RHCP
remotely. If these massive data converge to an
RHCP for centralized processing, the pressure
on the RHCP is increased.

To this end, we mainly focus on rapid data
processing and abnormal status detection to
reduce the workload of RHCPs in distributed
sensors of AAL. The contributions of our article
are summarized as follows:
• In our local data processing architecture

(LDPA), we propose a new concept of risk
function, which provides the idea of quanti-
fying the result of data analysis in AAL.
Also, a risk threshold is introduced for
comparison of quantified output.

• In LDPA, a new classifier with a learning
mechanism is designed to simplify input.
Specifically, this filtering mechanism is to
store static data into a database and obtain
efficient real-time input of risk function.

ABSTRACT

In ambient assisted living, one of the most
concerning problems is how the living status of
the elderly can be accurately judged through the
data collected by ambient sensors. To solve this
problem, environmental influences should be
sufficiently considered. Some researchers have
proposed collecting data comprehensively by dis-
tributed environmental sensors, but how the
massive collected data were to be analyzed and
transmitted was ignored. In this article, we pro-
pose a local data processing architecture on a
local server to analyze collected data. In this
three-layer architecture, the latest received data
is stored in a data gathering layer. Afterward, a
data filtering layer checks the efficiency of data.
Also, this layer classifies the received data into
static data reflecting sensors’ status and a real-
time data stream reflecting quality of life. For
static data, they are directly stored in a database,
and the real-time data stream is divided into dif-
ferent levels. Based on these levels, a data ana-
lyzing layer reorganizes data into a neighborhood
structure, which will be called RDAA. A risk
factor is returned by RDAA and only abnormal
data will be sent to a health care provider when
its risk factor is larger than a given threshold.
LDAP disperses the stress of remote centralized
processing and data storage, which decreases the
workload of the remote health care provider.
Meanwhile, it also reduces network load and
improves processing speed.
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• In LDPA, we propose a new reduced vari-
able neighborhood search (RVNS)-based
data analysis algorithm (RDAA) by apply-
ing RVNS to the data analysis of distribut-
ed sensors in AAL. Generally, RVNS is
used in a combinational optimization prob-
lem with a fixed terminal condition [2].
However, we design a new terminal condi-
tion in RDAA based on risk function.
The rest of the article is organized as follows.

In the following section, we present the related
work of data processing in AAL. After that, we
introduce RVNS algorithm. The three-layer
architecture of LDPA is described in detail in
the section on gathering, filtering, and analyzing
data. Performance evaluation of the proposed
RDAA is demonstrated after that. The final sec-
tion concludes the article and gives our future
research consideration.

RELATED WORK
In AAL, it is necessary to collect data reflecting
the surrounding environment of the elderly to
obtain accurate and credible results. In terms of
environmental data collection and accurate data
analysis, related research can be summarized
into two categories.

REDUCING THE INFLUENCE OF ENVIRONMENTAL
FACTORS THROUGH ACCURATE ANALYSIS

The authors of [3] proposed a system with self-
configuration according to the surrounding envi-
ronment. This system can improve the accuracy of
data collected by sensors deployed at important
positions indoors and GPS equipment outdoors.
Through comprehensive records, more evidence
can be collected for accurate analysis. The authors
of [4] proposed an idea of sensing data being sent
to different RHCPs for analysis based on their
different experience and understanding. More
detailed discussion can be launched when differ-
ent exports are enrolled, providing more accurate
analysis. The authors of [5] ensured the accuracy
of collected data through the verification of a
multi-layer model. Although these research
papers take the accuracy of analysis into consider-
ation, they ignore massive data transmission and
the workload of the RHCP.

OBTAINING CREDIBLE DATA BY
ENVIRONMENTAL COGNITION

The authors of [1] took environmental factors
into consideration. Through recognizing these
factors, more accurate and comprehensive data
can be collected. The authors of [6] proposed a
system to detect abnormal behavior by recogniz-
ing the surrounding environment. This system
adopts a real-time checkout mechanism, which is
different from regular abnormal behavior detec-
tion. The authors of [7] proposed a distributed
sensor system in the environment to provide
overall detection. In this system, sensors
deployed in the environment collect data to
comprehensively reflect the living status of the
elderly. However, these research papers did not
propose any efficient analysis algorithm for data
processing.

In terms of data processing architecture in
AAL, the authors of [8] proposed a data collect-
ing system based on wireless sensor networks and
a mobile platform. In this system, portable sen-
sors carried by the elderly can send physiological
data to a processor that analyzes these data
through a classifier. However, this system does
not consider the influences of environmental fac-
tors. For example, judgment may be wrong if the
elderly are exercising. The authors of [9] pro-
posed a comprehensive monitoring architecture
based on a network. It sends collected environ-
mental data to the RHCP. This architecture con-
cerns the deficiency of hospital monitoring when
comprehensive data can be hard to achieve.
However, massive data is sent to the RHCP for
analysis, increasing the workload. The authors of
[10] tried to build a smart house through the syn-
chronization of sensors and behavior cognition.
However, there are many unsolved problems in
the fields of data transmission and analysis in
AAL for several factors to be considered [11]. In
addition, most data processing algorithms in
AAL are based on conventional first-in first-out
(FIFO), where data wait in a FIFO queue [12].
When processor speed can meet the needs of
data, algorithm efficiency can still be ensured.
However, when data increases dramatically,
FIFO will no longer satisfy the need.

According to the description above, we pro-
pose a LDPA, mainly concerning data gathering,
filtering and analyzing. This architecture shares
the processing pressure of RHCP and reduces
network load.

AN OVERVIEW OF THE
RVNS ALGORITHM

In this section, we introduce RVNS and its origi-
nal algorithm, variable neighborhood search
(VNS). VNS is a meta-heuristic algorithm for
solving combinational optimization problems [2].
The whole execution process of VNS mainly

Figure 1. Problem statement of distributed sensors in AAL.
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includes two parts: constructing changeable
neighborhoods systematically and searching for a
locally optimal solution. The merits of VNS are
reducing the calculation complexity through
local search and avoiding local optima through
changing neighborhood structure systematically.

In VNS, local search calls a subroutine to
gradually optimize a local optimal solution in a
neighborhood, and then reconstructs or switches
neighborhoods according to this local optimal
solution. The increasing calculation complexity
of this subroutine call is time-consuming. Con-
sidering the necessity of rapid reaction toward
abnormal situations in AAL, we propose a data
analyzing algorithm (i.e., RDAA) based on
RVNS in this article. As a simplified version of
VNS, RVNS removes the local search, and
chooses a random point, an element in the cur-
rent neighborhood, as a local optimal solution.
Then RVNS reconstructs or switches neighbor-
hoods in reference to this random point, since
RVNS simplifies calculation complexity, which
ensures the rapid reaction of RHCP.

In RVNS, there is a solution space S = {x1,
x2, x3, …, xn}, where initial solution x is obtained.

For optimization problems, if "x* Œ S satisfies
f(x*)  f(x), solution x* is regarded as a new fea-
sible global optimal solution and replaces the old
global optimal solution x, where f(x) denotes a
utility function. Correspondingly, for a global
optimal solution x, there is a neighborhood
structure N(x) based on x. Just as x Œ S, N(x) is a
subset of S (N(x) Œ S). In a neighborhood struc-
ture with k partitioned neighborhoods, these
specific neighborhoods are denoted as Nk, where
k Œ [1, kmax]. Particularly, when x is a feasible
global optimal solution, these k specific neigh-
borhoods are denoted as Nk(x). Nk generates dif-
ferent neighborhood structures according to x
through a series of matrix transformations.

Different from global optimal solution x*
(global maximum reached by optimization), a
local optimal solution is denoted as x¢ (x¢ Œ S, a
local maximum reached by optimization). That
is, we cannot find another x that satisfies f(x¢) <
f(x). In RVNS, x¢ is generated randomly in Nk(x).
When x¢ satisfying f(x¢) > f(x), the value of k is
returned, and the algorithm reconstructs the
neighborhood structure according to x¢. Other-
wise, it switches to next neighborhood.

The description above presents an idea of par-
titioning in RVNS. The authors of [13] proposed
an ACQE algorithm to optimize power allocation
in smart grid, in which the solution space is divid-
ed into two sub-groups. However, the difference
between algorithms like ACQE and RVNS is that
the former generates different optimal solutions
according to various combinations of sub-group
divisions, while the global optimal solution RVNS
finds solutions that remain unchanged during the
reconstruction of groups’ organizations (i.e.,
neighborhood structures). In addition, RVNS
allows more flexible methods to divide the whole
solution space into several neighborhoods.

Currently, RVNS-based meta-heuristic algo-
rithms are always adopted to the location routing
(LRP) [2]. Therefore, this is a new attempt to
introduce this algorithm to data processing and
analysis in AAL. The proposed RVNS-based
analysis algorithm can quickly recognize informa-
tion of abnormal status among massive data.

LOCAL DATA PROCESSING
ARCHITECTURE

In this section, LDPA is described in detail. As
shown in Fig. 3, LDPA can be divided into three
layers: the data gathering layer (DGL), data fil-
tering layer (DFL), and data analyzing layer
(DAL). In DGL, a local server receives and
stores relevant sensing data. Afterward, directly
called by RDAA, these stored data are pro-
cessed to meet the needs of RDAA in DFL.
DAL will adopt RDAA to analyze these pro-
cessed data through neighborhood reconstruc-
tion. RDAA calculates risk factor according to a
complex risk function, which serves as a utility
function. If the risk factor is higher than a given
risk threshold, RHCP will receive an alarm sig-
nal with relevant data. Considering the charac-
teristics by which RVNS can select a random
point during local search, RDAA can improve
analyzing efficiency with massive data and a
complex risk function.Figure 2. Structure of LDPA.
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Figure 2 presents the three-layer structure of
LDPA. Sensing data are collected and stored in
DGL, where red points denote the sensors
deployed in the house and outside to collect rele-
vant data to the local server. Also, some portable
sensors carried by the elderly also send data (e.g.,
location, velocity, and psychological status).
These data are stored in a buffer after synchro-
nization in chronological order. Then data go
through DFL. In this layer, efficient input of risk
function is selected through a filter and classifier,
by which part of the data (i.e., static data) is
stored in the database, and the other part (i.e.,
data stream) is divided into different levels
according to a relevant dataset. In DAL, these
data are set in different neighborhoods according
to their levels, and are called by RDAA to dis-
cover abnormal data. Finally, these abnormal
data are sent to RHCP. When the buffer is filled
up, a buffer cleaning mechanism is called to
transfer the oldest data to the database.

DATA GATHERING LAYER
In DGL, a distributed sensor architecture is
deployed in the living environment of an elderly
person. Data collected by these sensors are con-
verged locally for processing. Different from
RHCP, this local server is a computing and stor-
age system that can communicate with RHCP.
RHCP can control and visit a local server when
necessary.

The deployed sensors can be divided into two
categories. One is primary sensors, mainly con-
sisting of portable sensors. These sensors are
carried by an elderly person during her daily
activities to monitor the psychological status and
moving status, heart rate, velocity, height, and so
on. However, these data cannot reflect risk accu-
rately due to some environmental factors. For
example, transportation can return abnormal
velocity, and exercise can cause abnormal heart
rate. Accordingly, several auxiliary sensors are
needed in the living environment.

Initialization of these sensors is different
according to environmental conditions. They
cannot monitor the elderly all the time, but
record meaningful data when the elderly are in
relevant environments. Some important mes-
sages can be exchanged between primary and
auxiliary sensors if necessary. All sensors set up
communication with the local server to be used
for data transmission and synchronization.

The receiving and storing processes are pre-

sented in Fig. 3a. Primary sensors and auxiliary
sensors send the latest data to the local server
periodically. Since the receiving order may vary
greatly from the collecting order in reality, a
timestamp is given, serving as the foundation of
data realignment. The order of timestamping
should be exactly the same as the collecting
order. DGL will realign these data according to
this timestamp, and put them into the relevant
slot. In every slot, there is space for each sensor
so that data from sensor a and b can be stored in
the corresponding space, as shown in the red box
(i.e., a magnified logical structure view of the
buffer) in Fig. 3a. Specifically, recall the brain
sensors mentioned in the introduction as an
example. Due to the large amount of data need-
ed in detecting brain activities, the task is always
completed by a group of sensors. These sensors
transmit the data to the server, where data is
realigned according to timestamps, which syn-
chronizes the data from the same sampling time.

In a buffer, many similar slots constitute a
section, and several sections form the whole
buffer. The buffer in a local server can be regard-
ed as a twice-division structure logically, which is
similar to a 2D array. In the first division, the
whole buffer is divided into several sections. For
example, if a buffer can totally store the data
within one day, every section may store the data
within four hours. Different slots are divided
during the second division in each section. As
for this example, there are 240 slots in a section
to store the data received each minute.

In a local server, the receiving order of data
is not always the collecting order as network
condition varies from time to time. Accordingly,
once data have been received, they are realigned
according to timestamp. Only data with the same
timestamp can be stored in a slot. Data with ear-
lier timestamps are stored into prior slots. In
every slot, space has been allocated for each sen-
sor. When data from all sensors at a specific
time have been stored, they enter DFL.

In addition, if all buffer spaces have been
filled up, some data have to be dropped. In this
article, a buffer cleaning mechanism is adopted
to transfer the earliest data into the database.

DATA FILTERING LAYER
Filter — Through DGL, relevant data have
been stored in the buffer. Among these data, the
sensing data collected by primary sensors form a
VariableMatrix of risk function, denoted as S.

Figure 3. a) Data gathering layer; b) data filtering layer.
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Correspondingly, data from auxiliary sensors
consist of a ParameterMatrix, denoted as P. The
rows of S and P represent the data from the
same primary sensor and auxiliary sensor at dif-
ferent sampling times, while the columns of S
and P represent data from different primary sen-
sors and auxiliary sensors at the same sampling
time, respectively.

The inputs of risk function (described in
DAL) can be achieved by combining Vari-
ableMatrix S with ParameterMatrix P, which
consists of sensing data from different sensors
collected at the same time.

It is noted that absolutely accurate data only
appears in an ideal situation. In reality, input
may mix up some inaccurate data due to net-
work conditions. As for these data, we add a fil-
ter here to judge data accuracy. Meanwhile, a
relevant dataset is introduced as a criterion. This
relevant dataset stores a large amount of histori-
cal data collected by primary and auxiliary sen-
sors, and RHCP updates this dataset
periodically. As shown in Fig. 3b, the filter
selects representative data in P at the same sam-
pling time, and efficient ranges can be found in
a relevant dataset. According to efficient ranges,
some invalid data in S can be ruled out. To some
extent, this filter can alleviate the interference
caused by invalid data.

Classifier — In addition, sensors always return
some data reflecting their work conditions. In
this case, data collected in DGL can be divided
into static data and data stream monitoring the
living status of the elderly. If both kinds of data
are served as input on risk function, risk func-
tion complexity increases and buffer space is
taken up. To solve this problem, we design a
classifier in DFL. It includes a data stream fea-
ture library, a static data feature library, and a
learning machine. In comparison with a feature
library, data stream and static data can be sepa-
rated. In terms of static data, a classifier trans-
fers them from buffer to database directly,
serving as the data source of maintenance. Also,
their buffer spaces are released. On the other
hand, the data stream serves as the input of risk
function. Specifically, S is a solution space of

RDAA (described in DAL), while P provides
relevant parameters to the solution space.
Besides, feature libraries can be updated period-
ically to enhance analysis accuracy continuously
due to the existence of the learning machine.

Level Division — Afterward, taking a relevant
dataset as a criterion, data in the solution space
are divided into several levels according to a
group of data from a specific primary sensor.
Since all data in the solution space are seen as
the input of risk function, the algorithm accuracy
of RDAA is not varying if different groups of
data are used. Level division can be completed
according to the maximum and minimum data
groups in the relevant dataset. First, taking the
number of levels needed, the gap of each level
can be achieved by (maximum-minimum)/num-
ber of levels. Then the boundary of each level
can be built based on the gap value and the min-
imum data group in the relevant dataset. Lastly,
each of the collected data in the group can be
specified into a corresponding level according to
these boundaries. Figure 4 shows an example of
level division. Boundaries of levels are set up
according to the relevant dataset, and collected
data are specified into different levels based on
boundaries.

As a result, for the data stored in every slot,
they are divided into a corresponding level, serv-
ing as the foundation of neighborhood construc-
tion.

DATA ANALYZING LAYER
In this section, we demonstrate how data are
analyzed by RDAA. First, we introduce risk
function. Afterward, we discuss the details of the
data analyzing process of RDAA. Simulation
results are presented by comparison with FIFO.

Risk Function — Risk function is a complex
function reflecting dangerous levels of behavior
or psychological status in a specific environment,
denoted as R. In risk function, variables are data
from primary sensors, and parameters are data
from auxiliary sensors.

Risk function is based on clinical data and
the influence of different elements on the envi-
ronment. It tries to evaluate the influence of the
environment on the elderly through environmen-
tal parameters collected by auxiliary sensors, and
then judge the data gathered by primary sensors.
For example, heart rate sensors report the heart
rate of an elderly person in an AAL system to
judge arrhythmia, which is usually caused by the
heart beating too fast or irregularly, but the
heart rate could be higher than normal when the
person is jogging. Accordingly, auxiliary sensors
set in a playground also provide some support
data for the judgment. Then, based on this com-
bination, a risk function could be designed.
However, it is important to note that risk func-
tions are quite different under different applica-
tion scenarios. For example, a totally different
risk function should be adopted to detect
whether an elderly person is falling asleep at the
end of a transfusion. Accordingly, in this article,
we do not give a specific definition of risk func-
tion, but use the idea of quantification.

The output of risk function is a threshold,

Figure 4. An example of level division.
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denoted by risk factor. Higher risk factor indi-
cates a higher degree of abnormalcy in the elder-
ly person. Once it is larger than a given value, an
alarm is sent to RHCP. This given value is risk
threshold, denoted as Rth. For example, if the
range of risk factor is set as [0, 100], and risk
threshold Rth is set as 90, the elderly person is
considered to be in a normal state when output
varies between [0, 90]. When output is larger
than 90, however, an alarm is sent to report that
the person is in an abnormal state.

In LDPA, risk function will serve as the util-
ity function of RDAA. Data from primary sen-
sors must be processed by risk function to
obtain final results. Accordingly, the correct-
ness of risk functions is very important. To
ensure correctness, risk functions could initially
be designed for some typical and widely used
scenarios. Then clinical experiments should be
launched with these risk functions, based on
which some other features could be added to
improve their reliability and accuracy. However,
note that the complexity also increases with
more completed features, so it is important to
select a proper algorithm for data analysis. In
this article, we adopt RVNS to randomly select
a local optimal solution and reconstruct neigh-
borhood structure to improve analysis efficiency
with high accuracy.

Terminal Condition of RVNS — Here we set
the terminal condition of RVNS. There are two
conventional terminal conditions for RVNS:
maximum time of neighborhood reconstruction
and maximum CPU running time. If we adopt
the former as terminal condition, RVNS will
stop once the maximum time is achieved. At this
moment, because the latest data still need to be
analyzed, a relatively large risk factor obtained
earlier and its relevant data are invalid, which
increases the number of neighborhood recon-
struction. On the other hand, if the maximum
CPU running time is adopted as the terminal
condition, this problem is still unsolved.

It is notable that, in this article, once risk fac-
tor is larger than risk threshold, LDPA sends an
alarm to RHCP, and risk factor may reach its
peak at this time. However, if there are some
risk factors that are larger than risk threshold
but smaller than the current highest risk factor,
these risk factors are ignored in the following
analysis, and relevant abnormal data are ignored
without an alarm.

Accordingly, we need to change conventional
terminal conditions. We set the terminal condi-
tion of RVNS as a given threshold. Even if risk
factor is smaller than the former peak, an alarm
signal is generated in the next RDAA running
turn when it is larger than that given threshold.

RDAA — After level division, RDAA will con-
struct a neighborhood structure according to the
current global optimal solution. Specifically,
RDAA will randomly select an initial global
optimal solution (the current global optimal
solution) from the solution space: a column of S,
denoted as X. The neighborhood structure is
constructed according to the level of X, denoted
as l(opt) (opt Œ [1, max]), and the neighborhood
structure constructed according to X is denoted

as N(X). If the level of a data group collected at
a specific sampling time is denoted as l(temp)
(temp Œ [1, max]), data in this group belongs to
Nk(X), where k = |l(temp) – l(opt)|.

Before the start of RVNS, every group of
data in the buffer is divided into a specific
neighborhood according to the initial global
optimal solution (current global optimal solu-
tion). The initial global optimal solution is pro-
cessed by risk function, and the risk factor of
the initial global optimal solution is recorded.
When a new RVNS turn is launched, a local
optimal solution is generated; X¢ is generated
from the first neighborhood randomly. If the
risk factor of X¢ is larger than that of X, the rel-
evant data of X¢ need to be paid more attention.
In this case, the current global optimal solution
X is replaced by the local optimal solution X¢,
and the neighborhood structure is reconstructed
according to a new global optimal solution.
Specifically, when risk factor is larger than risk
threshold, an alarm is sent to RHCP. On the
other hand, if the risk factor of the  local opti-
mal solution X¢ is smaller than the current glob-
al optimal solution, RVNS continues to search
in the next neighborhood. The whole process of
RDAA is illustrated in Fig. 5.

Further Design of RDAA — It is noted that
abnormality may not be found in one RVNS run
due to random search. To solve this problem, a
twice-division buffer is adopted. The buffer is
divided into several sections; then a section is
divided into several slots. In this way, data may
have enough time to wait for analysis. Mean-
while, the analyzing time for one run of RVNS is
much shorter than that of other ergodic algo-
rithms. Therefore, the timeliness of the pro-
posed algorithm can be ensured even though
data need to be analyzed through several RVNS
runs. In the end, this section also serves as the
releasing buffer unit. By transferring the oldest
data into the database, the latest data can be
provided enough space.

Essentially, RDAA is an algorithm to solve a
queuing problem [14]. In this scenario, the local
server is a servant and received data is a client.
According to basic theory in the queuing prob-
lem, if the arrival rate of a client is larger than
the service rate of a servant, the queue tends to

Figure 5. The core process of RDAA.
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infinity. However, because comprehensive moni-
toring of the elderly will induce explosively
increasing data, a traditional data analysis algo-
rithm is inapplicable. Hence, RDAA is proposed
by reorganizing the queue and analyzing repre-
sentative data.

PERFORMANCE EVALUATION
In this section, we compare the performance of
RDAA with FIFO [12] through simulation. Data
are aligned in chronological order in FIFO. In
RDAA, data in several neighborhoods can be
dealt with in a short period through reorganizing
data into a neighborhood structure. RDAA ran-
domly chooses data to analyze in a systematically
changeable neighborhood structure. In this case,
there is a higher chance to find abnormal data.

In this simulation, the Arrhythmia Data Set
in the UCI Machine Learning Depository is uti-
lized as a data source for heart rate [15], which
is also regarded as the source of level division.
Risk factor can be obtained by analyzing the
heart rate in different scenarios. Therefore, we
set two scenarios for elderly behavior: indoor
home and outdoor playground. Several sensors
are deployed in these two scenarios, which detect
different environmental factors such as tempera-
ture, humidity, air pressure, lighting, and rain-
fall. Combining these factors into the scenarios,
risk function in RDAA can return a risk factor.
The range of risk factor is [1, 100], and risk
threshold is set as 90.

In the simulation, we perform a local server
through C++, in which a group of data are
received every 5 s. We carry out two groups of
simulation, the results of which are demonstrat-
ed in Figs. 6a and 6b, respectively. In the first
group, we compare the highest risk factor
returned from the beginning of simulation
through RDAA and FIFO. The range of time
consumption is from 5 to 10 s, and sampling
time is at each 100 s from 0 to 1200 s. In the sec-
ond group, we observe the average waiting time
of data with different average processing time
from 5 to 12 s in different algorithms.

Due to the massive amount of data, process-
ing time is longer than the arriving interval of
data. In this case, data increass in the traditional
FIFO queue, which increases average waiting
time and decreases efficiency. In RDAA, howev-

er, algorithm performance is improved due to
the reorganization of data through neighbor-
hood structure. RDAA can return abnormal
data in less time, and average wait time is short-
ened.

CONCLUSION
To solve the problem of rapid analysis and pro-
cessing of massive data in RHCP increasing net-
work load in AAL, we propose LDPA to share
the workload of RHCP. Meanwhile, RVNS is
introduced to the field of data processing. A prop-
er data analyzing algorithm, RDAA, based on the
data from a filter and a classifier, is designed in
AAL through changing the conventional terminal
conditions of RVNS. In further research, we will
pay more attention to the design of risk function
under different scenarios, and simplifying risk
function on the premise of accuracy.
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INTRODUCTION

Ambient assisted living (AAL) communication is
an innovative transmission technique derived
from the Internet of Things and ubiquitous com-
puting. Essentially, AAL communication consti-
tutes a classical signal communication and
processing environment that is active and respon-
sive to user behavior [1]. Recently, substantial
technologies on the Internet of Things and ubiq-
uitous computing have been developed for differ-
ent applications, such as smart city,
environmental protection, and e-health. AAL
communication, from the functional perspective,
can be viewed as a specific e-health technology to
increase communication quality of service (QoS)
and decrease communication overhead [2].

Importantly, AAL systems can be employed
for monitoring and improving the health condi-
tions of patients. For example, medication man-
agement and reminders can help patients
increase their self-care capacities [3]. In addition
to helping patients, AAL is also able to provide
sophisticated safety services for the elderly, for
example, video surveillance, audio ordering,

abnormal behavior detection, and emergent help
[4]. Life services are also included in the AAL
system (e.g., personal training plans, important
event reminders). Moreover, AAL communica-
tions can enable users (in particular, the elderly
and patients) to stay connected with others via
video or audio communications [5].

To provide personalized services according to
the communication environment and user needs,
AAL communication usually possesses the fol-
lowing characteristics: 
• An AAL environment should be a heteroge-

neous platform that leverages ubiquitous
computing, wireless sensor networks,
video/audio processing, and information
security technologies.

• AAL should be context-aware to perceive
user needs or request a dynamic communi-
cation environment.

• AAL should be an adaptive system that nat-
urally interacts and changes with users and
devices.

• AAL should be energy-efficient to prolong
the service life of the system. 
Unfortunately, the above characteristics have

not been clearly investigated in the context of
the AAL environment so far, and they form the
main technical challenges for broad applications
of AAL communication [6].

In this work, we aim to take a step toward
understanding how the above characteristics
impact the performance of AAL communication.
In particular, we analyze the system architecture
and applications, and propose a novel asyn-
chronous delivery mechanism based on the het-
erogeneous data arrival. Notably we provide a
unified theoretical analysis method in the con-
text of AAL, and design a distributed flow
scheduling scheme to realize the theoretical
analysis. Interestingly, the scheduling scheme is
simple enough for online operation. Specifically,
we investigate:
• How heterogeneous flows can be scheduled

efficiently in the context of asynchronous
arrivals

• How to further reduce the energy consump-
tion in the course of asynchronous delivery

• How to apply this distributed flow schedul-
ing algorithm to practical AAL applications

ABSTRACT

AAL applications that support users (in par-
ticular, the elderly and patients) in staying at
home are increasingly becoming popular in
health care systems. Basically, these AAL appli-
cations provide personal information through
location-aware, data-aware, and context-aware
heterogeneous devices such as sensors and actua-
tors. Obviously, due to this heterogeneity, it is
very important to study the asynchronous flow
scheduling problem. This article designs a simple
but efficient asynchronous flow scheduling
scheme aiming to sense, predict, and realize
AAL applications. Specifically, the scheduling
architecture is developed by analyzing various
device characteristics and user activities, and the
corresponding applications are classified from
user needs aspects. Subsequently, we propose
asynchronous flow scheduling taking into account
energy efficiency and implementation simplicity.
Detailed discussions of the proposed system and
possible future research directions are provided.
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These questions are explicitly investigated
and answered in this work.

The rest of the article is organized as follows.
The system architecture is introduced in the fol-
lowing section. Then possible AAL applications
are introduced. Following that, we propose a
novel asynchronous flow scheduling by taking
energy efficiency into account. Detailed imple-
mentation issues and possible future directions
are then discussed. Finally, concluding remarks
are provided in the last section.

ARCHITECTURE
In Fig. 1, we design an AAL system architecture
composed of two basic components: communica-
tions platform (CP) and service system (SS).
Specifically, the CP provides a communication
environment to support heterogeneous and asyn-
chronous data collection, and acquire useful data
from the AAL environment. As for the SS com-
ponent, it is composed of a combination of e-
health services and data security guarantees for
wireless and mobile integration of devices. To
reduce the amount of transmitted data, the SS
also drops off the packets with the same content
from different devices or the same device at dif-
ferent periods. Additionally, from the functional
perspective, the AAL system architecture also
plays an administrative control role for the fault
detector/report, remote control, and join or
leave other AAL systems [7].

It should be noted that the proposed AAL
system architecture can easily be integrated with
existing telemedicine or e-health, especially for
rehabilitation training systems, which are roughly
divided into two parts: a patient status system
(PSS) and a service provider system (SPS). Essen-
tially, the PSS and SPS are very similar, in nature,
to the CP and SS in the AAL environment. In
the remainder of this section, we describe the
functions of the CP and SS, and show how to
integrate them with the current PSS and SPS.

COMMUNICATIONS PLATFORM

The communication platform is based on the
UDP traffic type over IPv6 adapted to RFC
6282 [6]. Specifically, it designs an efficient
information expression method (e.g., header
compression) for data exchange. In order to
enhance the connectivity and reliability of the
CP, various devices are employed to provide a
ubiquitous environment. Note that here the term
ubiquitous does not mean to place a large num-
ber of devices in the AAL environment, but rep-
resents the use of enough devices to support all
the heterogeneous flows.

It is well known that traditional protocols,
such as IEEE 1073/HDP, are not appropriate for
AAL communication since they typically con-
sume relatively large amounts of energy and
yield high overhead. The main problems lie in
the following:
• All the collected data should be aggregated

at the sink sensor, and this sink sensor is
too busy to schedule all the flows satisfying
heterogeneous QoS requirements.

• The transmitted data from each device has
a large proportion of replication. There-
fore, a novel signal-processing-based trans-
mission protocol (SPBTP) based on IEEE
1073 is proposed.
Essentially, SPBTP is based on the correla-

tion between the transmitted data to reduce the
overload and optimize the transmission size.
This process is recursive, since it is initially
assumed that all the data from different devices
are different as well. Therefore, the information
exchange process leads to a time delay for calcu-
lating the similarity of the data. Also, it yields
more information overhead at the sink device
for comparison. To overcome these shortcom-
ings, SPBTP employs a distributed structure in
which it carries out preprocessing at each device
to analyze the relevant parts from the crude data
to compress the collected data, and makes its

Figure 1. A typical AAL system architecture.
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continuous and real-time transmission feasible.
Moreover, to further lighten the burden of the
sink device, SPBTP adopts a linear optimization
method to obtain an optimal sample frequency
to achieve the trade-off between information
accuracy and energy consumption, and this gen-
erates security and integrity characteristics for
AAL communication.

SERVICE SYSTEM
Analogous to the SS for sensor networks, the
core part of AAL communication is context-
aware modeling in which various context mod-
els, representing diverse communication
scenarios, are set up for a formal description of
different contextual information. In addition,
for some special scenarios, context understand-
ing through a reasoning engine (RE) is a neces-
sary step at the reasoning layer. The RE entails
a mapping procedure from the unknown space
(new scenarios) to known space (known scenar-
ios). This procedure is so crucial that it deter-
mines the overall QoS, and it is normally
implemented in three steps; specifically, finding
solutions of the most related actions by utilizing
an online comparison algorithm, implementing
the understanding commands by decomposing
the comparison results into known actions, and
performing the physical operations if the decom-
posed action is the same as the known one. It
should be noted that the scenario-driven SS is
structured as a closed loop, which is adaptive to
the dynamic environment, responsive to hetero-
geneous flows, and consequently suitable for
AAL communication.

Moreover, information security is one of the
most important factors of the SS. Specifically, it
integrates a suitable security stack based on the
given CP, which supports heterogeneous flows
with heterogeneous devices. As a result, it
ensures the security of users’ information via the
CP. From the perspective of its role, the SS is
also relevant to providing a secure content ser-
vice, because it is fundamental to guarantee no
data drops during the communication, and inte-
grate different levels of security in a unified SS.

To this end, we employ a status control strat-
egy (SCS). The SCS offers security features for

any communication in the AAL communication
environment, ensuring anonymous information
protection from external devices and the privacy
of patient data [6, 8]. This function is very simi-
lar to pervasive mobile health care, since it also
provides support for different service require-
ments from different devices. In this case, the
service software can be utilized directly from the
health care system.

APPLICATIONS
Typically, applications in the AAL environment
should be appropriate for heterogeneous devices,
such as body sensors, smartphones, and actua-
tors. Conceptually, AAL applications acquire
and collect data from various devices using dif-
ferent transmission protocols and signal process-
ing methods to diverse users with different QoS
requirements (Fig. 2). The main application
scene for AAL is e-health, but it does not pre-
clude other applications such as tele-learning
and online shopping. In the context of e-health,
each user plays a distinct role in the AAL appli-
cation due to service requirements, transmission
method, and user satisfaction. As a result, it is
impossible to design a general application, in
principle, for any user. Instead, we just provide a
typical example to illustrate how the application
works in the remainder of this section.

AAL applications, both software and hard-
ware, have evolved from relatively simple emer-
gency call service into sophisticated and smart
information process and analysis services that
support users with immediate, short-term, and
long-term care. With the evolved procedure, the
processed data and computational complexity
have increased tremendously. Thanks to
advances in integrated circuits, smart computa-
tion, and communications technologies, devices
are able to provide the anticipated processing
ability accordingly. In terms of designing an
appropriate AAL application, it is important to
understand or predict users’ requirements and
practices, which are also referred to as behavior.

It is important to note that there is a need for
AAL applications to visually demonstrate col-
lected information in an intuitional manner to
all the users while satisfying the information

Figure 2. Characteristics of the AAL application.
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security requirements [9]. Inevitably, this manner
heavily relies on techniques of signal processing
and visualization. For example, normal users
who implement AAL applications are likely to
have little knowledge of computers or medicine.
Generally speaking, data collected in AAL appli-
cations can include various information to real-
ize the following functions:
• Provide an alert service for an emergency

event (e.g., a heart attack
• Offer an alert service for deviant actions

and behaviors (e.g., falling down)
• Remind users of their physical training or

mental relaxation
Moreover, AAL applications should learn

and update users’ behavior all the time. Accu-
rate prediction of user behavior can provide rich
information in designing an efficient data trans-
mission protocol [10]. Note that the transmission
strategy proposed in [10] plays a very important
role in the AAL environment, and can be viewed
as the basis for data transmission jointly consid-
ering energy and spectrum efficiencies. For
example, with the help of predicting user behav-
ior, it is not difficult to design an energy-efficient
data transmission method in which repeated
data (i.e., when a user falls asleep) cannot be
transmitted at that time.

Currently, there are several software pack-
ages providing AAL applications that include
some parts of the mentioned elements [8]. For
example, the most popular software visually rep-
resents data from different devices and shows
information with various importance levels.
While this system can offer urgent information
alerts once any abnormal event occurs, it cannot
provide intelligent analysis for the reason of the
event. Actually, it is a complex reasoning process
that depends on the techniques of machine lean-
ing and online judgment. Obviously, the intro-
duction of these new features will yield
substantial computation and energy overhead,
which is an unexpected obstacle for the applica-
tion of AAL. To resolve this problem, it is imper-
ative to design an efficient motion prediction
algorithm, online or offline, to reduce the com-
putational complexity of AAL applications. In

the next section, we propose a novel scheduling
scheme to realize this objective.

ASYNCHRONOUS FLOW SCHEDULING
In this section, we design an asynchronous flow
scheduling scheme by jointly considering the
asynchronous flow delivery mechanism and
energy-aware flow scheduling as shown in Fig. 3.
In particular, an asynchronous flow delivery
mechanism mainly deals with heterogeneous
flows from heterogeneous devices, and energy-
aware flow scheduling reduces energy consump-
tion by introducing advanced signal processing
technologies.

ASYNCHRONOUS DELIVERY MECHANISM
The asynchronous flow delivery mechanism
(AFDM) makes use of IEEE 802.11 in order to
collect data from each device and the location
information of each device relative to the sink
node. The asynchronous delivery mechanism
bases its adaptation decision on the time of the
received data, data correlation, packet loss rate,
and security level. The delivery mechanism, to
adapt to the nature of the AAL environment,
should be distributed, and consists of flow-side
and user-side parts. In terms of the flow side,
different data from various devices are decoded
at different quality levels (QLs) as well. As the
devices may move away from the sink point, the
received data becomes asynchronous. To resolve
this difficulty, the communication area of a
device is divided into multiple areas according to
the arrival time of the data. Subsequently, each
area has a corresponding QL, which denotes the
maximum received quality when the entire flow
can be received given the transmission delay.
From the feedback of users, each device can
determine the relative position of the sink device
and the arrival time difference of each flow
(note that the flow in this work represents data
from different devices). Of course, the feedback
information also contains the indication of the
packet loss. Once receiving no feedback in two
or three consecutive time slots, the packet loss
can be detected easily. As such, the QL can be

Figure 3. Framework of asynchronous flow scheduling.
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decreased by one level accordingly, which guar-
antees that the maximum QoS can be achieved
by each user. Similarly, QL can be increased
once consecutive feedback can be detected. Intu-
itively, AFDM increases the data transmission
quality by adaptively setting the transmission
strategy according to different arrival times and
positions.

Data adaptation aims to resolve the issues
that impact the QoS of the application, and it is
driven by communication environment condi-
tions (packet loss rate, maximum transmission
rate, etc.), device status conditions (e.g., remain-
ing power, transmission distance), and user
behavior (preference, habits, etc.). Historically, a
large number of adaptive flow solutions have
been designed by taking into consideration one
or some of the above mentioned issues. Unfortu-
nately, it is worth noting that they only address
some specific problems, and no general solutions
have been proposed yet for a universal AAL
communication environment.

To realize the asynchronous delivery mecha-
nism, current data delivery solutions addressing
wireless network-related issues adapt the trans-
mission rate or throughput of the link to the
available bandwidth or power. Roughly speaking,
these methods can be divided into three cate-
gories: rate control, rate adaptation, and rate
shaping [8]. But no matter which method, they
have the following common shortcomings:
• They do not possess constant performance

when the flows are asynchronous.
• They usually cost nontrivial communication

overhead and computational complexity,
which are unacceptable for a general AAL
communication scenario.
To solve the above technical challenges, in

this work we subtly introduce the flow waiting
strategy [10] into AFDM. Specifically, we first
set the priority level of each flow according to
the content importance. If a flow with high pri-
ority arrives first at the sink device, it is sched-
uled immediately; when a flow with low priority

arrives, it waits for the high-priority flow to be
processed. Essentially, this strategy is so simple
that it yields almost no additional overhead, and
it can achieve constant performance at the end
user.

ENERGY-AWARE FLOW SCHEDULING
Since heterogeneous devices play an extremely
important role in the AAL system, energy-aware
flow scheduling is a necessary part of system
operation. Recently, substantial energy-aware
flow scheduling algorithms have been proposed
in the context of sensor networks. However,
these algorithms cannot be applied directly to
the AAL environment due to the following rea-
sons:

•The security level of the flow scheduling in
the AAL is much higher. As we know, a higher
security level usually employs more complex
encryption algorithms, which inevitably lead to
higher energy consumption. Although the quan-
titative relationship between the security level
and energy consumption is not yet clear, the
qualitative relationship is certain.

•The application scenario of the flow
scheduling in the AAL is much more complicat-
ed. Usually, heterogonous devices compose the
AAL environment; hence, the device relation-
ship between them is complex as well. For exam-
ple, sensors of body temperature and heartbeat
are strongly related to each other. As a result,
how to take advantage of this relationship to
reduce energy consumption is an interesting
topic.

•The priority level of the flow scheduling in
the AAL is much more flexible. The AAL is a
typical application-driven system, and applica-
tions normally vary in user preference to service
level. In this case, the priority level of flows is
dynamic, which also yields higher energy con-
sumption for the sensors. Therefore, how to effi-
ciently predict flow priority is beneficial for
energy efficiency.

In this part, we propose a hybrid energy-
aware flow scheduling algorithm by jointly con-
sidering the security level, application scenario,
and priority level. Specifically, we first set an
appropriate security level for a specific service.
For operational simplicity, we predefine a table
of various encryption algorithms for different
levels of security. As such, the energy consump-
tion of the encryption algorithm can be precisely
designed in the AAL environment. Then we sort
the heterogeneous devices into multiple cate-
gories according to the application scenario (e.g.,
video sensors, audio sensors, data sensors). In
particular, the energy consumption of each sen-
sor category can be estimated approximately; for
example, the energy consumption of the video
sensor is usually larger than that of the audio
sensor. Subsequently, the priority level of the
flow is set by the application, scenario, and user.
Different priority levels correspond to different
energy consumption levels (usually the higher
the priority, the higher the importance), which
also means it can consume more energy.

With this information at hand, we can easily
apply them to the traditional energy-aware
scheduling algorithms. Here, we emphasize three
design criteria in the AAL environment:

Figure 4. Data arrival delay for each device.
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•The definition of the security level should
be based on practical applications and user
needs. In particular, data privacy should be fully
considered by introducing a specific user access
mechanism. For example, patients’ data can only
be accessed by their specific doctors or them-
selves. Other people cannot have the right to
know and utilize such data.

•To accommodate the flexible application
scenario, a flow estimation strategy should be
involved to reduce the energy consumption due
to scenario change. This case is particularly
important for dynamic scenarios such as people
running and playing games.

•Similar to the security level, the priority
level should be designed according to user pref-
erences and specific applications. In order to
avoid subjective errors, it is necessary to intro-
duce the concept of quality of experience (QoE)
and provide a reference score. As such, a sys-
tematic subjective test should be conducted via
at least 100 users, and different kinds of applica-
tions and scenarios should be considered. Then
these results can be averaged to obtain a rela-
tively objective priority level.

To verify the efficiency of the proposed
scheduling scheme, we employ the simulation
settings in [7]. Specifically, five kinds of flows are
employed, and their priorities are set according
to [8]. There are 10 devices in the AAL commu-
nication system. For simplicity, each device has
the same transmission capacity. As the bench-
mark, we compare our scheduling with other two
flow scheduling algorithms, media-aware
scheduling [8] and energy-aware scheduling [10].
Figure 4 plots the data arrival delay for each
device, and Fig. 5 shows the improvement of
energy efficiency. These results clearly demon-
strate the efficiency of the proposed scheme.

IMPLEMENTATION ISSUES
Implementing the flow scheduling algorithm for
the AAL system requires special attention,
because of the characteristics of the user and the
physical limitations of the devices. Conceptually,
the flow scheduling mechanism should deal with
the trade-off relationship between the users and
devices. On one hand, users’ feedback should be
automatically adapted for the scheduling deci-
sion. On the other hand, not all the feedback
should be considered due to the existence of
abnormal users. In this sense, user behavior
detection should be recorded and updated in the
whole scheduling process. To accomplish this
task, online effort technology [5] that only
requires small samples of user feedback can be
involved in the scheduling mechanism. A specific
normal behavior model can be established via an
online learning algorithm; as a result, the user
interface is kept as simple and friendly as possi-
ble. For example, the possibility of irrational
users can be rejected, flow congestion can be
avoided by limiting user feedback, and parallel
computing can be operated via the distributed
data collection.

Moreover, sleep time of the device plays an
important role in energy-aware flow scheduling
in AAL. Generally, long sleep time (data sam-
pling is low) reduces the precision of the device

measurements, while short sleep time (data sam-
pling is high) leads to high energy consumption.
Therefore, a uniform sleep time scheme is nec-
essary for scheduling the measurements of the
sensors, and it should consider the following fac-
tors:
• The remaining energy of each device
• The flow state of each device
• Future possible flow congestions
• How the possible flow congestion impacts

the energy consumption
To deal with these factors, the modeling of the
device sleep time is desired. In particular, device
relative position and movement direction can be
modeled as a Markov process [10]. Because
devices in the AAL communication usually have
a certain computational capacity, one possible
solution is to enhance the communication capac-
ity with the help of the computing capacity. For
example, according to the sleep model, the
devices can predict possible flows via the amount
of computation, and as a result, an efficient
scheduling can be realized.

DISCUSSIONS
To extend the application and improve the QoS
of AAL communication, in this section, we dis-
cuss several important issues that can be embed-
ded in future AAL communication. It should be
noted that possible implementation of these
technologies is still a challenge. The most chal-
lenging aspect, to the best of our knowledge, is
how to simplify/modify them to adapt to the con-
text of the AAL communication platform.

Data security and user privacy: From the
above discussion, it is obvious that AAL commu-
nication brings new concerns about data security
and user privacy. In this case, future AAL com-
munication should employ a variety of data pro-
tection, user authentication, and data verification
methods based on signal, biometric, and physio-
logical characteristics. Meanwhile, lightweight
data encryption algorithms can also be embed-

Figure 5. Performance comparison in terms of energy efficiency.
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ded into AAL communication, and a scalable
security level of AAL communication can be
designed to obtain a reliable and secure commu-
nication link.

Advanced signal processing method: Net-
work coding, as an advanced coding method
that takes into consideration the network state,
has been successfully applied to general wireless
networks. But how to utilize this technology in
an AAL environment to reduce energy con-
sumption is still an open problem. Moreover,
compressed sensing technology can also be used
to reduce the sampling frequency and transmit-
ted data.

Sophisticated robotics technology: Until now,
a large number of intelligent robots do not sup-
port health care work due to the high cost prob-
lem. In the future, on one hand, the cost of
robotics will be reduced substantially due to the
development of hardware chips. On the other
hand, more users’ education should be conduct-
ed in terms of the acceptance of robots in help-
ing the elderly and patients. It is clear that future
robots will not only be capable of helping users
to handle their daily matters, but also able to
learn actions and behaviors of users and make
intelligent decisions on their behalf.

Corresponding standards and regulations: So
far, there is no international communication
standard for AAL. Therefore, we expect that it
will take a long time to pave the way to adopt
AAL communications for mass production and
use. Also, there are no structured regulations for
AAL implementations or misconduct of complex
AAL systems. To protect user rights, the user
should be clearly informed of the possible conse-
quences of AAL communication. This means
that the current AAL communication technology
cannot guarantee a high successful communica-
tion ratio. In addition, to reduce users’ miscon-
duct, it is necessary to provide sufficient training
in order to ensure safe and efficient system
usage.

CONCLUSION
This article aims to define and evaluate impor-
tant metrics to characterize the QoS in the con-
text of AAL communications. To this end, we
propose a simple but efficient asynchronous flow
scheduling scheme aiming to sense, predict, and
realize AAL application. Specifically, the
scheduling architecture is developed by analyz-
ing various device characteristics and user activi-
ties, and the corresponding applications are
classified from the aspect of the user needs. Sub-
sequently, we propose an asynchronous flow
scheduling by taking into account energy effi-
ciency and simple implementation. Moreover,
potential applications are analyzed and possible
solutions provided. Finally, some challenges are
identified for future investigation.
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INTRODUCTION

Recent technological developments in farming
methods have led to a substantial increase in food
production around the world. Today, people can
get enough food in most countries. Economic
developments in many countries have led to
improved healthcare services. Today people can
get immediate treatment and help when they are
ill. The implementation of various educational ini-
tiatives increases people’s awareness in preventing
diseases and promotes healthy living. As a result
of these aforementioned factors, people are now
living longer than previous generations. According
to a recent United Nations report [1], the number
of elderly people in 1950 was 205 million (eight
percent of the world’s population); by 2013 the
number of elderly people had increased to 841
million (11.7 percent of the world’s population).
The report predicts that the number of elderly
people will increase to two billion (22 percent of

the world’s population) by 2050. With increasing
age, many abilities and functions (such as mental
activity, physical activity, vision, hearing) of people
gradually decrease. Besides, about 80 percent of
elderly people older than 65 suffer from at least
one chronic disease. Because of these natural
health changes, many elderly people cannot take
care of themselves. However, a recent survey
demonstrates that about 89 percent of elderly peo-
ple would like to stay in their own house and live
independently [2]. To improve the quality of life
of elderly people, we need to develop innovative
technologies and systems that can help and assist
elderly people to take care of themselves. To
achieve this goal the concept of Ambient Intelli-
gence (AmI) was recently proposed and has been
attracting much attention from researchers and
designers. In an AmI system, information and
communication technology is used to create net-
works of different services that could help people
in many activities [3]. One specific application of
AmI is the Ambient Assisted Living (AAL) sys-
tem, which can provide healthcare monitoring and
tele-health services by leveraging information and
communication technologies. Therefore, the AAL
system is suitable for helping elderly people to live
in their preferred environment independently. To
make the AAL system more suitable for practical
deployments, many technologies such as Wireless
Body Area Networks (WBANs), assistive robotics,
e-textile, and mobile and wearable sensors have
been used in it [4].

Information exchanged within an AAL sys-
tem needs to satisfy confidentiality, integrity, and
availability requirements. To satisfy these
requirements, we need secure communication
along with privacy support from the underlying
AAL system. The authentication protocol for the
AAL system allows only authorized users access
to AAL services and ensures secure communica-
tion in the AAL system.

We first describe the architecture of a
WBAN-based AAL system and the security
requirements of the authentication protocol for
the AAL system. Next we present a brief review
of related authentication protocols and highlight
their weaknesses. Then we describe the pro-
posed authentication protocol for the AAL sys-
tem to address the weaknesses of recent
authentication protocols. Finally we present a
security and performance analysis of the pro-
posed authentication protocol.

ABSTRACT

Recent advances in healthcare technologies
along with improved medical care have led to a
steady increase in life expectancy over the past
few decades. As a result, we have been witness-
ing a significant growth in the number of elderly
people around the world. Ensuring a comfortable
living environment for elderly people has gained
much attention in recent years. By leveraging
information and communication technologies,
the AAL system shows great promise in satisfying
many requirements of elderly people and enables
them to live safely, securely, healthily, and inde-
pendently. Over the last few years various AAL
systems, mostly based on Wireless Body Area
Network technologies, have been proposed to
improve the quality of life of elderly people.
Since the information transmitted in AAL sys-
tems is very personal, the security and privacy of
such data are becoming important issues that
must be dealt with. We first discuss the overall
system architecture of a typical AAL system and
its associated security requirements. Next we pro-
pose an efficient authentication protocol for the
AAL system and describe how it meets various
security requirements. Finally we compare the
performance of the proposed authentication pro-
tocol with two other recent authentication proto-
cols and demonstrate its superior efficiency.
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SYSTEM ARCHITECTURE AND
SECURITY REQUIREMENTS OF THE

AMBIENT ASSISTED LIVING SYSTEM

SYSTEM ARCHITECTURE

The concept of the WBAN was first proposed by
Zimmerman [5]. By using the wireless personal
area network for communication, the WBAN
could collect personal biomedical information
for many applications through wireless sensor
nodes around the body [6]. The IEEE802.15
standard specifies short distance communication
standards for the WBAN. The communication
system of an AAL system based on WBAN can
be organized into three different tiers (see Fig. 1):
Intra-BAN, Inter-BAN, and beyond-BAN com-
munications.

Intra-BAN communications denote commu-
nications among wireless body sensors and con-
trollers of the WBAN. For example, a sensor
monitoring the blood sugar level can communi-
cate with the controller, which is responsible for
collecting data of elderly people from sensors
attached to them and sending it to remote users.
To achieve efficient and secure communication
in this tier, the IEEE 802.15.6 standard [7]
defines three security levels:
• Level 0 — unsecured communication.
• Level 1 — authentication only.
• Level 2 — both authentication and encryp-

tion.
These security levels provide users with ade-

quate security in this tier. Inter-BAN communi-
cations denote communications between the
controller and devices in elderly people’s homes
such as notebooks, home service robots, and so
on. For example, the controller could communi-
cate with the home service robot through the
access point. The beyond-BAN tier connects the
AAL server to the Internet. In beyond-BAN
communications, users connected to the Internet
through wired or wireless connections that can
remotely access the AAL server through which
they can then access the controllers of the

WBAN via the access point. For example, a
medical doctor can communicate with the con-
troller through the Internet and the access point.

SECURITY REQUIREMENTS
Since all information in the AAL system is trans-
mitted on open channels, the authentication pro-
tocol used is susceptible to attacks. In this work,
our goal is to design a secure, robust, and effi-
cient authentication protocol that can resist vari-
ous types of attacks. Based on previous works
[7–10] about authentication protocols, we identi-
fy the following key requirements for a secure
authentication protocol for the AAL system.

Mutual Authentication: In order to allow
only authorized users to access data collected in
the AAL system, mutual authentication among
the controller, the AAL server, and the user is
needed. This can be achieved with the help of
the AAL server.

Anonymity: If an adversary could get the
user’s identity, the user’s privacy will be violated
and will cause inconvenience to the elderly peo-
ple. Thus, anonymity is a key requirement for
the authentication protocol for the AAL system.

Non-Traceability: If an adversary could co-
relate the communication activities of a particu-
lar user, he/she could guess the user’s real
identity with a high probability, thereby violating
the user’s privacy. Thus, non-traceability is also a
key requirement for the authentication protocol
for the AAL system.

No Verification (Password) Table: In several
previously proposed authentication protocols,
the server or the access point keeps a verifica-
tion (password) table for the authentication pro-
cess. However, the system can be compromised
if the adversary could steal the verification (pass-
word) table. Thus, a robust authentication proto-
col for the AAL system should avoid keeping the
password table for authentication purposes.

Session Key Agreement: After mutual authen-
tication, the data transmitted to the controller
and the users should be encrypted using the
shared session key between them. A shared ses-

Figure 1. Steps used during the registration process.
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sion key must therefore be generated during the
mutual authentication process. Thus, a robust
authentication protocol for the AAL system
should provide session key agreement.

Perfect Forward Secrecy: Perfect forward
secrecy means that an adversary cannot access
the session keys generated in previous sessions
even if he/she could access the private keys of
the user, the controller, and the server. To
ensure the secure transmission of information, a
robust authentication protocol for the AAL sys-
tem should provide strong forward secrecy.

Attack Resistance: The authentication proto-
col is susceptible to various attacks. To ensure
secure communication, the authentication proto-
col should be able to withstand various attacks
such as the reply attack, the impersonation
attack, the server-spoofing attack, the man-in-
the-middle attack, and the modification attack.

RELATED WORK
Security and privacy are important design consid-
erations that must be taken into consideration
during the AAL system design. However, authen-
tication research for AAL systems is still in its
infancy. To the best of our knowledge no authen-
tication protocol for the AAL system has been
proposed. We identified a few authentication
protocols designed for the WBAN environment
that could be applied to the AAL system after
some modifications. Yeh et al. [8] proposed the
first authentication protocol for the WBAN. In
their protocol, the traditional Public Key Cryp-
tography (PKC) is used to achieve their security
goal. However, Yeh et al.’s authentication proto-
col is not suitable for mobile devices because of
their limited computation and storage capabili-
ties, the PKC used involves the modular expo-
nentiation operation use of modular
exponentiation, which may need more computing
power and storage space than mobile devices can
provide. To improve performance, Liu et al. [9]
proposed a certificateless anonymous authentica-
tion protocol for the WBAN using Elliptic Curve
Cryptography (ECC). ECC is suitable for envi-
ronments with limited computation and commu-
nication capabilities because the key size used is
smaller. For instance, for a 160 bit key, ECC has
the same security level as the 1024bit key with
RSA [7]. However, a serious drawback with Liu
et al.’s protocol is that the access point has to
maintain a verifier table for mutual authentica-
tion. In this case, the adversary could imperson-
ate the user to get services from the access point
by modifying values in the verifier table. Besides,
the performance of Liu et al.’s protocol is still not
satisfactory because of the complex bilinear pair-
ing operation that is used. According to theoreti-
cal analysis [10] and past experimental results
[11], the computational complexity of a bilinear
pairing operation is at least 10 times higher than
that of an elliptic curve scale multiplication.
Therefore, the performance of Liu et al.’s proto-
col is not satisfactory either. To avoid bilinear
pairing operation, Zhao [12] proposed an effi-
cient authentication protocol without using bilin-
ear pairing operation for the WBAN. Zhao’s
protocol addressed the major weakness in Liu et
al.’s protocol because no verifier table is used in

that protocol. Instead, Zhao’s protocol uses pseu-
do identity instead of the real identity to provide
user anonymity. However, Zhao’s protocol can-
not provide privacy because an adversary could
trace the user based on the constant value of the
pseudo identity. These previously proposed
approaches demonstrate that they cannot satisfy
all the security requirements we have identified
in the previous section. In contrast, in this work
we propose an authentication protocol that can
satisfy all the security requirements listed earlier.

AUTHENTICATION PROTOCOL FOR AN
AAL SYSTEM

As we mentioned earlier, to overcome the weak-
nesses in previous authentication protocols, we
propose an authentication protocol for the AAL
system. To avoid using the complex public key
infrastructure as in the traditional PKC and verifi-
er table as in the certificateless PKC approach, we
use identity-based PKC in the proposed authenti-
cation protocol. To avoid using bilinear pairings as
in traditional identity-based PKC, we modify the
process of generating the user’s private key.

There are three participants in the proposed
authentication protocol: a controller for the
WBAN, the AAL server, and an end-user. First,
the AAL server generates the AAL system
parameters (such as a finite field, an elliptic
curve defined on the field, a generator of the
elliptic curve, and a secure hash function) and
for ECC, selects a random number as its private
key and uses it and the system parameters to
compute its public key by computing an elliptic
curve scale multiplication of the random number
and the selected generator of the elliptic curve.
The AAL server derives the controller’s private
key by computing the hash value of its private
key and the controller’s identity, where the con-
troller’s identity is denoted by its unique name
or serial number. Upon receiving the private
key, the controller stores it into its memory.

When a user wants to access the data collected
by the WBAN in the AAL system, the user must
first register with the AAL server by sending
his/her identity to it, where the user’s identity
denotes his/her name. Upon receiving the regis-
tration request from the user, the AAL server
derives the user’s private key by computing the
hash value of the user’s identity and the AAL
server’s private key. Then the AAL server sends
its public key, the system parameters, and the
user’s private key to the user through a secure
channel, where the secure channel could be estab-
lished using the Secure Sockets Layer (SSL) pro-
tocol. The user stores the AAL server’s public
key, the system parameters, and his/her private
key in the memory of his/her device for future
mutual authentication when he/she receives them.
The steps involved during the registration process
are shown in Fig. 2. It is worth noting that the
steps for generating the AAL server’s private key
and public key are executed only once.

After registering with the AAL server, the user
and the controller of the WBAN could authenti-
cate each other with the help of the AAL server.
The user is then allowed to access the data col-
lected by the WBAN if he/she is successful with
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the controller’s authentication. To withstand the
reply attack, the timestamp is used in the pro-
posed protocol. We require that the user and the
controller be synchronized with the AAL server.
The various steps involved during the process of
authentication are shown in Fig. 3. First, the user
selects a random number and generates an elliptic
curve point on the elliptic curve by computing an
elliptic curve scale multiplication of the random
number and the generator of the elliptic curve.
With the AAL server’s public key and the sys-
tem’s parameters, the user generates the tempo-
rary key between the user and the AAL server by
computing an elliptic curve scale multiplication of
the random number and the AAL server’s public
key. The user generates the current timestamp
and uses his/her private key to generate the mes-
sage authentication code of the user’s identity, the
controller’s identity, the random point, and the
selected timestamp. With the temporary key the
user uses a symmetric encryption algorithm (such
as the Advanced Encryption Standard (AES)
algorithm) to encrypt the user’s identity, the con-
troller’s identity, the selected timestamp, and the
message authentication code (such as the keyed-
Hash Message Authentication Code (HMAC)).
Finally, the user sends the ciphertext and the
elliptic curve point to the AAL server as part of
the login request.

Upon receiving the login request message, the
AAL server performs the following steps to veri-
fy the validity of the request. First, the AAL serv-
er generates the temporary key between it and
the user by computing an elliptic curve scale mul-
tiplication of its private key and the received
elliptic curve point. The AAL server retrieves the
user’s identity, the controller’s identity, the user’s
timestamp, and the user’s authentication message
code by using the temporary key to decrypt the
ciphertext. The AAL server checks the freshness
of the received timestamp by checking whether
the absolute difference between the received
timestamp and the current timestamp is larger
than some pre-defined value (based on the net-
work speed and reliability). If the timestamp is
not fresh, the AAL server rejects the request;
otherwise, the AAL server uses its private key
and the user’s identity to compute the user’s pri-
vate key. Then the AAL server uses the user’s
private key to verify the validity of the message
authentication code. If it is not valid, the AAL
server rejects the request; otherwise, the AAL

server uses its private key and the controller’s
identity to compute the controller’s private key.
With the controller’s private key, the AAL server
uses a symmetric encryption algorithm to encrypt
the user’s identity, the controller’s identity, the
user’s random point, and the current timestamp.
Then the AAL server sends the cipthertext and
the current timestamp to the controller as the
authentication data request.

Upon receiving the authentication data
request, the controller performs the following
steps to verify the validity of the request. The
controller first checks the freshness of the
received timestamp by checking whether the
absolute difference between the received times-
tamp and the current timestamp is larger than
some pre-defined value. If the timestamp is not
fresh, the controller rejects the request; other-
wise, the controller extracts the user’s identity,
the controller’s identity, the user’s elliptic curve
point, and the AAL server’s timestamp by using
its private key to decrypt the received ciphertext.
The controller checks if the received timestamp
and the one obtained by decrypting the ciphter-
text are the same. If they are not the same, the
controller terminates the session; otherwise, the
controller verifies the validity of the user’s iden-
tity and the controller’s identity. If either of
them is not valid, the controller rejects the
request; otherwise, the controller accepts the
request. To generate the authentication data
response, the controller generates a random
number, and computes an elliptic curve point by
computing an elliptic curve scale multiplication
of the random number and the generator of the
elliptic curve. The controller uses its private key
and a symmetric encryption algorithm to encrypt
the user’s identity, the controller’s identity, its
generated random point, and the current times-
tamp. The controller generates a shared elliptic
curve point between it and the user by comput-
ing an elliptic curve scale multiplication of its
random number and the user’s elliptic curve
point. Then the controller computes the session
key by computing the hash value of the shared
elliptic curve point. Finally, the controller sends
the cipthertext and the current timestamp to the
AAL server as the authentication data response.

Upon receiving the authentication data
response, the AAL server executes the following
steps to verify the validity of the response. The
AAL server first checks the freshness of the
received timestamp by checking if the absolute
difference between the received timestamp and
the current timestamp is larger than some pre-
defined value. If the received timestamp is not fresh,
the AAL server rejects the response; otherwise,
the AAL server retrieves the user’s identity, the
controller’s identity, the controller’s elliptic
curve point, and the controller’s timestamp by
using the controller’s private key to decrypt the
received ciphertext. The AAL server checks
whether the received timestamp and the one
obtained by decrypting the ciphtertext are the
same. If they are not the same, the AAL server
terminates the session; otherwise, the AAL serv-
er verifies the validity of the user’s identity and
the controller’s identity. If either of them is not
valid, the AAL server rejects the response; oth-
erwise, with the temporary key between it and the

Figure 2. Steps used during the registration process.
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user, the AAL server uses a symmetric encryp-
tion algorithm to encrypt the user’s identity, the
controller’s identity, the controller’s elliptic
curve point, and the current timestamp. The AAL
server then sends the cipthertext and the current
timestamp to the user as the login response.

Upon receiving the login response, the user
performs the following steps to verify the validity
of the response. The user first checks the fresh-
ness of the received timestamp by checking
whether the absolute difference between the
received timestamp and the current timestamp is
larger than some pre-defined value. If the received
timestamp is not fresh, the user terminates the
session; otherwise, the user uses his/her temporary
key to decrypt the ciphertext and extracts the
user’s identity, the controller’s identity, the con-
troller’s elliptic curve point, and the AAL server’s
timestamp. The user checks whether the received
timestamp and the one obtained by decrypting the
ciphtertext are equal. If they are not equal, the
user terminates the session; otherwise, the user
verifies the validity of the user’s identity and the
controller’s identity. If either of them is not valid,
the controller rejects the request; otherwise, the
user confirms that mutual authentication is
achieved. The user also generates a shared elliptic
curve point between himself/herself and the con-

troller by computing an elliptic curve scale multi-
plication of its random number and the con-
troller’s elliptic curve point. Then the user
computes the session key by computing the hash
value of the shared elliptic curve point.

SECURITY ANALYSIS OF PROPOSED
AUTHENTICATION PROTOCOL

In this section we analyze the security of the pro-
posed authentication protocol for the AAL system.
We explain how the proposed protocol satisfies all
the security requirements described earlier.

Mutual Authentication: Since the selected
algorithm for generating message authentication
code is a secure algorithm, then it possible to
generate the correct message authentication
code only if one has the user’s private key. Thus,
the AAL server could authenticate the user by
checking the correctness of the message authen-
tication code when it receives the login request.
Besides, because of the selected symmetric
encryption algorithm, it is possible to generate
the authentication data request/the authentica-
tion data response/the login response only if one
has the AAL server’s private key/the controller’s
private key/the AAL server’s private key. Thus,

Figure 3. Steps used in the mutual authentication process between the user and the controller.
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the controller/the AAL server/the user could
authenticate the AAL server/the controller/the
AAL server by checking the correctness of the
received ciphertext. Therefore, the proposed
protocol provides mutual authentication among
the user, the AAL server, and the controller.

Anonymity: In the proposed protocol the
user’s identity and the controller’s identity are
included in the login request, the authentication
data request, the authentication data response,
and the login response. However, any adversary
cannot get those identities because they are
encrypted by a secure symmetric encryption
algorithm. Therefore, the proposed protocol
could provide anonymity.

Non-Traceability: In the proposed protocol
all messages are transmitted in the ciphertext
format except for the user’s elliptic curve point,
which is transmitted in the plaintext format. The
user generates a new elliptic curve point ran-
domly for each authentication process. Conse-
quently, any adversary cannot determine the
communication activities of a particular user.
Therefore, the proposed protocol can provide
non-traceability.

No Verification (Password) Table Required:
In the proposed protocol the AAL server only
needs to maintain its private key and does not
maintain a verification table for authentication
purposes. Therefore, the proposed protocol does
not suffer from the drawbacks of hosting a verifi-
cation table as in previously proposed approaches.

Session Key Agreement: In the proposed pro-
tocol the user and the controller generate a ses-
sion key by computing the hash value of the
shared elliptic curve point between them. There-
fore, the proposed protocol could provide ses-
sion key agreement.

Perfect Forward Secrecy: In the proposed
protocol the session key between the user and
the controller is generated by computing the
hash value of the shared elliptic curve point
between them. Even if an adversary could get
both the user’s elliptic curve point and the con-
troller’s elliptic curve point, the adversary cannot
generate the shared elliptic curve point between
them because of the computational Diffie-Hell-
man problem. Therefore, the proposed protocol
provides strong forward secrecy.

ATTACK RESISTANCE
We discuss how the proposed protocol can with-
stand various attacks below.

Replay Attack: In the proposed protocol the
current timestamp is used in all messages
exchanged among the user, the controller, and the
AAL server. A replay attack can be detected by
checking the freshness of the received timestamp.

Impersonation Attack: If an adversary wants to
impersonate the user/the controller to the AAL
server, the adversary needs to generate a correct
login request/authentication data response. How-
ever, the selected message authentication code
algorithm/symmetric encryption algorithm is a
secure cryptographic algorithm. As a result, the
adversary cannot generate a correct login
request/authentication data response because
he/she does not know the user’s private/the con-
troller’s private key. Therefore, the proposed pro-
tocol could withstand the impersonation attack.

Server-Spoofing Attack: If the adversary
wants to impersonate the AAL sever to the
user/the controller, he/she has to generate a cor-
rect login request/authentication data request.
Without the AAL server’s private key, the adver-
sary cannot generate the user’s private key and
the controller’s private key. As a result, the
attacker cannot generate a correct login request/
authentication data request. Therefore, the pro-
posed protocol could withstand the server-spoof-
ing attack.

Man-in-the-Middle Attack: The proposed
protocol provides mutual authentication among
the user, the AAL server, and the controller.
Therefore, the proposed protocol could with-
stand the man-in-the-middle attack.

Modification Attack: The user, the AAL serv-
er, and the controller check the correctness of
the received ciphertext before generating the
response to the received message. Since the
selected cryptographic algorithms used by the
proposed protocol are secure, any modification
of the transmitted information will be easily
detected. Therefore, the proposed protocol
could withstand the modification attack.

Based on the above discussions, the proposed
protocol is robust and can mitigate various types
of attacks.

PERFORMANCE EVALUATION OF THE
PROPOSED AUTHENTICATION

PROTOCOL

In this section we analyze the performance of the
proposed authentication protocol for the AAL sys-
tem. As we mentioned previously, we found that
several authentication protocols for the WBAN
environment could be applied to the AAL system
after some modifications. Therefore, we compare
the proposed protocol’s computational cost in
terms of execution time to execute various opera-
tions with two of the most recently proposed
authentication protocols (i.e. Liu et al.’s protocol
[9] and Zhao’s protocol [12]), which can be applied
to the AAL system. For Liu et al.’s authentication
protocol based on the bilinear pairing, to achieve
the same security level as the 1024-bit RSA algo-
rithm, we assume a Tate pairing defined over the
supersingular elliptic curve on a 512-bit finite field
is used. For Zhao’s authentication protocol and
the proposed protocol based on the ECC, to
achieve the same security level as the1024-bit RSA
algorithm, we assume a non-supersingular on a
160-bit finite field is used.

Let Th, Tsym, tmm, Texp, and Tpair denote the
execution time of one hash function operation,
one symmetric encryption or decryption opera-
tion, one modular multiplication, one modular
exponentiation operation, one elliptic curve scale
multiplication, and one bilinear pairing operation,
respectively. Using the experimental results
obtained in [11, 13], we have the following results:
Th ª 0.4Tmm, Tsym ª 0.4Tmm, Texp ª 240Tmm, Tecsm
ª 29Tmm, and Tpair ª 620Tmm. In the proposed
authentication protocol the user executes one
hash function operation, four symmetric encryp-
tion or decryption operations, and two elliptic
curve scale multiplication operations. Thus, the
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execution time of the user is about 2Th + 2Tsym
+ 3Tecsm ª 88.6Tmm. The AAL server in the pro-
posed authentication protocol executes one hash
function operation, three symmetric encryption or
decryption operations, and one elliptic curve scale
multiplication operation. Thus, the execution time
of the AAL server is about 1Th + 4Tsym + 1Tecsm
ª 31Tmm. The controller in the proposed authen-
tication protocol executes one hash function oper-
ation, two symmetric encryption or decryption
operations, and two elliptic cure scale multiplica-
tion operations. Thus, the execution time of the
controller is about 1Th + 2Tsym + 2Tecsm ª
59.2Tmm. The computational costs between the
proposed authentication protocol and two other
recently proposed authentication protocols are
shown in Table 1.

The results in Table 1 show that the total com-
putational cost of Liu et al.’s protocol, Zhao’s pro-
tocol, and the proposed protocol is 1013.6Tmm,
265.4Tmm, and 178.8Tmm, respectively. The pro-
posed authentication protocol for the AAL system
is 5.7 and 1.5 times better in terms of execution
time than Liu et al.’s and Zhao et al.’s protocols,
respectively. In addition, Liu et al.’s protocol can-
not work without a verification table and Zhao et
al.’s protocol cannot provide anonymity.

CONCLUSION
We have proposed a novel authentication protocol
for the AAL system based on elliptic curve cryp-
tography. In contrast to recent authentication pro-
tocols, the proposed protocol not only supports
several important security requirements needed by
the AAL system, but can also withstand various
types of attacks. In addition, the performance
analysis results reveal that the proposed authenti-
cation protocol is more efficient than the recently
proposed authentication protocols.
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Table 1. Computational cost comparisons.

User side AAL server Controller Total Computational Cost

Liu et al.'s
protocol [10]

3Th + 1Tsym + 4Tecsm

+ 1Texp ª 357.6Tmm
—

3Th + 1Tsym + 1Tecsm

+ 1Tpair ª 650.6Tmm

6Th + 2Tsym + 4Tecsm

+ 1Texp + 1Tpair ª 1013.6Tmm

Zhao's
protocol [13]

4Th + 1Tsym

+ 3Tecsm ª 89Tmm
—

5Th + 1Tsym + 6Tecsm

ª 176.4Tmm

9Th + 2Tsym + 9Tecsm

ª 265.4Tmm

The proposed
protocol

2Th + 2Tsym

+ 3Tecsm ª 88.6Tmm

1Th + 4Tsym + 1Tecsm

ª 31Tmm

1Th + 2Tsym + 2Tecsm

ª 59.2Tmm

4Th + 8Tsym + 6Tecsm

ª 178.8Tmm
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INTRODUCTION

Demographic trends of the last decades reveal an
indisputable truth: the world’s population is grad-
ually getting older. According to the World
Health Organization (WHO) [1], the proportion
of the global population aged over 60 years is
expected to double from about 11 percent in 2013
to 22 percent by 2050. One of the contributing
factors to population aging is the fact that, thanks
to advances in modern medicine and sanitation,
life expectancy tends to increase. In fact, the aver-
age life span globally is projected to rise from 69
years in 2005–2010 to 76 years in 2045–2050 [1].

This increasing longevity is unprecedented,
and comes with many challenges for individuals
and society. Cardiovascular and respiratory dis-
eases, cancer, diabetes, disabilities, and cognitive
impairments are chronic conditions that are
more prevalent in older age groups. Significant

resources are required for the management of
these diseases, including frequent and lengthy
hospitalizations, long-term monitoring, and com-
plex interactions with medical professionals. As
a result, the quality of life of chronic care and
elderly patients can be severely compromised,
increasing the strain on their families and care
givers and placing considerable economic burden
on the healthcare system.

The pervasive use of wireless communication
technologies can play a fundamental role in
improving healthcare delivery, and ensuring cost-
effective and patient-centered disease manage-
ment and prevention. Recently, ambient assisted
living (AAL) technologies have emerged as a
new paradigm that employs ambient intelligent
tools [2] to provide a smart and enhanced living
environment. AAL systems promote safety and
autonomy, offer assistance with daily activities,
and ensure access to social and medical services,
thus supporting independent living and encourag-
ing a healthier lifestyle [3]. Typical AAL environ-
ments include smart homes [4] and apartments,
geriatric or rehabilitation residences, and even
hospital wards dedicated to long-term care.

Even though there is no unified framework
for the design of AAL systems, some key com-
ponents of their architecture can be identified.
To begin with, unobtrusive health, activity, and
ambient monitoring lies at the heart of a typical
AAL solution. Wearable or implantable sensors
are employed to measure vital signs (body tem-
perature, brain activity, heart rate, etc.) and
activity patterns (e.g., walking, fall detection).
Ambient sensors are also deployed to obtain
context information on the physical environment
(temperature, lighting, etc.) and user location.
Apart from sensors, AAL systems may include
acting devices, such as medical actuators (e.g.,
insulin pumps), robotic devices, and domotic sys-
tems for home automation. All these compo-
nents are glued together through middleware
platforms [5] that integrate software algorithms
and reasoning engines for processing and analyz-
ing the collected data [6], provide user-friendly
interfaces [7], and facilitate the development of
AAL application services.

ABSTRACT

AAL technologies constitute a new paradigm
that promises quality of life enhancements in
chronic care patients and elderly people. From a
communication perspective, they involve hetero-
geneous deployments of body and ambient sen-
sors in complex multihop topologies. Such
networks can significantly benefit from the appli-
cation of cooperative schemes based on network
coding, where random linear combinations of
the original data packets are transmitted in
order to exploit diversity. Nevertheless, network
coordination is sometimes required to obtain the
full potential of these schemes, especially in the
presence of channel errors, requiring the design
of efficient, reliable, and versatile MAC proto-
cols. Motivated by the recent advances in cloud
computing, we investigate the possibility of
transferring the network coordination to the
cloud while maintaining the data exchange and
storage at a local data plane. Hence, we design a
general framework for the development of cloud-
assisted protocols for AAL applications and pro-
pose a high-performance and error-resilient
MAC scheme with cloud capabilities.
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From a communication perspective, an AAL
system usually requires the joint deployment of
mobile wireless body area networks (WBANs),
formed by sensors deployed in the vicinity of or
within the body of moving users, and static ambi-
ent wireless sensor networks (WSNs). In this
heterogeneous scenario, the low-power short-
range wireless technologies specified within the
standards IEEE 802.15.6 and IEEE 802.15.4 for
WBANs and WSNs, respectively, are usually
employed for sensor interconnection [8].
Although these standards define the basic mech-
anisms for channel access and transmissions,
there are still many open challenges in order to
ensure energy-efficient and reliable communica-
tion.

Given the dense deployment of multiple sen-
sors within a specific area, it is possible to
achieve significant enhancements by exploiting
diversity through node cooperation. The key
idea of cooperative schemes is to encourage
nodes to act as relays and forward information
overheard by neighboring transmissions. Fur-
thermore, with the introduction of network cod-
ing, intermediate nodes can combine and process
different received information flows in order to
achieve performance improvements even in
resource constrained networks such as WBANs
[9]. However, the benefits of network coding
cannot be fully exploited in the presence of
channel errors, and under hostile indoor and
body area propagation environments the amount
of redundancy required to ensure successful
decoding can be prohibitive.

An effective way to drastically reduce redun-
dant retransmissions without compromising per-
formance is by enabling the exchange of
information among the relays, allowing them to
act in a coordinated manner. Hence, novel medi-
um access control (MAC) protocols must be
envisioned to handle data transmissions and
relay cooperation in such dynamic and multihop
topologies. Nevertheless, as deployments tend to
grow in complexity, the network coordination
becomes overwhelming due to the high number
of nodes and the large amount of collected data.
Furthermore, distributed approaches may
require the nodes to have increasing processing
power and storage capabilities.

Recent advances in cloud computing offer an
alternative solution to mitigate these challenges.
This new paradigm, which is revolutionizing the
way information systems are designed, is based
on a shared pool of hardware and software
resources that are easily accessible via the Inter-
net and often managed by third-party providers.
Current research on cloud-based pervasive
healthcare is still in its initial steps [10], but it
seems that there are tremendous opportunities
to be seized through the seamless integration of
cloud technology and WBANs [11]. Typical
cloud services include data storage, processing,
and hosting of medical application services and
interfaces [12, 13].

A less investigated but equally intriguing
topic is to employ cloud resources at lower com-
munication layers, to design innovative MAC
protocols and routing schemes with increased
flexibility and reconfigurability. In one of the few
existing works in this context [14], a cloud-assist-

ed MAC protocol has been proposed and imple-
mented for a WLAN deployment. The main idea
is to transform the access points into a unified
user interface and concentrate MAC layer func-
tions to virtual machines provided by cloud ser-
vices. This novel concept is rather focused on
implementation issues, thus offering a significant
practical contribution. Another interesting work
in [15] gives some preliminary insights on the
use of network coding in complex large-scale
networks where multiple relay nodes interacting
with each other form a wireless cloud. The pre-
sented results show the potential gains of differ-
ent transmission strategies in a very simple
topology. The authors also indicate the need for
some level of inter-cloud cooperation in order to
ensure the best strategy selection by the relays,
which can be a challenging task in large-scale
networks. Summarizing, these works show that
cloud-based solutions for the MAC layer can
yield promising results; however, there is a need
to establish solid frameworks for the implemen-
tation of these schemes.

In this article, we present a novel cloud-based
architecture conceived for AAL environments
where medical and ambient sensors are densely
deployed. We envision a scenario where part of
the sensor infrastructure is connected to the
cloud, forming a network of cloud-enabled relays
that can significantly enhance the flow of infor-
mation within the system. An innovative feature
of our framework is that we transfer the network
coordination to a central controller, which is
located at the cloud and communicates with the
nodes through a cloud-assisted control plane,
whereas we maintain the exchange and storage
of data packets to a local data plane.

The remainder of this article is organized as
follows. Initially, we describe the proposed
cloud-assisted framework, defining the different
operation planes and the key architecture com-
ponents. We then present a specific case study
on the application of network coding in coopera-
tive relay networks to illustrate the significant
potential of the proposed framework. After
identifying a major performance weakness of
network coding schemes in the presence of link
failures, we propose a novel cloud-assisted MAC
scheme that employs cloud resources to achieve
relay coordination and demonstrate, through
simulation-based performance evaluation, the
significant performance gains that can be
obtained. Then we provide some suggestions for
future lines of research, stemming from the
application of the proposed framework to a wide
range of applications for AAL environments.
Finally, we close the article with some general
conclusions.

A CLOUD-BASED
FRAMEWORK FOR AAL

The proposed technology agnostic cloud-based
framework defines two planes of operation, as
shown in Fig. 1.

The Cloud-Assisted Control Plane — respon-
sible for the network control and coordination.
Control signaling has the form of very short
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messages exchanged between the nodes and a
coordinating entity, referred to as the cloud con-
troller, located in the cloud. Control communi-
cation takes place through a dedicated
high-speed link, employing Ethernet or cellular
3G/4G technologies.

The Local Data Plane — responsible for data
transmissions among the sensors. To this end,
short-range technologies are employed, such as
IEEE 802.15.6 for WBANs and IEEE 802.15.4
for WSNs. Without going into detail about the
network topology and operation yet, we assume
that multihop communication is supported
among the sensors in order to achieve a given
goal (e.g., data dissemination or data collection
by sink nodes). In addition, different protocols
can be considered for the MAC layer, including
cooperative policies and network coding schemes.

With this system architecture in mind, the
network components can be classified into three
categories, according to their operation.

The Cloud Controller — which is a coordinat-
ing entity located at the cloud, operating only at
the control plane. The cloud controller has glob-
al knowledge of the network formed by the
cloud-enabled nodes and can make optimal deci-
sions for the network operation by processing
this information.

The Cloud-Enabled Nodes — which are sen-
sor nodes with enhanced capabilities that can
operate in both the data and control planes.
These nodes play a key role in the proposed
framework. By being able to exchange control
information with the cloud controller, they can

act in a coordinated manner, forming a cloud of
nodes that enables the implementation of
advanced cooperative MAC and routing
schemes, thus facilitating significantly the flow of
information within the data plane.

The Legacy Nodes — which are sensor nodes
that can only operate in the data plane. These
nodes have more stringent power and processing
constraints and can benefit from the enhanced
capabilities of the cloud-enabled nodes.

Based on the proposed architecture, the lega-
cy nodes view the network of cloud-enabled
relays as a single entity with a unified interface,
without the need to be concerned about its struc-
ture or individual elements. In addition, crucial
global information on the network can be col-
lected by the cloud controller via the control
plane. These design features offer several advan-
tages that enable the design of efficient MAC
schemes, especially when some level of central-
ized control is desired.

In the next section, we illustrate one potential
application of the proposed framework in AAL
environments, by presenting a cloud-assisted
MAC scheme that exploits network coding in the
presence of channel errors.

CASE STUDY: A CLOUD-ASSISTED
MAC PROTOCOL FOR ENHANCED
NETWORK CODING RELIABILITY

Recently, the application of practical random
linear network coding (RLNC) schemes, based
on the generation and transmission of random
linear combinations of the original data packets,
is showing promising results, offering enhance-
ments in throughput, reliability, and energy effi-
ciency [9]. However, link failures introduced
mainly by channel errors can have a detrimental
effect on the performance of such schemes. As a
solution to this problem, we show how the pro-
posed framework can be applied to the consid-
ered scenario and propose CRNC-MAC, an
enhanced cloud-assisted MAC protocol that
exploits the centralized control capabilities pro-
vided by the cloud in order to extract the full
potential of RLNC.

PROBLEM STATEMENT: THE NEED FOR
COORDINATION IN RLNC-BASED SCHEMES

In this case study, we consider an AAL facility
where ambient sensors are immersed in the envi-
ronment and residents are monitored through
on-body or implanted medical sensors, forming
WBANs. Focusing on a given WBAN, we con-
sider that all the sensed data are gathered by the
WBAN coordinator and must, in turn, be for-
warded to a locally deployed sink node (e.g., a
central medical unit). We also assume that no
direct communication is possible between a
given source (i.e., the WBAN coordinator) and
the final destination; hence, the use of relay
nodes is required. In this scenario, we assume
that the role of relays is played by the network
of ambient sensors, which generally has a mesh
multihop topology.
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Figure 1. The proposed cloud-based framework.
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We focus on a typical RLNC scheme in which
the source generates N random linear combina-
tions of the N uncoded (original) data packets,
by multiplying each packet with a random coeffi-
cient drawn by a finite Galois field. Each relay
creates new linear combinations of the received
packets and forwards them to the destination (or
to the next cluster of relays, in the case of multi-
hop topologies). Finally, the destination is able
to successfully perform decoding and retrieve
the original packets, only after receiving at least
N independent linear combinations.

This baseline scheme has an inherent weak-
ness in the presence of channel errors, which is
illustrated with the help of the example depicted
in Fig. 2a. This example focuses on the mth hop
of a generic mesh relay network, that is, on the
transmissions that take place between the (m –
1)th and the mth relay clusters. Consider that
the original source information is contained
within four linearly independent packets (A–D)
that have reached the (m – 1)th relay cluster.
Due to random errors introduced by the chan-
nel, each relay has received only a subset of
these four packets, which are then encoded into
new RLNC combinations and sent to the next
hop. However, assume that in this example the
only combination that contains packet D is trans-
mitted by relay R4 and is not received by any of
the relays of the mth cluster. As a result, all the
packets generated at the next hop are linear
combinations of packets A–C, whereas packet D
is absent from all transmissions beyond this
point. Ultimately, the missing degree of freedom
impedes the decoding process at the destination,
causing significant performance degradation.

Given that acknowledgment frames are not
employed in multicast transmissions, the most
common solution to this problem is the trans-
mission of redundant data copies by the source
and relays. However, in networks with dynamic
topology and no previous knowledge of the
channel conditions, the calculation of the opti-
mum number of redundant retransmissions is
not a trivial task. Another approach is to exploit
cooperative diversity by introducing a high num-
ber of relays. Even though this may be possible
in AAL scenarios with dense sensor deploy-
ments, involving too many intermediate nodes in
each transmission will lead to new problems,
such as increased interference and energy con-
sumption.

CRNC-MAC: INTRODUCING
RELAY COORDINATION
THROUGH THE CLOUD

In order to tackle the aforementioned problem
in a decisive way, it is necessary to introduce
some level of coordination among the relays. To
this end, we propose CRNC-MAC, a novel coop-
erative RLNC-based protocol with enhanced
robustness against errors, built within the pro-
posed cloud-assisted framework. Figure 2b gives
a high-level description of the proposed MAC
protocol. Going back to the proposed framework
architecture, we assume, without loss of general-
ity, that the source and destination are legacy

nodes, whereas the ambient sensors are cloud-
enabled relays. All data transmissions take place
at the local data plane, whereas the cloud-assist-
ed control plane is employed for the exchange of
control information between the relays and the
cloud controller.

The key concept behind CRNC-MAC is to
employ cloud resources for the relay coordina-
tion, ensuring that all crucial information from
the source is propagated without losses through
the multiple hops, thus enabling successful
decoding at the destination. In particular, the
cloud controller has the task of verifying the
reception of all required information on a hop-
by-hop basis, requesting retransmissions whenev-
er necessary. In the example of Fig. 2b, once the
mth hop transmissions are completed, the relays
of the mth cluster forward a list of the received
packets to the cloud controller via the control
plane. If any crucial information is missing, the
relays are notified and request a retransmission
from the previous cluster.

In continuation, a more detailed description
of the protocol operation is given with the help
of an example, shown in Fig. 3, where the key
steps of the algorithm are numbered and indicat-
ed within circles. For the sake of simplicity, we
consider a two-hop network in which N = 4
original packets are transmitted by the source
through the cluster of R = 3 cloud-enabled
relays.

The protocol operation in each hop is divided
into two phases, the dissemination and cloud-
assisted coordination phases. In the transmission
phase of the first hop (step 1 in Fig. 3), the
source transmits 4 RLNC combinations (packets
P1 – P4) of the original data. The cloud-assisted
coordination phase has a variable duration, and
involves communication in both data and control
planes. In the beginning of this phase, each relay
informs the controller of the packets that have
been correctly received by transmitting a short
control message with the sequence numbers of
the respective packets (step 2). Depending on
whether all the transmitted packets have been
received by the relay cloud, the controller will
indicate either the need for retransmissions by
the source or the successful termination of the
dissemination phase. In our example, packet P4
has not been received by any of the relays due to
channel errors, thus hindering the decoding pro-
cess at the destination. Hence, through the con-
trol plane (step 3), the controller assigns to one
of the relays the task of transmitting a request
for retransmission (RRT) at the source (step 4).
It should be noted that, since the source employs
RLNC, it does not need to retransmit the exact
missing packets, but only a sufficient number of
linearly independent combinations of the origi-
nal data. In our example, the source transmits
one new RLNC packet, P5 (step 5).

Given that retransmissions are also affected
by channel errors, the coordination phase is
repeated unti l  al l  packets are correctly
received by the relay cluster. In the considered
example, P5 is received by two of the relays;
hence, the dissemination phase is successfully
completed. The controller receives an updated
packet list (step 6) and issues a transmission
schedule for the next hop, dictating the order
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and the number of packets to be transmitted
by each relay (step 7).

In the dissemination phase of the second hop
(step 8), the relays forward RLNC combinations
of their received packets (P¢1–P¢4) according to the
schedule. In this case, the destination is a legacy
node; hence, there is no cloud-assisted coordina-
tion phase. Hence, transmissions take place until
the destination receives a sufficient number of
copies to decode the original packets and termi-
nates the relaying phase by transmitting a block
acknowledgment (BACK).

PERFORMANCE EVALUATION

In this section, we show the benefits of cloud-
assisted coordination through a simulation-based
performance evaluation of CRNC-MAC. We
have considered a two-hop relay network in
order to gain a more intuitive understanding of
the existing performance problems and the
potential enhancements of the proposed solu-
tion. The two-hop topology also gives us a lower
bound of the achievable gain, since as the num-
ber of hops increases, the need for cloud-assist-
ed coordination becomes more imperative. The

Figure 2. Problem statement and the proposed cloud-assisted MAC solution: a) performance weakness
of baseline RLNC schemes under link failures; b) CRNC-MAC provides relay coordination through
the cloud-assisted framework.
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erasure channel is modeled as a Bernoulli pro-
cess with probability of link failure p. In terms of
simplicity, we assume that the relay links are
independent, but have similar average channel
conditions in both hops, from the source to the
relays and from the relays to the destination.
Without loss of generality, the narrowband PHY
and MAC parameters have been chosen in
accordance with the IEEE 802.15.6 specifica-
tions for WBANs for data plane communication.
The key simulation parameters are summarized
in Table 1.

With respect to the control plane, we assume
error-free and high-speed communication
through Ethernet or cellular third/fourth genera-
tion (3G/4G) technologies. In order to quantify
the control overhead, we define Tc as the time
required for one message exchange between
each cloud-enabled relay and the controller. We
consider different values for the latency Tc, rang-
ing from zero, for ideal instantaneous control
links, up to 10 ms, which is a realistic value for
round-trip delays of very short messages.

We compare the performance of CRNC-
MAC with a baseline RLNC-based scheme,
denoted as RLNC-MAC, which does not sup-
port relay coordination. In RLNC-MAC, the
relays transmit their encoded data following the
IEEE 802.15.6 contention-based access rules.
Transmissions are terminated either at the recep-
tion of a BACK frame after successful decoding
or when the retransmission limit is reached (set
to 10 per relay).

The first set of plots in Fig. 4 shows the
throughput and energy efficiency performance of
CRNC-MAC and RLNC-MAC with respect to
the packet error probability p for R = 3 relays.
Under error-free conditions (i.e., p = 0), CRNC-
MAC with no latency (Tc = 0) achieves an 18
percent throughput improvement with respect to

RLNC-MAC, due to the efficient relay transmis-
sions, without collisions and backoff times. How-
ever, the key performance gains of CRNC-MAC
are appreciated as the error probability grows.
In particular, as the channel becomes more hos-
tile, the throughput of RLNC-MAC experiences
a steep drop and becomes almost zero for p =
0.6. This occurs because even though a percent-
age of the transmitted packets reaches the desti-
nation, there are not enough independent linear
combinations to enable successful decoding. On
the contrary, CRNC-MAC experiences only a
slight drop in performance for high error , due
to the increased number of required retransmis-
sions. Nevertheless, successful decoding is always
guaranteed, thus yielding an impressive perfor-
mance gain. Similar results are obtained with
respect to energy efficiency, with the achieved
gains ranging from 26 percent when no channel
errors are considered to more than 3000 percent
for p = 0.6.

When latency is introduced to the cloud com-
munication, the CRNC-MAC throughput is
slightly affected, as shown in Fig. 4a. In particu-
lar, with respect to the ideal case when Tc = 0,
an average throughput degradation of approxi-
mately 10 percent is observed when Tc = 5 ms,
increasing to 20 percent for Tc = 10 ms. Hence,
a performance trade-off is present, depending
on the channel quality and the cloud communi-
cation latency. Under very good channel condi-
tions (i.e., with p < 0.2), employing cloud
resources may not yield significant enhance-
ments, since for high latencies the obtained
throughput is practically the same as the base-
line RLNC-MAC. Nevertheless, for medium and
high error probabilities, the advantages of the
cloud-assisted scheme become evident.

The throughput and energy efficiency metrics
are also plotted in Fig. 5 as a function of the

Figure 3. Example of the CRNC-MAC operation.
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number of relays R for a channel error probabili-
ty of p = 0.3. In this case, CRNC-MAC always
outperforms the baseline scheme, regardless of
the introduced latency. A very interesting obser-
vation is that the throughput performance of
CRNC-MAC is not affected much by the num-
ber of relays, since the cloud-assisted coopera-
tion enables the achievement of the same
diversity gains by a smaller number of relays. As
a result, high performance can be achieved even
when few relays are available, leading to more
energy-efficient communication.

POTENTIAL APPLICATIONS OF THE
CLOUD-ASSISTED FRAMEWORK

In the previous sections, we have shown how the
application of the proposed cloud-assisted frame-
work can enable the design of an efficient MAC
scheme that overcomes the performance limita-
tions of RLNC in the presence of channel errors.
However, the presented case study is only one
example of the benefits that can be obtained
through cloud-assisted network coordination. In
this section, we identify some potential applica-
tions of the proposed framework that can serve
as the starting point for further research in the
design of enhanced protocols for AAL environ-
ments.

Advanced Design for MAC and Network
Layer Schemes — enabled by the cloud-assist-
ed centralized coordination and the exchange of
control information. Besides the presented case
study focused on the application of RLNC
schemes, different performance goals can be tar-
geted. Accordingly, the acquired feedback can
cover different aspects of the network, such as
channel quality, buffer state and content, battery
level, node temperature, and so on, opening a
vast number of possibilities for the design of
enhanced schemes, including channel and ener-
gy-aware opportunistic scheduling, collision-free
channel access, relay selection schemes, and so
on. Some of these schemes can be applied to a
wide range of scenarios, whereas others may be
specifically designed for healthcare applications.
An example of the latter case is temperature-
based routing [11], that takes into account the

effect of heat dissipation by body nodes in order
to minimize tissue heating. This scheme requires
efficient clustering, which can be achieved
through cloud-assisted coordination.

Flexibility in Network Deployment and
Maintenance — given that the internal struc-
ture of the relay network is invisible to the lega-
cy nodes. This facilitates the deployment of new
cloud-enabled nodes or the performance of
maintenance tasks, which may often occur in
dynamic AAL environments, and increases
robustness against device failures. It should also
be noted that there is no need for complex
neighbor discovery algorithms to detect any
changes in the topology, since this information
can readily be provided by the cloud controller.

Mobility and Tracking Support — of legacy
nodes in scenarios where the position of the
cloud-enabled nodes is known (e.g., fixed deploy-
ment or GPS (Global Positioning System) capa-
bilities of the relays). A moving legacy node is
likely to interact with different cloud-enabled
nodes, thus conveying information about its loca-
tion. Hence, the cloud-enabled nodes play the
role of anchor points. By concentrating all this
information at the cloud coordinator, it is possi-
ble to recreate the trajectory of the mobile node
through localization and tracking algorithms.
Such applications often form part of AAL sys-
tems for the monitoring of patients moving with-
in a constrained environment.

Distributed Storage Applications — a recent
paradigm based on the concept of storing data
with redundancy within the network instead of
concentrating them at specific sink nodes. Dis-
tributed storage is gaining ground as a means to
increase reliability in networks with high data
contents (e.g., medical records), but requires
mechanisms for efficient reconstruction of the
original data. The proposed framework can easi-
ly support distributed storage applications,
where data generated by the legacy nodes are
distributed and stored within the relay cloud. In
addition, the central coordination can signifi-
cantly facilitate the data recovery process, since
the cloud controller can obtain feedback on the
information stored in each cloud-enabled node.

Security — which is an indispensable require-
ment of healthcare applications, due to the sen-
sitive and confidential nature of medical data.
The advantage of the proposed framework is
that, by defining two planes of operation for
data and control, it can support a wide range of
security solutions, either centralized or distribut-
ed. Let us consider, for example, two main
approaches for key management storage in
cloud-enabled WBANs, given in [11], and indi-
cate how their weaknesses are mitigated by the
proposed architecture. The first is a centralized
approach that employs the cloud resources for
the storage of keys, but must rely on the cloud
provider to refrain from decoding the encrypted
data stored in the cloud. In the proposed frame-
work, this vulnerability risk is not present, since
even though the keys are handled by the cloud
controller, the data remains on the local data

Table 1. Simulation parameters.

Parameters Values Parameters Values

N (packets) 10 RTT, BACK (bytes) 9

L (bytes) 100 Data rate (kb/s) 485.7

Galois field 28 Control rate (kb/s) 121.4

PHY preamble (bits) 90 Transmit power (mW) 4.6

PHY header (bits) 31 Receive power (mW) 3.8

MAC header and FCS (bytes) 9 Idle power (mW) 0.712

[CWmin,CWmax] [16, 64] Sleep power (mW) 4
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plane within the relay cloud. The second
approach proposes decentralized distribution of
keys among users, but requires an arbitration
entity for key recovery. In the proposed frame-
work, the cloud controller can play the role of
the arbitrator, facilitating key management oper-
ations such as key recovery and revocation.

CONCLUSIONS
In this article, we have presented a general
framework for the design of efficient cloud-
assisted protocols in AAL environments. The
proposed framework defines two planes of oper-
ation for control and data, thus delegating net-
work coordination tasks to a central entity
located at the cloud, while all data related oper-
ations take place locally at the nodes.

Within this framework, we have developed a
novel MAC protocol that manages to fully exploit
the potential of RLNC in a cooperative relay
network. The obtained results have shown signifi-

cant performance gains that become more promi-
nent under challenging scenarios when the chan-
nel conditions are harsh and only a few relays are
available. Finally, we have also indicated other
possible ways to exploit the potential gains
offered by the cloud-assisted network coordina-
tion opening the road for many new applications.
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 EXTREMELY DENSE WIRELESS NETWORKS

he ever growing demand from mobile network users
is pushing the current wireless technologies toward

their limits. As a matter of fact, not even the most opti-
mistic promises from emerging standards, such as LTE-
Advanced and IEEE 802.11ac/ad/af, will be able to satiate
the huge appetite for bandwidth of the future users of 5G
networks — at least, unless the size of cells is reduced dra-
matically. This situation will soon create a desperate need
for extremely dense wireless networks (DenseNets).

Unfortunately, merely shrinking the cell size is not suf-
ficient due to several technical and economic factors. On
the technical side we find interference, which is a real
challenge as the number of cells deployed nearby increas-
es, and energy consumption, which also becomes impor-
tant due to much more irregular usage patterns. Among
the business/deployment issues, we mention the availability
of sufficient backhaul capacity everywhere, the current
lack of very low-cost/very small base stations, and the need
for economically viable operation, administration, and
management (OAM) activities.

In brief, low-hanging fruits will not be there to be
grabbed by the telecom industry. Rather, a new ecosystem
of solutions, possibly characterized by the use of coopera-
tive approaches, will be required to take full advantage of
the new opportunities brought by extremely dense wireless
networks. The nine articles in this Feature Topic deeply
investigate some of the hottest research challenges in this
context.

The first challenge addressed is related to the deploy-
ment of future mobile networks. In “Spectral and Energy
Efficiency of Ultra-Dense Networks under Different
Deployment Strategies” by Syed Fahad Yunas et al., it is
shown how extremely dense indoor femtocells and outdoor
distributed antenna systems both outperform a densified
macrocell deployment in terms of capacity and energy effi-
ciency. Therefore, to meet the 5G requirements, alterna-
tive paths to the long-standing processes of cellular
network provisioning must be experimented.

The second article, “Interference Coordination for

Dense Wireless Networks” by Beatriz Soret et al., presents
the problem of interference in dense scenarios: as the den-
sity of cells increases, so does interference. This article
revisits the options on the table for LTE and LTE-
Advanced, proposing two algorithms to apply time domain
and frequency domain small cell interference coordination
in a DenseNet. 

The third article, “Understanding Channel Selection
Dynamics in Dense Wi-Fi Networks” by Akash Baid and
Dipankar Raychaudhuri investigates the impact of increas-
ing enterprises’ or service providers’ access points (APs)
with centralized channel assignment on the performance
of typical residential APs and vice versa. A parametric
approximation scheme is proposed for estimating the AP’s
throughput. 

The fourth article, “Per-Node Throughput Enhance-
ment in Wi-Fi DenseNets” by Kyungseop Shin et al., pro-
poses a joint dynamic sensitivity control (DSC) and
transmit power control (TPC) approach to control inter-
ference in dense residential, enterprise, or indoor hotspot
deployments. The simulation results show that significant
per-node throughput improvements can be achieved
regardless of the deployment type. 

The fifth article, “On the Efficient Utilization of Radio
Resources in Extremely Dense Wireless Networks” by
Arash Asadi et al., tackles the joint utilization of WiFi
relays to improve the performance of LTE. This work pro-
poses a resource allocation mechanism opportunistically
exploiting network density as a resource. Results show that
intracell opportunistic relay can reduce the complexity and
boost efficiency of intercell interference coordination in
LTE. 

The sixth article, “Toward 5G DenseNets: Architectural
Advances for Effective Machine-Type Communications
over Femtocells” by Massimo Condoluci et al., presents a
novel architecture to handle the growing MTC traffic by
the use of small cells to handle the massive and dense
MTC rollout. This work introduces a novel 3GPP-compli-
ant architecture that absorbs the MTC traffic via home
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evolved NodeBs (HeNBs), providing significant reduction
of congestion in radio access and core networks.

Efficient mobility management is a firm but challenging
requirement in future extremely dense scenarios of mobile
networks. In the seventh article, “Distributed Mobility
Management for Future 5G Networks: Overview and
Analysis of Existing Approaches” by Fabio Giust et al., the
authors propose a novel and highly scalable mobility man-
agement architecture based on the distributed mobility
management concept currently under study at the Internet
Engineering Task Force (IETF). 

C-RAN is a promising technology to increase the densi-
ty of the network at reduced cost. This topic is investigated
in the eighth article, “Software-Defined Networking in
Cellular Radio Access Networks: Potential and Chal-
lenges” by Mustafa Y. Arslan et al., where the concept of
SDN is applied to the fronthauling in C-RAN deploy-
ments. The results can also be applied to extended support
for coordinated multipoint approaches.

Finally, the ninth article, “Scalability of Dense Wireless
Lighting Control Networks” by Conrad Dandelski, address-
es an interesting technological alternative for DenseNets,
that is, the use of LED-based lighting networks already
deployed in buildings for broadcasting messages and col-
lecting sensor data, thus providing a control system for the
lighting network increasing its scalability.
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INTRODUCTION

The global deployment of 4G/IMT-Advanced
networks is still in its early phase, with major
deployments expected to commence in 2015.
However, with the exponentially increasing
global data traffic volume together with a pro-
jected massive increase in the number of con-
nected devices in the near future, it is envisioned
that the capacity of fourth generation (4G) net-
works may already reach their limits soon.
According to recent predictions, the amount of

global data traffic increased more than twofold
between 2010 and 2011 [1]. With this annual
growth rate, industry experts have predicted a
significant 1000× increase in the total data
capacity demand in the next 10 years. As a pre-
emptive solution, to deflect the danger of run-
ning into a capacity crunch, the mobile industry
is already working toward the fifth generation
(5G) of wireless cellular networks, which is con-
ceived to address the growing capacity demand
in a sustainable and cost-effective manner with
substantially lowered energy consumption per
transferred bit. 5G networks will not be just
about enhancements of the radio access net-
work (RAN), but rather will represent an
ecosystem of interoperable technologies and
network layers, working as a whole to provide
ubiquitous high-speed connectivity.

To tackle the 1000× Data Challenge, as some
industry leaders call it [1], network vendors and
mobile operators have to focus on two partially
related key aspects:
• High-bit-rate service provisioning
• Ubiquitous — anywhere anytime — service

provisioning
The first strategy is the traditional approach,

the industry has followed up to now (i.e., increas-
ing the cell level capacities by improving the air
interface efficiency through advanced digital
transmission techniques (higher order modulation
and coding, advanced antenna systems etc.,) and
utilization of larger spectrum chunks. Although
such improvements at the air interface signifi-
cantly improve the cell level capacities, they are
still not able to provide the needed network
level gains. Hence, a very different approach is
needed at the system level to meet the imminent
explosive growth in data traffic demands.

The second strategy focuses on providing
ubiquitous anywhere any time service to the
masses (i.e., increasing the network level capaci-
ty to support more users and devices in a given
area). One of the most obvious ways to increase
the capacity of a wireless network is by spatially
reusing the existing allocated spectrum as fre-
quently as possible throughout the network ser-
vice area, in other words, increasing the base
station density. As such, the capacity of a cellu-
lar network is considered to be proportional to

ABSTRACT

To tackle the 1000× mobile data challenge,
the research towards the 5th generation of
mobile cellular networks is currently ongoing.
One clear enabler toward substantially improved
network area capacities is the increasing level of
network densification at different layers of the
overall heterogeneous radio access system.
Ultra-dense deployments, or DenseNets, seek to
take network densification to a whole new level,
where extreme spatial reuse is deployed. This
article looks into DenseNets from the perspec-
tives of different deployment strategies, covering
the densification of the classical macro layer,
extremely dense indoor femto layer, as well as
outdoor distributed antenna system (DAS),
which can be dynamically configured as a single
microcell or multiple independent microcells.
Also, the potential of a new indoor-to-outdoor
service provisioning paradigm is examined. The
different deployment solutions are analyzed
from the network area spectral and network
energy efficiency perspectives, with extreme den-
sification levels, including both indoor and out-
door use scenarios. The obtained results indicate
that dedicated indoor solutions with densely
deployed femtocells are much more spectrum-
and energy-efficient approaches to address the
enormous indoor capacity demands compared to
densifying the outdoor macro layer, when the
systems are pushed to their capacity limits. Fur-
thermore, the dynamic outdoor DAS concept
offers an efficient and capacity-adaptive solution
to provide outdoor capacity, on demand, in
urban areas.
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the base station density. This article discusses
DenseNets from an alternative deployment strate-
gies perspective, in particular when individual
densification solutions are pushed to their capac-
ity limits. We start by looking into a coventional
methodology of network densification used by
operators, mostly based on macrocellular densi-
fication, discussing the limitations of that
approach, and then proceed toward newer
deployment paradigms that enable successful
realization of DenseNets concepts. We particular-
ly emphasize in our analysis and presentation
network-level spectrum efficiency as well as net-
work energy efficiency when different deployment
solutions, in this case densified macro networks,
extremely dense small cell networks, and dis-
tributed antenna system (DAS)-based networks,
are pushed to the limits such that all the net-
work elements operate at full load. We also pay
special attention to the differences between
indoor and outdoor user equipments (UEs)
under these different deployment solutions,
strongly motivated by recent observations (e.g.,
in [2]) that wall penetration losses of both resi-
dential and commercial buildings can peak up to
30 dB or so due to new construction materials
with high thermal insulation, also impacting
radio signal propagation. Before going into the
deployment-level presentation, the analysis
methodology for the performance evaluation of
different deployment strategies, discussed in the
subsequent sections of this article, is herewith
briefly covered. Further details on the analysis
methodology and simulation parameters can be
found in [4–6].

ANALYSIS METHODOLOGY
The key assumptions and tools we use in the
performance analysis of different deployment
and densification solutions are highlighted as
follows:

•For modeling the outdoor and indoor radio
channels, a deterministic ray-tracing-based radio
propagation model is deployed.

•A homogeneous propagation environment is
assumed (i.e., all the cell sites experience similar
radio propagation conditions). As such, the
dominance areas of all the cell sites are identi-
cal. Hence, for the performance evaluation of
different deployment strategies, the receiver
points from the dominance (best server) area of
the center cell site are considered for statistical
analysis, while other cells or transmission points
are treated as interference.

•In the case of DAS configuration, the
received signal power from a serving DAS cell is
actually the superposition of the received signal
powers from all the individual nodes belonging
to the serving DAS cell; that is, the signal pow-
ers from all the nodes within a DAS cell are
combined at the receiver, while the signal power
received from other nodes is treated as interfer-
ence.

•For simulating a continuous cellular net-
work effect, the dominant interfering tiers con-
tributing significantly to the interference level in
the dominance area of a serving cell are consid-
ered.

•The distribution of receiver points outdoors
and across all the buildings (floors) is uniform.

•Full cell load over the network is assumed,
which is the worst case scenario )i.e., all the cells
are transmitting at full power), by which we seek
to push different deployment solutions to their
ultimate limits in a systematic manner.

•In order to evaluate the full potential of the
different deployment strategies, no backhaul lim-
itation is assumed. Furthermore, classical Shan-
non information theoretic laws of the form
log2(1 + SINR) are used to map experienced
signal-to-interference-plus-noise ratios (SINRs)
to cell-level spectral efficiencies.

The metrics used for the performance analy-
sis are briefly described below:

Cell and Network Spectrum Efficiency —
The cell spectrum efficiency (bits per second per
Hertz) is estimated using the Shannon capacity
bound and averaged within cell across all receiv-
er points. The network spectrum efficiency
(NSE) is then the actual network -level spectrum
efficiency measure, which depends on the spatial
reuse over a given area. As a result of cell net-
work densification, the spatial reuse within an
area increases, which results in network-level
capacity gain. In other words, the network capac-
ity depends on the cell density within a given
area. In our analysis, we normalize the network-
level capacity over 1 Hz of bandwith and over an
area of 1 km2. Mathematically, NSE
[kb/s/Hz/km2] = (cell spectrum efficiency) × (cell
density over 1 km2).

Energy Efficiency — The energy efficiency,
Eeff, of a network is defined as the aggregate bit
rate that is achievable over 1 Hz nominal band-
width while consuming a given power, e.g., 1 kW
— thus measured in bits per second per Hertz
per kilowatt. This methodology is appropriate
for assessing the energy efficiency of a network
operating under full load condition [3]. As such,
the energy efficiency of a network is given by

Table 1 gathers the essential system parame-
ters used in the performance analysis of differ-
ent deployment strategies. We emphasize that
these selected parameters represent realistic and
typical example scenarios from the deployment,
propagation, and device perspectives. 

RELATED WORK IN THE LITERATURE
Numerous studies with wide ranging scope relat-
ed to network densification have been reported
in the past; for example, the impact of base sta-
tion densification on the capacity and energy
efficiency on different base station types were
reported in [7, 8]. The total power consumption
of different network densification alternatives in
the Long Term Evolution (LTE) context was
studied in [9], which concluded that under low
discontinuous transmission (DTX), macrocell
densification is the most power-efficient solu-
tion. The impact of inter-cell interference, result-
ing from densifying outdoor small cells, on the
user experience is investigated in [10]. The
authors aim to investigate if and under what con-
ditions intercell coordination is useful as com-

=E
NSE

network power consumption over km1 
.eff 2

As a result, for cell
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tion, the spatial reuse
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results in network-
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pared to universal frequency reuse. The conclu-
sions drawn from the paper are that in street
deployed small cells, the intercell interference
does not impact user throughput; hence, no
inter-cell coordination is required; intercell coor-
dination is helpful only in open areas, where
intercell interference between small cells is sig-
nificant. In [11], a novel architecture based on
software defined networking is proposed to
address the various challenges arising from
deploying DensenNets (mobility management,
network optimization, etc.). Another promising
technology for improving the coverage and
capacity of future wireless systems is the dis-
tributed antenna system (DAS). The information
theoretical ergodic capacity of DAS has been
studied in some recent works, such as [12, refer-
ences therein]. In [12], the authors evaluate and
analyze the ergodic capacity of downlink DAS
with random node placement using a stochastic-
geometry-based method. The numerical results
from the study indicate that the DAS has better
cell edge performance than traditional wireless
network.

The next sections in this article look into the
performance of different deployment method-
ologies, starting with the classical deployment
strategy based on macrocellular densification,
including both outdoor and indoor users. We
then look into the performance of ultra dense

indoor small cells in suburban and urban envi-
ronments. Particular emphasis is given to the
impact of varying wall penetration losses on the
performance of ultra dense small cells, from the
indoor and potential indoor-to-outdoor service
provisioning perspectives. We introduce the
dynamic DAS concept as an effective solution for
providing on-demand cell and system-level
capacity based on variable outdoor data traffic.
Then concluding remarks are given.

CLASSICAL DEPLOYMENT STRATEGY:
OUTDOOR MACROCELLULAR

NETWORK

In the past and still today, mobile operators have
built their networks using the outside-in approach
(i.e., relying primarily on outside macro base sta-
tions). Looking at the network evolution, initial-
ly, the network is designed from the coverage
perspective by deploying macrocell sites to serve
both outdoor and indoor locations with a certain
minimum quality of service. As the number of
devices accessing the network increases, it transi-
tions from coverage limited to capacity limited
state, thus necessitating denser deployments.
The densification of the network is done gradu-
ally. In the initial stages, the mobile operator

Table 1. General evaluation parameters.

Parameter Unit Value

Operating frequency MHz 2100

Bandwidth, W MHz 20

Macrocell densities Cells/km2 3.8, 5.1, 9.9, 39.3, 119.9

Indoor femtocell densities Cells/km2 4125 (suburban), 5197 (urban)

Outdoor DAS nodes densities Nodes/km2 145

Transmit power dBm Macrocell: 43, DAS nodes: 30, femtocell: 20

BS antenna type Directional (macro), Omni (DAS nodes and FAP)

BS antenna beamwidth, HPBWh/v ° Directional (65°/6°), omni (360°/90°)

BS antenna gain, Gm dBi Macrocell: 18, DAS node: 5, femtocell: 2.2

UE antenna type Halfwave dipole

UE antenna gain dBi 2.2

BS antenna height, hBS m Macrocell: 30, DAS node: 8,
femtocell: 2 m above indoor floor levels

UE antenna height (above floor level), hMS m 2

Receiver noise figure dB 9

Receiver noise floor level, Pn dBm –92

Propagation model Dominant path loss model
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tries to accommodate the network capacity
demands by densifying the macro layer itself by
installing more macro base stations. As the net-
work matures, and the number of devices access-
ing the services keeps increasing, several
capacity-limited local hotspot areas within the
network begin to appear. These hotspots, limited
in size and scattered throughout the network
service area, can then be covered by the opera-
tors by deploying street-level microcells, thus
forming what is typically known as a hierarchical
cellular structure in which macrocells provide the
umbrella coverage and microcells aim to fulfill
the capacity demands in local hotspot areas.

However, as the demand for further capacity
increases (mostly coming from indoor locations)
the achievable network capacity from densifying
the outdoor layers begins to saturate, and opera-
tors are forced to transition toward indoors (i.e.,
start deploying dedicated indoor solutions). Con-
templating the relative share of today’s
indoor/outdoor data traffic, there is a global con-
sensus among mobile operators and wireless
infrastructure vendors that the majority of data
traffic, approximately 65–70 percent, is generat-
ed by indoor users. Assuming that this ratio of
outdoor/indoor traffic share will persist in future
as well, the projected capacity demand from
indoor users can then be estimated to increase
approximately 650–700× (assuming 1000× over-
all increase in data traffic demand). Such a mas-
sive increase in capacity demand from indoor
users cannot be delivered in a cost- and energy-
efficient manner by dense outdoor deployments
alone due to associated indoor capacity ineffi-
ciencies. Furthermore, poor indoor coverage
from outdoor deployments in buildings with high
penetration loss has been and still is the topmost
complaint with which mobile operators are strug-
gling. Apart from the capacity and coverage limi-
tations, the outdoor network densification also
suffers from energy inefficiency, a key concern
for mobile operators.1

As an example, by deploying the analysis
methodology described earlier, Fig. 1 shows the
performance of a macrocellular network densifi-
cation from the cell spectrum efficiency, network
spectrum efficiency, and network energy efficien-
cy points of view for both outdoor and indoor
user locations in an urban environment using the
applicable evaluation parameters in Table 1. A
hexagonal layout has been used as the basis for
macrocellular deployment, and the network is
deployed in a Manhattan type grid, as shown in
Fig. 1. It is clear that the indoor environment
suffers from capacity inefficiency with increasing
cell density. As the network is densified, the sites
are brought closer together, which increases the
intercell interference. In order to limit the inter-
cell interference in the macro layer, the antennas
have to be down-tilted to a greater degree [4].
This results in poor coverage on some floor lev-
els inside high rise buildings, which degrades the
radio channel conditions, thereby affecting the
overall achievable cell spectrum efficiency. Fur-
thermore, as a result of reduction in cell-level
spectrum efficiency, the network spectrum effi-
ciency starts to saturate in the indoor environ-
ment and hence implies that macrocellular
network densification becomes less efficient

from the indoor service provisioning point of
view. From the network energy efficiency per-
spective, the indoor capacity inefficiency has a
direct impact on the energy efficiency perfor-
mance of the network, as lower spectrum effi-
ciency in the indoor environment results in
higher energy consumption per bit, in other
words, lower network throughput per unit power
consumed.

The fundamental behavior seen in Fig. 1
necessitates a shift from the current outside-in
approach to a new deployment paradigm that
puts more focus on service provisioning from the
indoor perspective. As such, indoor deployment
of small cells has been identified as a cost-effi-
cient solution that offers wireless carriers a sus-
tainable evolutionary pathway to meet indoor
capacity demands in the future [13, 14]. An
increasing trend among operators opting for
such small cell deployments has recently been
observed.

For Beyond 4G (B4G) networks, the experts
envision that to fulfill the surging capacity
demands of 1000× or more, an extremely dense
network of small cells which provides seamless
coverage and mobility, thus giving rise to a con-
cept known as DenseNets. Network densifica-
tion, based on ultra-dense deployment of small
cells, is being considered as one of the key fla-
vors of the emerging 5G cellular networks that
will truly address the 1000× data challenge [13,
14]. A large share of these deployments will be
indoors, as this is the arena from which the
majority of data traffic is expected to originate
in the future. While the basic outdoor macro
layer is still always needed for high mobility out-
door users, such massive scale indoor deploy-
ments may also shift the current outside-in
deployment strategy toward a new paradigm
based on an inside-out approach where not only
indoor users but potentially some low-mobility
outdoor neighborhood users as well can be
served by indoor base stations [15]. These are
explored next.

INDOOR AND INDOOR-TO-OUTDOOR
SERVICE PROVISIONING

As mentioned in the previous section, 5G net-
works will most likely encompass extremely
dense deployments of small cells, typically in
indoor scenarios. It is believed that the  of these
small cells will be purchased and deployed by
either end users in their homes in a “plug and
play” fashion, or enterprises in commercial
buildings with no or minimal assistance from
mobile operators, thereby enabling significant
savings for the operators in terms of capital
expenditures (CAPEX) and OPEX. Moreover,
due to a very small coverage footprint, the
extreme density of these small cells will enable
very tight frequency reuse, resulting in large net-
work capacity gains, thus fulfilling the indoor
capacity demands in a cost-efficient manner.

For outdoor service provisioning, the opera-
tors have so far been relying on outdoor installa-
tions (mostly macro layer), while deploying
microcells only in hotspot areas. Outdoor
deployments, unfortunately, come with a sub-
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1 Recently, political ini-
tiatives have put strin-
gent requirements on
mobile operators to
reduce their CO2 emis-
sions. Also, from the cost
perspective, the energy
consumption of radio
access networks con-
tribute significantly
toward mobile operator
operational expenditures
(OPEX). Roughly 80
percent of the energy
consumed by the RAN
comes from the base sta-
tions.
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stantial price tag for wireless carriers, with major
cost items being site rental, RF engineering, and
backhaul connectivity. The associated high
CAPEX and OPEX, nowadays, are a key con-
cern for cost-aware mobile operators striving to
provide better services at lower cost in a highly
competitive market, where the flat business
model prevails. Fortunately, there is an option
for mobile operators to bring their infrastructure
cost down significantly. Indoor small cells,
despite having limited coverage footprint, tend
to radiate/spill their signals into the neighbor-
hood outdoor environment. These signals usually
originate from small cells located in nearby
buildings. By enabling the indoor small cells to
operate in an open subscriber group (OSG)
mode and thus provide service in their immedi-
ate outdoor vicinities, mobile operators can sig-
nificantly lower their infrastructure costs by
benefiting from zero site rental, RF engineering,
and backhaul connectivity costs, thereby provid-
ing connectivity to outdoor users/customers with
lower incurred costs. A similar concept of
indoor-to-outdoor service provisioning has been
presented by Qualcomm as neighborhood small

cells (NSC) in [13, 15]. Furthermore, key chal-
lenges related to deployment, mobility manage-
ment, and radio resource management (RRM)
of NSC were discussed quite well in [15]. How-
ever, one key item that is still missing from the
studies is how the indoor-to-outdoor service pro-
visioning (IOSP) concept will perform in modern
construction with high wall penetration losses
(WPL), reported, for example, in [2].

Recently, due to the increased level of aware-
ness of global warming, and the resulting
requirements to save energy and cut down CO2

emissions, the construction industry has started
to develop, manufacture, and utilize modern
construction materials that provide a greater
degree of thermal insulation. Unfortunately,
these types of materials significantly impact
radio propagation in the form of high building
penetration loss (BPL). Traditionally, the values
have been in the range of 5–15 dB; however, a
more recent study has reported building pene-
tration losses up to 35 dB in modern construc-
tions [2]. High wall penetration losses attenuate
signals penetrating through them, resulting in
signal quality deterioration, which in turn affects

Figure 1. Performance analysis of macrocellular densification from the outdoor and indoor receiver perspectives: a) Manhattan
grid model (aerial view); the green arrows show sector antenna positions and orientations (example case: ISD 297 m); b) average
cell spectrum efficiency; c) average network spectrum efficiency; d) network energy efficiency vs. cell density.
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network capacity and data throughput. Hence,
we consider the impact of different wall penetra-
tion losses on the performance evaluation of
indoor DenseNets from the indoor and indoor-
to-outdoor service provisioning perspectivea in
our analysis. This is addressed next.

Figure 2 shows two different environments,
suburban and urban, where the performance of
indoor DenseNets with extremely densely popu-
lated femto access points (FAPs) in an OSG
configuration is evaluated. In OSG mode, out-
door macrocell users can also attach to indoor
femtocells in locations where the indoor femto-
cells are dominant and vice versa. In the subur-
ban scenario, we consider three different wall
penetration losses: 10, 20, and 30 dB. The values
have been selected to model the exterior wall
penetration losses of typical town houses with
older and modern constructions [2]. In turn, for
the urban environment, we assume a downtown
(city center) area with tall buildings. The exter-
nal wall penetration loss in such urban buildings
is believed to be even higher due to the presence
of steel columns and so on; hence, the WPL in

this case is assumed to be 40 dB. Furthermore,
as we are evaluating the full potential of indoor
DenseNets in both suburban and urban environ-
ments, a full network load is assumed, that is, all
the cells are transmitting at full power (limiting
case scenario) with no backhaul limitation. From
the deployment point of view, in  a suburban
environment, a single femtocell is assumed per
residential home, which results in a cell density
of 3125 FAPs/km2. In the urban environment,
due to larger buildings, 20 FAPs per floor are
assumed (1 FAP in every open office), which
gives an extremely high cell density of 5917
FAPs/km2. 

Figure 3 shows the spectrum efficiency and
energy efficiency performance for indoor
deployed DenseNets in suburban and urban
environments for different WPL scenarios. From
the indoor users’ perspective, the high WPL is
actually shown to improve the capacity perfor-
mance in the suburban environment. The reason
is simply due to better shielding, with increasing
WPL, from neighboring interfering FAPs that
are installed in other houses, as shown also by

Figure 2. Indoor femtocell-based DenseNets scenarios: a) suburban environment (aerial and 3D view);
b) urban Manhattan type environment (aerial view only).
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the SINR performance in Fig. 3a. Due to very
high frequency reuse (resulting from ultra dense
indoor deployments), along with better interfer-
ence shielding due to high WPL yielding high
cell-level capacities, the area capacity in the
indoor environment increases proportionally.
For the urban environment, on the other hand,
due to the dominant interferers being present
inside the building, the cell level capacities are
deteriorated, resulting in lower cell spectrum
efficiency compared to suburban scenarios. Fur-
thermore, the lower cell level capacity in the
urban scenario also naturally decreases the
achievable area capacity. Hence, we see slightly
lower network spectrum efficiency performance
in the urban environment than in the suburban
20 and 30 dB WPL scenarios. For comparison
purposes, WPLs of 20 and 30 dB are also plot-
ted for the urban scenario. In the indoor envi-
ronment, as the dominant interferers are already
present inside the building, the wall penetration
loss does not have any essential impact on the
cell, network, and energy efficiency performance. 

Looking next at the indoor-to-outdoor service
provisioning performance, the achievable outdoor

capacity gain from dense indoor femtocell deploy-
ments is comparatively lower. The reason, as
mentioned earlier, is attributed to the high WPL,
which actually deteriorates the signal quality of
indoor transmitters, as clearly shown in Fig. 3a,
thereby reducing cell throughput. Comparing the
network spectrum efficiency and network energy
efficiency with densest macro-layer configuration
(120 cells/km2), the indoor ultra dense femtocell
deployment offers 400x more indoor area capacity
and 12× more outdoor area capacity in suburban
30 dB WPL scenario, while in the urban environ-
ment, the relative indoor/outdoor area capacity
gain is 150× and 16×, respectively, in the 40 dB
external wall penetration scenario. Similarly, from
the energy efficiency point of view, due to the
extremely high frequency reuse and significantly
low power consumption per FAP (on the order of
10 W), the amount of bits transferable per kilo-
watt in the suburban 30 dB scenario is 600× and
20× more than in the densest macrocellular con-
figuration for indoor and outdoor, respectively.

Hence, we can conclude that for indoor users,
dense femtocell deployment provides enormous
network level capacity gain, and also reduces the

Figure 3. Performance analysis of femtocell-based DenseNets for outdoor and indoor users in suburban and urban environments
with different wall penetration losses: a) SINR (dB); b) average cell spectrum efficiency (b/s/Hz/cell); c) average network spec-
trum efficiency (kb/s/Hz/km2); d) network energy efficiency (b/s/Hz/kW).
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energy per communicated bit substantially com-
pared to a densified macro network. Further-
more, mobile operators can provide certain
services to outdoor users from indoor access
points; however, in order to guarantee higher bit
rates, the operators will need to deploy dedicat-
ed outdoor installations as well. Furthermore,
the indoor-to-outdoor service provisioning will
obviously work only in small streets or neigh-
bourhoods, as the indoor small cells, due to
lower transmit power levels, will only be able to
cover areas in the vicinity of the buildings. Any
outdoor location wider than a few tens of meters
might experience coverage limitation if there is
no dedicated outdoor access layer available. An
indoor-to-outdoor service provisioning solution
using indoor DenseNets can thus be considered
as a good complement to the outdoor network,
as a means of, say, offloading capacity in times
when the outdoor layer is overloaded with users
during busy hours. 

OUTDOOR DYNAMIC DISTRIBUTED
ANTENNA SYSTEMS

So far we have focused on the service provision-
ing from the indoor capacity demand perspec-
tive, and also looked at deployment concepts
that would be useful not only for providing sub-
stantially increased indoor capacities but also as
a means of providing certain service to neighbor-
hood outdoor users. The majority of the future
data traffic demand, as discussed earlier, will
originate from indoor locations and will be local-
ized to certain geographical locations, mainly
dense urban areas, and not the whole network.
As demonstrated in the previous section, indoor-
based small cells solutions serve as a key tech-
nology to provide indoor capacities with high
speed data services, while the evolution of out-
door network elements for enhanced outdoor
users is still unresolved. Considering the same
traffic ratio (65–70 percent indoor and 30–35
percent outdoor), the outdoor traffic demand
will also increase 300–350× (assuming 1000×
increase in overall cellular data traffic). For out-
door service provisioning, due to relatively low
traffic volume and high mobility users, mobile
operators may still continue for a while to rely
on the macrocellular layer to provide wide area
coverage. This trend, however, will not last for
long, as the recent advancements in wireless
connectivity (e.g., for vehicles), supporting dif-
ferent applications ranging from infotainment
and security to navigation and so on, will put
stringent requirements on the mobile operators’
infrastructure outdoors as well. Such innovations
will demand high bit rates with anywhere any-
time availability, which legacy outdoor deploy-
ments inherently lack. Traditional macrocellular
deployments are only able to provide peak bit
rates to relatively few users in a certain geo-
graphic location. This is attributed to the fact
that due to large coverage areas of macrocells,
users located near the cell site experience much
better radio channel conditions and lower path
loss than users at the cell edge, thus resulting in
very uneven distribution of the achievable data
rates throughout the cell coverage area. For next

generation high-speed services, the distance
between the eNode-B and UE has to be small
enough to have minimum path loss and thus
provide high SINR. Massive MIMO, with large
antenna arrays, is one way to go [16]. However,
due to its large size, it might not be feasible for
the operators to deploy a large antenna array in
urban downtown areas (e.g., where zoning
restrictions apply).

Outdoor small cells can effectively address the
inherent problem of macrocells. Due to their rel-
atively small coverage footprint, the users are
always within their vicinity, which helps reduce
the path loss. Neverthless, the problem with out-
door small cells is that in order to have continu-
ous coverage, small cells in sizeable numbers
need to be placed quite close to each other,
which poses problems for high mobility users. In
the indoor environment, where the locations of
indoor users rarely change, the indoor small cell
solutions are able to provide better service. How-
ever, the situation in the outdoor environment is
completely different as the majority of outdoor
subscribers are highly mobile users. Deploying
several hundred outdoor small cells to cover a
certain downtown area can result in a large num-
ber of handovers, thus resulting in network sig-
naling overload, which eventually will result in
connection drops. Thus, in order to provide high-
speed data services to high mobility users, espe-
cially in downtown areas where the majority of
the capacity demand will be concentrated, opera-
tors will need to deploy solutions that offer both
flavors of macro and small cells (i.e., deploying
solutions that offer high-speed data services with
a low degree of handovers). We believe that a
possible solution lies in using outdoor distributed
antenna systems, wherein distributed remote
antenna nodes, usually deployed on public utility
poles (e.g., streetlights) are clustered to form one
large cell. Hence, through the distributed anten-
na nodes, if configured to transmit the same sig-
nal, the UE can experience highly stable signal
strength throughout the DAS cell coverage area.
On the other hand, if different nodes are config-
ured to transmit independent signals, the amount
of spatial reuse, and thus the local area capacity,
is increased. Depending on the size of the cell,
the number of nodes per DAS cell may vary from
5 to 100 or even more. Compared to a small cell,
which typically has a cell range of 100–500 m, a
DAS cell may cover one street block or a whole
neighborhood. In the past, most DAS deploy-
ments were limited to indoor environments, usu-
ally in large malls, academic institutions, or
commercial buildings with few outdoor installa-
tions. More recently, DAS deployments have
started to make their way into the outdoor
deployment arena, with the majority of the
deployments taking place so far in North Ameri-
ca. This is explored next.

CAPACITY LIMITATION OF
TRADITIONAL DAS TECHNOLOGY AND THE

DYNAMIC DAS CONCEPT

As mentioned in the previous section, the capac-
ity demand outdoors is predicted to increase by
300–350× during the next few years, which oper-
ators need to fulfill. In a typical cellular network,

For next generation

high speed services,
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provide high SINR.

Massive MIMO with

large antenna arrays

is one way to go.
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the overall network traffic fluctuates according
to time of day. An idle or low load is usually
experienced, for example, during late night or
early morning, while high/peak load is observed
during the day and early evening. Also, the traf-
fic pattern varies separately for outdoor (after
office hours, on highways, boulevards, etc.) and
indoor environments (during office hours and
evenings). Hence, there is an inherent need to
provide capacity dynamically outdoors whenever
needed.

Traditional DAS systems work on static con-
figurations (i.e., the clustering of the antenna
nodes is preconfigured at the base station hub)
and thus cannot efficiently deliver capacity in
highly dynamic outdoor hotspot regions where
the traffic varies geographically with time.
Hence, most of the resources are wasted. In
order to accomodate the 300–350× increase in
outdoor traffic, the DAS network will need to

dynamically reconfigure itself based on the
instantaneous load, thus delivering the resources
to parts of the network that experience high traf-
fic load. The recent cloud RAN (C-RAN) tech-
nology aims to offer the capabilities, where
hundreds of small cells or remote antenna units
are connected via high-speed and low-latency
backhaul links to a central hub site which houses
the centralized processing servers [17], much like
the traditional DAS system. In essence, the C-
RAN is analogous to a dynamic DAS, which
offers pooling of its resources at the central hub
site and dynamically concentrates them to geo-
graphic areas with high capacity requirements
(sport arenas, avenues, etc.). C-RAN technolo-
gies are among the hot topics being considered
as key enablers for upcoming 5G networks [14].
In the following, we present an example scenario
of a dynamic DAS deployment in an urban envi-
ronment and evaluate its performance from the

Figure 4. a) Dynamic distributed antenna system configurations during low network load time period and peak/high network load
time period; b) average cell spectrum efficiency (b/s/Hz/cell); c) average network spectrum efficiency (kb/s/Hz/km2), in different
network load scenarios. The dotted lines in (a) indicate that the network is extending beyond what is shown.
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outdoor service provisioning point of view in
terms of cell spectrum efficiency and network
spectrum efficiency. 

CELL AND NETWORK SPECTRUM EFFICIENCY
PERFORMANCE OF DYNAMIC DAS

Figure 4 shows the performance of a dynamic
DAS network in two scenarios: during low net-
work load times and high network load periods.
A high network load in our example scenario is
defined as a large number of users accessing the
network at a certain time period in a certain
location. When the number of users within the
specific location increases, the network load
rises. Hence, in order to accommodate more
users within the specific geographic location, the
DAS network, through a centralized processing
server located in a central hub site, dynamically
configures its remote antenna nodes to act as
separate small cells. In this case, each antenna
node is dedicated some resources from the cen-
tral hub site, which houses the baseband trans-
mission units. As such, the cell density within
that geographic location increases, which trans-
lates into higher frequency reuse in that area,
thereby accommodating more users. The trade-
off, however, in such a scenario is that due to
closely spaced interfering sites, the spectrum
efficiency inside individual cell deteriorates,
resulting in lower cell-level throughput. In real
networks, this cell-level performance reduction,
stemming mostly from cell-edge users, can par-
tially be compensated through intercell interfer-
ence coordination (ICIC), and collaborative
scheduling and/or beamforming methods. Subse-
quently, when the number of active users within
that locality decreases, the network load goes
down, and hence, the DAS network reconfigures
itself by clustering the nodes in that region to
form one super microcell (single DAS cell), as
shown by the light blue area highlighted in Fig.
4a. The red colored dots are the nodes that form
a single cluster of DAS cell nodes. The perfor-
mance in terms of cell spectrum efficiency and
network spectrum efficiency for the dynamic
DAS network during peak and off-peak loads is
illustrated in Figs. 4b and 4c, respectively. In this
example, the network is deployed in an urban
Manhattan grid environment, similar to the one
depicted in Fig. 2b. The node (remote antenna)
spacing is 130 m, which results in a node density
of 144.92 nodes/km2 (a continuous network is
assumed). Moreover, in this example case, dur-
ing low traffic load period, the network config-
ures the nodes into a DAS configuration,
wherein each DAS cell is composed of four
remote antenna nodes, as shown in Fig. 4a. As
such, the DAS cell density per square kilometer
is 36.2 cells/km2. During peak load period, the
nodes are configured to act as individual small
cells; hence, the cell density per square kilome-
ter during peak time is 144.9 cells/km2. Looking
at the cell spectrum efficiency values, the gain in
cell spectrum efficiency that can be achieved
when the nodes are clustered into DAS cell con-
figuration, is approximately 2.5 times more than
in the peak load scenario, where the nodes oper-
ate as separate small cells. Hence, in low load
scenarios, the dynamic DAS network can offer

high-speed services to high mobility users with
less number of handovers, due to the fact that
the associated DAS nodes form one large cell.
Coming then to the network spectrum efficiency
performance during peak load, the gain in the
network capacity, which is achievable through
configuring each node as a small cell, is approxi-
mately 1.6 times more, which means that during
peak load, the network is able to accommodate
more users. From the handover point of view,
during peak hours, the probability of high mobil-
ity users along the boulevards or high streets,
where the majority of the data traffic is typically
concentrated, is quite low due to crowded roads.
Hence, the frequency of handovers during peak
hours when the DAS nodes are acting as sepa-
rate small cells, also reduces.

CONCLUSION
In this article, we have studied the performance
of DenseNets from different deployment strate-
gies’ perspectives covering classical macro layer
densification, the extremely dense indoor femto
layer and outdoor dynamic distributed antenna
system. The macrocell and ultra dense small cell
deployment strategies have been evaluated from
the cell spectrum efficiency, network spectrum
efficiency, and network energy efficiency per-
spectives with an extreme level of densification
and under full network load conditions to inves-
tigate and demonstrate the performance differ-
ences of these solutions when pushed to their
capacity limits. The obtained results indicate that
dedicated indoor solutions with densely deployed
femtocells are much more spectrum-efficient
and energy-efficient approaches to address the
enormous indoor capacity demands compared to
densifying the outdoor macro layer. Hence, we
can conclude that to counter the growing con-
cerns of the mobile operators related to the
exponentially increasing amounts of mobile data
toward the 5G era, an appealing solution is to
deploy dedicated indoor solutions like femto-
cells, which offer a cost-effective and energy-effi-
cient solution for indoor capacity demands. Also,
from the indoor-to-outdoor service provisioning
point of view, the mobile operators can partially
leverage indoor-based femtocells to provide cer-
tain neighborhood coverage to low-mobility out-
door users, thereby offloading some of the traffic
from the outdoor layer. This strategy can result
in significant cost saving for mobile operators.
Finally, from the outdoor service provisioning
point of view, we have introduced and analyzed
the dynamic outdoor DAS concept, which offers
an efficient and capacity-adaptive solution to
provide outdoor capacity on demand in urban
areas by dynamically configuring the remote
antenna units to either act as individual small
cells or distributed nodes of a common central
cell. One main purpose of this article is to raise
awareness of the full network-level energy effi-
ciency and spectrum efficiency potential of dedi-
cated indoor systems, on one side, especially
with increasing levels of wall penetration losses
observed recently in modern buildings, and the
reconfigurable capacity provisioning prospects of
dynamic DAS solutions also closely connected to
the emerging cloud-RAN concepts in the future.
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INTRODUCTION

Adding base stations has historically been the
most important factor for increasing the capacity
of cellular networks, and it is expected to persist
in the upcoming years. Mobile operators are
finding that very high traffic demands are typi-
cally concentrated in small geographical areas.
To cope with this, small cells are the best match,
since they can be opportunistically deployed in
the hotspots, in a highly irregular way. Conse-
quently, base station densification is going to be
dominated by small cells. Besides that, taking
new spectrum bands into use and techniques for
efficient spectrum utilization will contribute to
reach the challenging capacity targets. These
very dense networks (DenseNets) can be seen as
a natural evolution of today’s Heterogeneous
Networks (HetNets) [1, 2], inheriting most of
their pros and cons. 

However, DenseNets are also accompanied
by a number of new challenges to be addressed.
For example, backhaul will rise in importance [3].
With densification, the goal of operators is to
deliver additional capacity and coverage with

sufficient backhaul capacity and low latency
without recurring operational expenditure
(OPEX) charges, with solutions that range from
fiber and Ethernet to wireless. Another impor-
tant issue is mobility. Dense deployment of
eNBs is challenging in a high-speed mobile envi-
ronment, where frequent handovers may degrade
the performance of the network. Numerous
mobility enhancements and corresponding analyses
have been studied in the context of HetNets [4, 5],
and the investigations are expected to continue
for DenseNets. The focus of this paper is the
omnipresent interference, and how to combat it.
Inter-cell interference is identified as the major
limiting factor in Long Term Evolution (LTE)
networks. Diverse interference management
techniques have been included through succes-
sive releases of the LTE standard, from Rel. 8 to
the latest completed Rel. 11. For example, solu-
tions for interference coordination within the
macro layer range from simple frequency domain
methods [6] to more advanced coordinated
multi-point (CoMP) techniques [7]. In the con-
text of LTE HetNets, cross-tier interference
(between the macro layer and the small cell
layer) has been extensively investigated in the lit-
erature (e.g. [8]). With the anticipated small cell
densification, the 3GPP work continues in Rel. 12
to have additional small cell enhancements [9],
as well as coordinated multi-cell packet schedul-
ing methods, referred to as enhanced CoMP. 

The focus of this paper is on downlink inter-
ference, which becomes trickier in a dense
deployment, with a more diffuse definition of
aggressor cell and victim user. Here new tech-
niques to deal with the co-tier interference are
needed. In addition to network-based strategies
relying on coordination among eNBs, advanced
user equipments (UEs) will be equipped with
interference cancellation capabilities that can
further benefit from the knowledge about inter-
fering transmissions under possible coordination
by the network. Moreover, the mitigation tech-
niques must be sufficiently dynamic to capture
the variations of the interference, which can be
very pronounced in a DenseNet where each cell
serves a low number of users. For instance, we
propose new time and frequency domain coordi-
nation strategies for dense clusters of small cells.
The main idea is to have a proper resource divi-
sion (time or frequency) by dynamically estimat-
ing the potential of the partitioning.

ABSTRACT

The promise of ubiquitous and super-fast
connectivity for the upcoming years will be in
large part fulfilled by the addition of base sta-
tions and spectral aggregation. The resulting
very dense networks (DenseNets) will face a
number of technical challenges. Among others,
the interference emerges as an old acquaintance
with new significance. As a matter of fact, the
interference conditions and the role of aggressor
and victim depend to a large extent on the den-
sity and the scenario. To illustrate this, downlink
interference statistics for different 3GPP simula-
tion scenarios and a more irregular and dense
deployment in Tokyo are compared. Evolution
to DenseNets offers new opportunities for fur-
ther development of downlink interference
cooperation techniques. Various mechanisms in
LTE and LTE-Advanced are revisited. Some
techniques try to anticipate the future in a proac-
tive way, whereas others simply react to an iden-
tified interference problem. As an example, we
propose two algorithms to apply time domain
and frequency domain small cell interference
coordination in a DenseNet.
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The rest of the paper is organized as follows.
We first present the interference distribution in
different 3GPP scenarios and a site-specific case
in Tokyo, noting that the relation between
aggressor and victim and the predominance of
an interferer depend heavily on the particular
scenario. Second, we give an overview of the
available interference management methods.
With more spread interference, there is still
need for further development of inter-cell inter-
ference coordination (ICIC) techniques. We
propose two solutions for the time and frequen-
cy domain small cell interference coordination,
relying on either proactive or reactive schemes.
In both cases, system level performance results
are presented to demonstrate the benefits of
small cell coordination in terms of higher end-
user experienced throughput and lower outage prob-
ability. The article closes with concluding remarks.

INTERFERENCE SCENARIOS AND
STATISTICS

Downlink interference can be mitigated from the
network side by partially muting the interfering
cells through a coordinated inter-cell algorithm.
Another possibility is to let the UEs combat part
of the interference by means of advanced
receivers with interference cancellation (or sup-
pression) capabilities. In any case, the choice of
a proper interference management technique
calls for a thorough study of the interference dis-
tribution between base stations and mobile
users, where the interference sources for a UE
are sorted from the strongest, the dominant
interferer (DI), to the weakest. A good metric
capturing the predominance of a single domi-
nant interference is the dominant interference
ratio (DIR), defined as the ratio between the DI
and the rest of the perceived interference, shown
mathematically as

(1)

where Istrongest is the power received from the DI,
Ii is the power received from interferer i, and N
is the thermal noise power. The improvement in
signal to interference and noise ratio (SINR)
from ideal interference cancellation of the DI is
proportional to the DIR, giving a fine estimation
of whether the strategy can focus uniquely on
the DI, or if weaker interferers also need to be
cancelled or suppressed. The quantities in Eq. 1
are time-variant, so the benefit from mitigating
the DI is only fully achieved when conducted on
a per-user basis and dynamic in time. 

To illustrate the variation of the interference
relations with the network topology, Fig. 1 draws
four exemplary scenarios. Figure 1a is the tradi-
tional homogeneous network, deployed in a
planned manner with equally strong sectorized
macro cells, where not all the UEs perceive a
high DIR and hence the aggressor-victim rela-
tion is diffuse. On the contrary, in a co-channel
HetNet composed of macros and outdoor small
cells sharing the same carrier (Fig. 1b), the
macro cells are the clear aggressor for most of
the small cell users, which are subject to strong
downlink interference both in data transmission
and control channels [8]. Another option is the
deployment of indoor closed subscriber group
(CSG) home eNB small cells (Fig. 1c), where
macro users not belonging to the group cannot
connect. Here, the small cell plays the role of
aggressor to nearby indoor macro users that are
not allowed to get service from the home eNB,
resulting in so-called macro coverage holes. Also
in this case, the definition of aggressor and victim
is precise. Finally, small cells (indoor or out-
door) can be deployed on a dedicated carrier in
a planned or unplanned manner (Fig. 1d), with

∑=
+

≠

DIR
I

I N
strongest

i
i strongest

Figure 1. Interference scenarios and the role of the DI.

The role of the dominant interferer

If the signal from the DI is clearly stronger
than the rest of interference, then

interference coordination techniques
can focus on mitigating uniquely the DI
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Planned deployment of equally
strong sectorized cells.  Not all UEs
have high DIR, and aggressor-
victim relation is more diffuse.

Strong aggressor (macro) and many
victim UEs (pico UEs) with high DIR

Strong aggressor (CSG HeNB)
for non-allowed UE with high DIR

Femto
Planned or uncoordinated deployment of equally
strong small cells.  Not all UEs have high DIR, and
aggressor-victim relation is more diffuse.
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equally strong small cells and omni directional
antennas. Similarly as for the homogeneous
macro networks, not all UEs have a clear DI and
the aggressor-victim relation is vaguer. Another
factor is the potentially unplanned (and irregu-
lar) nature of this topology, which increases the
probability of experiencing a high DIR. 

To sum up, deployments of equally strong
cells tend to experience a spread interference
map (co-tier interference), where users do not
necessarily perceive a clear aggressor or DI, but
often multiple interfering signals of similar
strength. The situation is exacerbated with densi-
fication: as the number of base stations per
square meter increases, the chances of experi-
encing interference from more than one source
also increase. On the other hand, interference
between different layers (cross-tier interference)
leads to higher values of DIR and has been
widely investigated for HetNets. Finally, it is
more likely to perceive a DI in more irregular
deployments. With a high DIR, the benefit of
applying some interference coordination or miti-
gation mechanism is obtained by focusing
uniquely on the dominant interferer, while sce-
narios with low DIR are more challenging and
need to deal with several interference sources. 

In order to further illustrate the characteris-
tics of different network deployments, Fig. 2
compares the empirical cumulative distribution
function (CDF) of the DIR for various scenar-
ios. Three generic 3GPP simulation scenarios as
defined in [9] are considered, based on common-
ly accepted stochastic propagation models. The
3GPP macro-only deployment is composed of a
regular grid of three-sector base stations
deployed at 2 GHz, i.e. similar to the scenario in
Fig. 1a. The 3GPP scenarios with clusters of
small cells operate at 3.5 GHz. For the outdoor
case, 10 small cells are randomly deployed in cir-
cular hotspot areas of 50 m radius. For the
indoor case, a dual stripe multi-floor building
block with one small cell per 100 m2 apartment
is assumed. In addition to the results from the
standardized 3GPP cases, we also report results
for a specific deployment in the city of Tokyo,

Japan. Interference statistics are extracted for an
area of approximately 1 km2 around the Kinshi-
cho Station. The buildings in this deployment
area have an average height of 24 m and a maxi-
mum of 150 m. A total of 20 macro sites are
deployed at 800 MHz (three-sector), 1700 MHz
(three-sector), and 2100 MHz (six-sector), and at
a height of 5 m above the building in its local
area. The average macro inter-site distance
equals 227 m (in contrast to the 500 m of the
3GPP case) with a standard deviation of 18 m.
Moreover, 100 small cells are deployed at 3.5 GHz
and at 5 m height in street canyons, placed main-
ly near the tallest buildings where the radio sig-
nal from the elevated macro-cells typically is
weaker and more traffic can be offloaded. The
statistics of the Tokyo case are separated for the
macro and the small cell users. 

Observing the curves in Fig. 2, the lowest
DIR corresponds to the 3GPP outdoor small cell
case, with dense clusters and a higher probability
of coinciding with several active neighbors. On
the other extreme, the highest DIR is observed
for the Tokyo case, due to the more irregular
and dense deployment, with the DIR of the
3GPP indoor case very close to the outdoor
small cell layer in Tokyo. If a DIR of 3 dB, for
example, is taken as a representative high value,
less than 25 percent of UEs in the 3GPP out-
door small cell case will receive a clear benefit
from mitigating the strongest interferer, whereas
this percentage goes up to more than 50 percent
in the small cell layer of the Tokyo scenario. The
main learning here is that realistic dense net-
works (exemplified here by the data from Tokyo)
may offer higher values of the DIR, and thus the
gains of applying interference coordination
might be higher as compared to the 3GPP sce-
narios. With lower values of the DIR, mecha-
nisms mitigating the strongest interferer should
be applied only for a selected subset of users.

OVERVIEW OF INTERFERENCE
MITIGATION TECHNIQUES

Extensive research related to LTE downlink
interference mitigation has been performed in
academia, industry, and standardization bodies
such as 3GPP. Table I shows an overview of the
different mechanisms. The interference problem
can be addressed from the network side, the
user side, or a joint action of both. Furthermore,
some techniques try to anticipate the future in a
proactive way, whereas others simply react to an
identified interference source. The disadvantage
of reactive solutions is that in highly dynamic
environments the actions may happen too late.
On the other hand, proactive approaches can
lead to a waste of efforts and/or resources by try-
ing to solve matters that may never materialize.

Within the network-based interference coor-
dination category, the first group of solutions is
based on resource partitioning, which can be
conducted in the space domain, time domain, or
frequency domain [9]. The simplest form of
space domain resource partitioning is to use
higher order sectorization in the macro site
installations. As an example, upgrading from
three-sector to six-sector macro sites is found to

Figure 2. CDF of the DIR in different scenarios.
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offer 50–80 percent capacity improvement
depending on the spatial characteristics of the
environment [10]. More advanced space domain
techniques include coordinated beamforming
and coordinated multi-point techniques [7]. 

The time and frequency domain resource parti-
tioning techniques rely on blanking certain trans-
mission resources in some cells to improve the
perceived signal quality of those resources in the
neighboring cells, resulting in a capacity loss for
the cells blanking resources (called cost) and a
benefit for the cells with reduced interference.
The optimum blanking of resources can therefore
be formulated as a value maximization problem,
where the value (or the net benefit) equals the
benefit minus the cost. The enhanced ICIC
(eICIC) scheme is an example of time domain
resource partitioning for co-channel macro and
small cell deployments, where some transmission
resources are blanked at the macro to improve the
quality of the users served by the small cells [8].
The blanking is achieved by using the so-called
“almost blank subframes” (ABS). Using ABS at
the macro is found to offer promising perfor-
mance improvements for co-channel macro and
small cell cases, as the macro acts as an aggressor
for many victim small cell users, and therefore the
benefit can significantly exceed the cost. 

Frequency domain resource partitioning can
be realized by assigning different carriers to
eNBs, or by using different OFDMA sub-carri-
ers for transmission [6]. The simplest form is
hard frequency reuse, where nearby eNBs use
orthogonal frequency carriers. However, hard
frequency reuse seldom results in the best per-
formance for LTE. An alternative option is frac-
tional frequency reuse (or soft frequency reuse),
where some resources are reused by all eNBs,
while others are dedicated to only certain eNBs.
Furthermore, autonomous eNB mechanisms for
dynamically choosing the best carrier(s) have
been widely investigated in the context of femto
cell networks [11]. In all cases, the potential of
time and/or frequency domain inter-cell parti-
tioning methods is fully exploited when they are
dynamically adjusted in step with the time-vari-
ant behavior of the system and the traffic fluctu-
ations. As examples of the former, [12] demonstrates
the benefits of fast versus slow inter-cell coordi-
nation, while aspects of centralized versus dis-
tributed coordination are examined in [13].

Finally, the adjustment of the eNB transmit
power is another network-based technique that
has often been applied to closed subscriber
group femto cells with the goal of reducing the
cross-tier interference toward co-channel macro
users [14].

An alternative to network-based interference
coordination is to rely on advanced UE receivers
with interference mitigation capabilities [3]. UEs
with multiple antennas can exploit linear inter-
ference suppression techniques such as interfer-
ence rejection combining (IRC). However, its
applicability is limited. A UE equipped with M
antennas has M degrees of freedom: one is used
for the reception of its own stream; the remain-
ing M-1 are available to exploit either diversity
or interference suppression. For example, a UE
equipped with two antennas and being served by
an eNB using rank two has to use its single

degree of freedom for inter-stream interference
suppression. Yet the linear interference suppres-
sion at the UE can be boosted with network
coordination. One example is to use rank coordi-
nation. The principle is to schedule victim UEs
with rank one (single stream) on transmission
resources where the neighboring cells also apply
rank one transmission. By enforcing such inter-
cell coordination, the highest gain from using
IRC at the UE can be achieved. Similarly as for
the resource partitioning techniques, the use of
inter-cell rank coordination and IRC receivers
presents a value that can be expressed as benefit
minus cost. Here the benefit is the interference
suppression gain offered by IRC, while the cost
is the potential loss of throughput by restricting
some cells to only use rank one transmission on
certain resources. 

The second variant of receiver-based interfer-
ence mitigation is to apply non-linear interfer-
ence cancellation, where the UE reconstructs the
interfering signal(s) followed by subtraction
before decoding the desired signal. These tech-
niques are especially attractive for cancelling
interference from semi-static signals such as com-
mon reference signals, broadcast channel, and
synchronization channels, as already supported to
a large extent in the latest LTE releases. Howev-
er, applying non-linear interference cancellation
to data channel transmissions is much more chal-
lenging, as the scheduling and link adaptation
(i.e. selection of modulation and coding scheme)
are highly dynamic, and conducted independently
per cell. Hence, getting the most out of non-lin-
ear interference cancellation requires additional
network assistance, and it is an ongoing work
topic in 3GPP Rel-12 standardization [15]. The
idea is to simplify the processing at the UE by
providing a priori knowledge of the interfering
signal characteristics such that the blind estima-
tion of all their features can be reduced. 

The network-based and receiver-based inter-
ference mitigation techniques in Table 1 essen-
tially address the same problem: avoiding
undesirable inter-cell interference. However,
they have been typically treated separately in the
literature. In principle, they are not mutually
exclusive, but addressing the same problem inde-
pendently from different perspectives can lead to
some waste of effort. It remains to be further
investigated how to maximize the synergies from
both strategies. Thus, the new inter-cell interfer-
ence challenges should be addressed by enforc-
ing joint multi-cell cooperation techniques to
fully exploit all degrees of freedom, as illustrated
in Fig. 3. Further research on scheduler and link
adaptation coordination between eNBs is
required, providing additional a priori knowl-
edge to UEs for interference cancellation, as
well as exploiting recent advances in receiver sig-
nal processing techniques.

SMALL CELL INTERFERENCE
COORDINATION FOR DENSENETS

Within the network-based ICIC category, we
propose two methods to improve the perfor-
mance of dense small cell networks: one proac-
tive method using time domain ICIC, and a
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second reactive scheme that relies on carrier
domain ICIC. The time domain algorithm is
applied to clusters of outdoor small cells, where-
as the carrier domain solution has been evaluat-
ed for indoor deployments. In both cases it is
required that the algorithm adapt to changing
traffic conditions, created by a dynamic birth-
death traffic model with a fixed payload per call.
When the payload has been successfully delivered,
the call is terminated.

PROACTIVE TIME DOMAIN ICIC
In the t ime domain,  some subframes are
muted in the small cell layer in order to miti-
gate the interference to the victim users. As
seen in the statistics in Fig. 2, the definition
of aggressor and victim is not straightforward
in dense clusters of cells, and deciding which
small cell to mute and when to do it is not

trivial. Even within the same cell, users per-
ceive different neighbor small cells as their
main aggressor. 

The muting actions are only taken if a small
cell is identified as an aggressor. Otherwise, nor-
mal transmission is used. Therefore, a key aspect
of the algorithm is the identification of victim
users and their aggressors. With the goal of
improving the coverage user throughput, defined
as the 5th percentile user throughput, without
compromising the average user throughput, the
identification of a victim user is twofold. First,
the ratio between the received signal from the
serving cell and the DI has to be below a thresh-
old (set to 10 dB in the simulations). Second, the
DIR has to be above 3 dB (the DI to be per-
ceived at least at double power as compared to
the rest of interference). If both conditions are
met, the user is classified as a victim user and its

Table 1. Overview of downlink interference mitigation toolbox.

Network based
resource
partitioning

Spatial-domain resource partitioning

Use of spatial filtering techniques.
Simplest form is use of sectorized antennas.
More advanced forms include use of arrays of transmit antennas or active
antennas with coordinated beamforming between cells.

Time-domain resource partitioning

Cells are time-synchronized and coordinate at which time-instances they
transmit, such that there are time-instances where Cell A can serve its users
without interference from Cell B. Also known as coordinated muting.
Examples include 3GPP defined techniques such as eICIC and CoMP.

Frequency-domain resource 
partitioning

Include options such as using hard or soft frequency reuse between neigh-
boring cells.
The frequency-domain resource partitioning can be on PRB resolution, or
on carrier resolution if having networks with multiple carriers. The latter is
also referred to as carrier-based ICIC.

Network based
transmit power
control

Transmit power control per cell

Adjustment of transmit power per cell to improve the interference condi-
tions.
Examples include 3GPP defined techniques for femto cell transmit power
calibration to reduce interference toward co-channel macro-users.

UE based
interference
mitigation

Interference suppression

Interference suppression by means of linear combining of received signals
at the UEs antennas.
Examples of such techniques are optimal combining and interference rejec-
tion combining.

Interference cancellation

Interference cancellation with non-linear techniques where the UE esti-
mates one or multiple interfering signals and subtracts them from the
received signal, followed by detection of the desired signal.
Examples include successive or parallel interference cancellation schemes.

Network assisted interference miti-
gation

Schemes where the UE receives additional assistance information from the
network to facilitate more efficient interference mitigation.
This includes cases where the UE receives a priori information of interfering
signals that it should suppress.
The simplest example is common reference signal (CRS) interference cancel-
lation (IC), where the UE receives information related to neighboring cell
CRS characteristics to enable easier non-linear IC of those.

Joint network
and UE based
nterference
mitigation

Exploiting all degrees of freedom for
maximizing the system performance

Hybrid schemes with joint multi-cell coordination to maximize the benefits
of both network based and UE receiver based interference mitigation tech-
niques. 
One example is to use inter-cell rank coordination, such that a UE with the
capability of linear interference suppression of a few strong interfering
streams is primarily scheduled when its serving and interfering cells are
transmitting with rank-1.
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DI is identified as the aggressor cell, which will
be requested to mute. The muting action is
reverted when the victim user that triggered a
muting leaves the system. 

The muting coordination among small cells is
especially challenging when one small cell is
simultaneously aggressor and serving a victim
user. In these cases it is necessary to coordinate
the muting actions among small cells to avoid
situations in which the cell serving the victim
user is muting at the same time as the aggres-
sor. This coordination is attained with a proac-
tive approach, in such a way that each cell has
some pre-assigned “good” time slots with
improved SINR conditions and some “bad”
slots where it may be asked to mute. The pat-
tern of these pre-assigned time-slots is set a pri-
ori. As the densification grows, it is not
convenient to apply the algorithm at a full clus-
ter level as it leads to too complex coordination,
and instead coordination within subclusters of
small cells is recommended. The small cell sub-
cluster division can be done based on the past
history UE measurements and/or small cell net-
work listening mode (NLM) measurements to
identify interfering cells that should belong to
the same subcluster [13]. 

REACTIVE CARRIER DOMAIN ICIC
As a second example of network-based interfer-
ence coordination, we present a reactive carrier
domain ICIC solution. The goal is to orchestrate
a proper use of the component carriers (CC) to
have all users served with at least a certain mini-
mum data rate, expressed by the guaranteed bit
rate (GBR). By default, all the small cells utilize
all the available CCs (reuse 1 strategy). 

The identification of victim users experienc-
ing too low service rates, i.e. below the promised
GBR, is the criterion to trigger the reactive
actions. If the small cell serving the victim user is
not using all its CCs, it can choose to enable
more CCs to increase the available bandwidth. It
can also choose to request interfering small cells
to stop using certain CCs to reduce the experi-
enced interference at the victim user. For each
of the possible hypotheses to improve the per-
formance of the victim user, the corresponding
value (benefit minus cost) is estimated, followed
by taking the action that results in the highest
positive value. As an example, the hypothesis
corresponding to taking more CCs into use for
the small cell serving the victim user will result
in a benefit for that cell, but also a potential cost
in the neighboring cells that will experience
increased interference. Similarly, if a CC is
switched off in cell A it will result in a perfor-
mance loss (cost) for users served by cell A,
while users experiencing interference from cell
A will experience less interference (benefit). For
the sake of simplicity, not all the possible
hypotheses are evaluated, but only those that
involve neighboring cells acting as a DI for the
identified victim user. Finally, when a user that
has previously triggered the carrier domain ICIC
framework leaves the system, the prior actions
aiming at improving the performance for that
user can be reverted.

It is worth noting that the benefit and cost
calculations require information to be shared

between the small cells over the backhaul. How-
ever, the information is rather limited, and is not
considered sensitive to typical backhaul latencies
of 10-50 ms.

PERFORMANCE GAINS
A network layout following the guidelines in [9] is
simulated. The considered 3GPP Rel-12 small cell
scenarios with clustered outdoor cells and indoor
cells are in line with the descriptions given for
Fig. 2. For the case with outdoor clusters, we con-
sider an ultra dense case with 12 small cells per
cluster, whereas indoor small cells are in a dual
stripe building block. The system-level simulator
follows the LTE specifications, including detailed
modeling of major radio resource management
functionalities such as packet scheduling, hybrid
automatic repeat request (HARQ), link adapta-
tion, 2×2 closed loop single-user MIMO with
dynamic precoding, and rank adaptation. Propor-
tional fair (PF) scheduling is applied indepen-
dently at each cell. The finite payload per user is
0.5 Mbytes. For the simulations of outdoor small
cell clusters, we use an open loop traffic model
with Poisson call arrivals and an average offered
load per cluster area ranging from 50 Mbps to
110 Mbps. The simulations for the indoor small
cell cases assume a closed-loop traffic model with
a constant number of users per building block,
with a new call generated immediately after an
existing call is completed. 

In Fig. 4a the user throughput gain of time
domain ICIC is presented as a function of the
offered load. As expected, the relative gain
increases with the offered load of the system,
both in 5 percentile and 50 percentile user
throughput, going up to 40 percent and 25 per-
cent respectively for the highest simulated load.
On the other hand, no significant gains were
observed for values of offered load below 50
Mbps. This makes good sense: at low load, few
users are active at the same time, and the proba-
bility of experiencing strong interference from a
neighbor small cell decreases. In Fig. 4b the
maximum muting ratio (corresponding to the
small cell muting a larger percentage of time in
the simulation) and the average muting is plot-
ted, as a function of the offered load of the system.
As the offered load increases, the percentage of
muting in the system also increases, since the
condition triggering the muting actions is met
more often. 

Figure 3. Cooperative network-based and UE receiver-based interference
mitigation.

Cooperative decisionsAdvanced UE
receivers

Addressing the same problem

Network-based
ICIC

Mute the strongest
interferer

Cancel the impact
of the strongest

interferer

SORET_LAYOUT.qxp_Author Layout  1/7/15  5:33 PM  Page 107



IEEE Communications Magazine • January 2015108

In Fig. 5 the performance of carrier domain
ICIC with four CC per small cell is shown. Fig-
ure 5a shows the outage probability of having
users experiencing a service rate below their
GBR versus the offered load (expressed by the
average number of users per small cell). Results
are reported for both the plain frequency reuse
case (without any interference management) and
for the proposed reactive carrier domain ICIC
scheme. Similarly to the results of the time
domain ICIC, there is no gain from applying
interference coordination at low load with only a
few users per small cell. As expected, the
improvement in outage becomes significant as
the load increases, allowing one more user per
small cell when the carrier domain ICIC is
enabled. Indeed, the increase in capacity goes up
to 25 percent: four users with reuse one versus
the five users of carrier domain ICIC. The prob-
ability mass function for the number of used
CCs per small cell is reported in Fig. 5b for each
offered load. With only one user per small cell
on average, it is observed that 94 percent of the
cells use all four CCs, i.e. the carrier domain
ICIC is seldom triggered. As the load increases,
the interference coordination is applied more
often, with only 18 percent probability of using
all four CCs per small cell. 

CONCLUSIONS
In this paper we have discussed the role of the
interference for a variety of deployments, rang-
ing from homogeneous macro-only networks to
dense small cell networks. The first step has
been motivating the terminology of aggressor
and victim and the dominant interference ratio
(DIR), as effective elements for investigating the
advisability of interference coordination. Inter-

ference statistics for generic 3GPP simulation
scenarios and a site-specific case in Tokyo are
compared, showing a larger potential of applying
interference management techniques in the lat-
ter case. An overview of the huge variety of
interference management techniques is also pre-
sented, and the best solution for a given network
will depend on factors such as the deployment,
the desired optimization goal, or the UE capa-
bilities. Hybrid schemes of network-based inter-
ference coordination and user-based interference
suppression by means of advanced receiver sig-
nal processing are identified as an area that
requires further research. Finally, we have pro-
posed two algorithms to apply either proactive
time-domain or reactive carrier-domain co-tier
interference coordination with different opti-
mization goals. The main idea is to have a prop-
er resource division (time or frequency) by
dynamically estimating the potential of the parti-
tioning. The performance results show gains of
25–40 percent user throughput and 25 percent in
capacity. In conclusion, we have essentially
shown that evolution to DenseNets opens new
opportunities for interference coordination
research. 
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Figure 5. Carrier domain ICIC with indoor small cell DenseNets: performance results: a) outage vs. average number of UEs per
small cell; b) probability mass function for the number of used CCs vs. average number of UEs per small cell.
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1 The percentage share
of managed WLANs is
calculated by matching
the first three bytes of
the logged MAC
addresses with the IEEE
OUI record of the top
ten enterprise/SP WLAN
vendors. Since there are
other enterprise/service-
provider WLAN ven-
dors, the percentage
share estimated here is a
lower bound. See [3] for
further details.

INTRODUCTION

Since their introduction in the early 2000s, the
deployment of wireless local area networks
(WLANs) has been constantly growing. While
most urban residences and offices now already
use WLANs, the recent spurt in WLAN density
has been due to large-scale deployments by
mobile operators and broadband Internet pro-
viders, collectively termed as service providers
(SP) Wi-Fi [1]. This rapid rise in the number of
Wi-Fi access points (APs) has led to an interest-
ing mix of deployments where residential, enter-
prise, and SP APs operate on the same spectrum
(and can thus interfere with each other), but
enterprise and SP APs are actively managed and
can usually adapt to interference much better
than residential APs due to better and more
expensive hardware and software. Figure 1 shows
the combined percentage of enterprise and SP
access points (of the total APs observed) in a
representative 1 sq. km. area of four major US
cities, as per the crowd-sourced WiGLE.net
database [2]. A clear trend of an increasing per-
centage of “managed WLANs” can be observed,
especially since the beginning of 2012.1

Since the coverage regions of the enterprise/
SP APs often overlap with that of residential

APs, this growth in actively managed APs can
result in performance problems for the residen-
tial APs. An immediate example of the potential
problem is the disparity between the channel
selection schemes used in residential and man-
aged WLANs. Most low-cost residential APs
either operate on a fixed channel or change
channels only upon power cycle, while most
enterprise and SP APs incorporate centralized,
adaptive channel assignment schemes. Thus in
areas where both types of APs are present, the
residential APs can potentially be cornered into
higher interference channels, while the managed
APs adapt their channels in response to interfer-
ence. In this paper we target such mixed-deploy-
ment problems and build the understanding
toward the key question: What is the impact of
the increasing density of highly-adaptive enter-
prise/service provider APs on the performance of
typical residential APs and vice versa?

In order to measure the performance of dif-
ferent types of APs in extremely dense networks,
we extend Liew’s Maximum Independent Set
(MIS) model for channel share estimation [4]. In
their seminal paper (which has since laid the
foundation for throughput-optimal CSMA [5]),
Liew et al. proposed an approximate but highly-
accurate technique to calculate the channel
share of an AP given the contention graph of
the nodes surrounding that AP. Using the origi-
nal MIS model for dense network graphs com-
prising hundreds of nodes runs into computa-
tional bottlenecks since the process involves
finding all maximum independent sets of a
graph, a classical NP-hard problem with a long
standing bound of exponential complexity [6]. As
such, in this paper we propose an approximation
mechanism to parametrize the balance between
computational complexity and desired accuracy. 

Using this approximation technique, we mea-
sure the performance of a typical centralized
channel assignment algorithm in the presence of
a varying number of residential APs through
dense-deployment simulations. The simulation
scenarios are designed to reflect the current
deployment mix in urban areas (5–25 percent
managed and the rest residential), and also the
possible continuation of the trends shown in
Fig. 1, for example 50–75 percent managed APs.
Different channel assignment schemes are
assumed for the low-cost residential APs, in par-
ticular, static default, random, and least congest-
ed channel schemes. A key finding from the
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simulations is that, while the trend of an increas-
ing percentage of managed APs would improve
the overall utilization of the ISM band, at high
densities the existing managed APs would per-
form worse and the existing residential APs
would perform better. The intuition behind this
result is that, to an extent, the better perfor-
mance of the managed APs over residential APs
is because of the non-optimal choices made by
the latter; and as more and more APs improve
their resource-usage choices, the potential gains
for managed APs is reduced due to the overall
capacity of the spectrum being bounded. 

The key contributions of this paper are: 
• We propose a parametric approximation

scheme to extend known channel estima-
tion models for extremely dense network
graphs. The key parameter in the model
controls the tradeoff between accuracy and
computation time. 

• We study the performance of Wi-Fi APs in
homogeneous as well as mixed settings, i.e.
a fraction of APs in a region use simple
static channels, while others are managed
by a central controller. 

• We highlight the issue of inverse correlation
between the percentage of managed APs
and their performance relative to non-man-
aged APs through both simulation and
experimental results. 

• We discuss the broader implications of the
observed results in terms of the perfor-
mance of unlicensed band nodes in dense
settings. 

MODELING AP CHANNEL SHARE IN
DENSE DEPLOYMENTS

The number of available channels in Wi-Fi is
substantially less than what is required to build a
conflict-free graph in dense settings. Hence all
practical channel assignment schemes must
assign the same channel to multiple APs in range
of each other. A channel assignment scheme
working with k available channels converts the
distance-based graph, i.e. one in which an edge
exists between two nodes if they are in carrier
sense range of each other irrespective of the
operating channel, to k derived-graphs. A node
appears in derived-graph i if it has been assigned
channel i, and a link in the original distance-
based graph is transferred to the derived-graph i
only if both its end-points are in i. Given such
derived-graphs, a general model for the channel
share of each AP as per the underlying CSMA
protocol has proven to be extremely elusive,
except for the case of a completely connected
graph for which Bianchi’s work provides an
accurate model [7]. For a completely connected
graph with N nodes, the channel share of each
node comes to approximately 1/N.

LIEW’S MIS MODEL
Liew et al. [4] proposed the following simple
technique to calculate the approximate channel
share of each node. Given a contention graph,
first calculate its maximum independent sets
(MISs). An independent set is a set of vertices,
no two of which are connected by a link in the

graph, and the maximum independent sets are
such sets with the highest number of elements.
The normalized throughput of each node in the
graph is then given by the ratio of the number of
MISs that node appears in to the total number
of MISs. Performance results from experiments
done with physical Wi-Fi devices have been
shown to closely match the estimates given by
this MIS model [4]. 

While being derived from a theoretical analy-
sis of the underlying CSMA networks, the key
intuition behind the accuracy of the MIS model
is that among the 2N possible states comprised
of each node of a N node graph being on or off,
the CSMA protocol largely favors the “greedy”
states, i.e. the states that result in the maximum
number of nodes transmitting simultaneously.
Further, all such greedy states are equally proba-
ble, and thus the throughput of each node is
dependent on how many greedy states it appears
in, relative to the total number of such states. 

PARAMETRIC APPROXIMATION OF THE
MIS MODEL

Although simple to reason about, the problem
with utilizing this MIS model is that computing
all maximum independent sets of a graph is a
classical NP-hard problem with a longstanding
bound of exponential complexity [6]. As such, we
propose the following approximation mechanism
to parametrize the balance between computa-
tional complexity and desired accuracy. 

Since computing the MISs of the complete
graph is computationally expensive, we use the
same MIS model per node over a neighborhood-
graph centered around each node. The neigh-
borhood-graph is defined by a parameter termed
span which can range from 0 to the diameter of
the graph. For a selected span s, the neighbor-
hood-graph of a node i is formed of all the nodes
at a graph-distance of less than or equal to s.
For each node j at a distance exactly equal to s
from node i, all directly connected nodes that
are not already included in the neighborhood-

Figure 1. Percentage of APs from enterprise/SP WLAN vendors out of all
observed APs from the WiGLE.net database [2].
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graph of i are added to it but the connectivity
between such nodes is assumed to be a clique.
The process is illustrated in Fig. 2, which shows
the process for building neighborhood-graphs of
different spans around node 1. Note that for the
span 0 graph, nodes 2, 3, and 4 are included but
links 2–3 and 2–4 are added even though they
are not present in the original graph. 

The intuition behind the step of clique-for-
mation at the edge of the span is to invoke the
standard 1/N model beyond the point of the
neighborhood-graph. This results in the comput-
ed channel share to be exactly equal to that
found through the 1/N model for span 0 and
equal to that derived from the MIS model for
maximum span. Figures 3a and 3b show the
mean error compared to maximum span, and the
time required for computation respectively when
varying the span from 0 to 2 and the number of
nodes in the graph from 20 to 50. All values are
averaged over 100 random initiations of the
graph. As is clear from these plots, while com-
puting the span 0, i.e. the 1/N model is extremely
fast, it can result in large errors; increasing the
span decreases the error but results in a corre-
sponding increase in the computation time. For
a given application, the value of the span param-
eter should be chosen according to the require-
ments of accuracy and computation time. For all
the simulation results presented next, we use a
value of span = 2 since for the size of the graphs
considered, a higher span results in prohibitively
larger computation times.

ANALYZING CHANNEL ASSIGNMENTS
IN MIXED DEPLOYMENTS

The approximate MIS model defined earlier
provides a scalable mechanism to estimate the
saturation throughput of APs given the deploy-
ment topology and the channel assignment. In

this section, we use that model to study the per-
formance of different channel assignment mech-
anisms under different assumptions about the
mix of residential vs. enterprise/hotspot APs. 

SIMULATION DESCRIPTION
All results presented in this section are based on
MATLAB simulations of dense AP deployments
in a 1 sq. km. area. To exactly model the perfor-
mance perceived by clients in a realistic deploy-
ment, the simulation must consider, at the least: 
• Environment-dependent pathloss, shadow-

ing, and multipath, including wall losses.
• The number, placement, and capabilities of

client devices.
• The offered load and its variation for each

client.
• The policy of the AP for scheduling multi-

ple backlogged clients (note that this is not
specified by the 802.11 standard).

• Capture effect, based on relative signal
strength and timing of interfering signals.
Accounting for all these factors can make the

simulations extremely intractable, especially
when simulating extremely dense deployments.
As such, we consider a much simplified simula-
tion setting that retains the qualitative nature of
the tradeoffs involved but admittedly misses
some of the finer nuances involved in wireless
communications. 

In order to focus on node-starvation and sim-
ilar network-level effects, we limit the granulari-
ty of simulations to APs, i.e. measuring the
throughput achieved at each AP instead of each
client. This relieves us from the task of modeling
AP load-distribution policy, client locations, and
capabilities. We assume a downlink saturation
scenario, which translates to the assumption of
each AP always having one or more connected
clients whose data demand is enough to prevent
the AP from being idle when it gets access to the
channel. We consider a purely distance-based
interference model. If two APs are within carrier
sense range (assumed to be 100 meters), there
exists a link between them in the contention
graph. Each channel assignment scheme is
assumed to be working with three orthogonal
channels, as in the 2.4 GHz band. Similar results
can be obtained for a regime with more channels
or with non-orthogonal channels by considering
a channel overlap dependent sharing model [8].

Metrics: Normalized Throughput and
Starved Nodes — We use two key perfor-
mance metrics throughout this study. The first
metric is mean normalized throughput received
by an AP. As mentioned above, the throughput
“received by an AP” reflects the combined
throughput that all clients connected to the AP
would be expected to receive. The term normal-
ized is used to indicate that all throughputs are
expressed as a fraction between 0 and 1; an AP
with a normalized throughput of 1 gets access to
the channel 100 percent of the time, whereas a
normalized throughput of 0 indicates that the
AP never sees the channel free for transmission.
This is calculated using the approximate MIS
model described earlier. The other metric we
focus on is the percentage of starved nodes, as
estimated from the MIS model. A channel

Figure 2. Formation of the neighborhood-graph for approximating the MIS
model.
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assignment scheme can result in a starved node
if the neighborhood contention graph around
the node is such that the node receives a much
smaller share of the channel. We want to empha-
size that although the MIS model would esti-
mate a zero throughput for such a node, it is
only applicable in scenarios where all nodes have
saturation traffic over a long period of time.
Since in reality some nodes may be intermittent-
ly idle, these starved nodes might get access to
the channel during the idle-times of other nodes.
Nonetheless, from a deployment perspective, the
starved nodes identified by the model would be
topologically vulnerable to performance prob-
lems and would offer very low throughput to
connected clients during times of peak traffic,
i.e. near-saturation load. 

SIMULATION RESULTS: 
HOMOGENEOUS SETTINGS

We first benchmark the performance of three
channel assignment strategies in homogeneous
settings, i.e. all nodes follow the same algorithm: 
• Random channel: each AP independently

selects one of the three available channels
respectively.

• Local selection: APs are deployed sequen-
tially, and each AP selects the least con-
gested channel from a local viewpoint.

• Centralized assignment: a single entity
assigns the channel for all APs using a com-
monly used, greedy graph coloring heuristic [9].

In most real-world scenarios the number of
available channels are far fewer than that
required for completely conflict-free coloring.
Thus this heuristic employs a multi-pass
approach in which every pass involves identifica-
tion of the most “saturated” node, i.e. the node
with the largest number of already colored neigh-
bors, and then assigns it a color that is least used
among its neighbors. These three strategies are
an extremely small subset of a vast trove of
research as well as production algorithms for
channel selection in wireless networks, including
distributed schemes that specify optimal deci-
sions for individual APs without the need for

explicit cooperation [10]. However, these can
serve as simplified representative strategies that
occupy very different points in the space of pos-
sible channel assignment algorithms.

Figure 4a shows the mean normalized
throughput at an AP for the three channel
assignment schemes listed above. Each point
shown in the plots is the average of 1000 simula-
tions runs with AP locations chosen from a uni-
form random distribution within the simulation
area of 1 sq. km. for each run. An interesting
insight from this result is that a simple random
channel selection performs reasonably well,
especially in extremely dense settings since the
gains from an optimal choice of channel is vastly
reduced if all channels are almost equally crowd-
ed. However, in moderate densities (100–200
APs/sq.km), the centralized algorithms result in
sizable gains of up to 30 percent. The gains from
the centralization can be seen more prominently
in terms of the starved node metric. Figure 4b
shows the mean percentage of starved nodes
(out of all nodes in the simulation) for varying
densities. The performance of the random and
local assignment schemes as per this metric gen-
erally follows the same trends as observed in
Fig. 4a. However, the centralized assignment
results in substantially fewer starved nodes at all
densities.

SIMULATION RESULTS: MIXED SETTINGS
Next we consider deployments where different
APs in range of each other use different channel
assignment schemes. In reality, the number of
different channel selection algorithms is bound-
ed only by the number of different vendors (we
observed more than 500 different vendors in the
WiGLE.net dataset used in Fig. 1, and hence a
myriad of scenarios with various permutations of
AP locations and channel assignment schemes
can arise). To make this analysis tractable for
simulations, we compare the scenarios in which
all APs under consideration either set channels
based on a single centralized scheme or follow a
different scheme independently. In practice, this
assumption translates to the case of a single
regional service assigning channels to all APs in

Figure 3. Performance of the approximation algorithm for different spans: a) error percentage compared to max span; 
b) evaluation times for different spans.
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the region, except for a varying number of non-
subscribers. Alternatively, this is also applicable
when the same fraction of APs implement a dis-
tributed version of a centralized algorithm by
cooperating through a database service such as
the TV White Space database [11]. 

The ratio of the number of APs following an
independent scheme to those under the central-
ized scheme is varied from all APs belonging to
one camp to all APs belonging to the other
camp in step size of 5 percent of the total APs in
consideration. For each ratio, 1000 simulation
runs are performed where APs are deployed
randomly and the independent group is chosen
at random after the deployment. The centralized
algorithm described above is used for the single
centralized group, while three different assump-
tions are made for the independent group: ran-
dom, local assignment, and same (all APs choose
the same channel, for example channel 6 by
default). Since the local assignment scheme
involves scanning all channels locally for count-
ing the number of neighboring APs on each
channel, additional assumptions need to be
made about the order in which the centralized
and local assignments occur. For this, we assume
that the APs in the independent group are
turned on sequentially after the centralized
group has fixed its channels. However, since we
want the independent and centralized groups to
reflect the behavior of low-cost residential APs
and actively-managed hotspot APs, respectively,
we assume that the local assignments, once
made, remain fixed, while the centralized assign-
ments are re-computed after the deployment of
the local group. 

Figure 5 shows both metrics described for the
cases of random, local, and same channel assign-
ments for the independent group. For each plot
in these figures, the averages are computed over
all the APs in the simulation, i.e. APs from the
independent group and the centralized group
together, and the shaded regions show the stan-
dard deviation around the mean values. The
trends across all the cases are similar. There is a
gradual increase in performance, in terms of
both throughput and number of starved nodes as
the ratio of APs acting independently is

decreased. In other words, when deployment
scenarios evolve from completely independent
operation to a completely cooperative regime,
throughput gains of the order of 40 percent and
15 percent are possible for the random and local
assignments, respectively. The gains in terms of
alleviating starved nodes are more pronounced,
approximately 4x and 3x, respectively, for the
same scenarios as above. Another interesting
point to note here is that the performance of the
centralized algorithm falls very gracefully in the
presence of an increasing number of APs that
are outside its control, as observed from the
smooth nature of all curves. The extreme sce-
nario of all independent nodes choosing the
exact same channel is shown in Figs. 5e and 5f.
As can be expected, the gains from all nodes
using a centralized algorithm compared to indi-
vidual operation are more here, approximately
2x in terms of mean throughput and 9x in terms
of percentage of starved nodes. 

The results above suggest that if the deploy-
ment trends shown in Fig. 1 continue, i.e. the
percentage of more actively managed cooperat-
ing APs increases, the overall performance of
APs will improve. However, when the same
results are broken into the performance of the
independent APs and the cooperating APs mea-
sured separately, a more nuanced view emerges.
Figure 6a shows the breakup of the mean
throughput between the two groups for a partic-
ular simulation: a mix of centralized and same
channel APs with a density of 200 APs/sq. km.
This shows that for a given density, as the per-
centage of independent APs decreases, the per-
formance of the centralized APs also decreases,
whereas that of the independent APs increases.
This somewhat counter-intuitive result arises
from the fact that when only a few APs make a
smart choice about the channel in the presence
of many “dumb” APs, they get more room to
optimize the channel selection process. In other
words, the worse performance of the indepen-
dent APs in a setting with mostly independent
APs is partially due to inefficient crowding of
these APs onto certain channels, leaving more
channels open to those APs that can sense and
decide, whereas when only a few APs make sim-

Figure 4. Comparison of channel assignment schemes in homogeneous settings: a) normalized throughput; b) starved nodes.
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ple, static choices, the penalty of those choices is
less severe since the centralized APs can sense
and adjust their own channels accordingly.

EXPERIMENTAL VALIDATION OF RESULTS
We performed a set of experiments with eight
hardware nodes in order to verify the relation
between the percentage of centralized nodes and

their performance, observed in Fig. 6a. We use
an eight-node attenuator system available as a
part of the ORBIT lab facility [12]. This mea-
surement system consists of eight Linux boxes,
each of which has an Atheros 5212/5213 mini-
PCI card and an Intel 6250 mini-PCIe
802.11/802.16 card. The nodes are enclosed in an
RF enclosure that provides 80 dB of isolation,

Figure 5. Performance under mixed deployment scenario. Figures a) and b): centralized vs. random; c) and d): centralized vs local;
e) and f): centralized vs. same.
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whereas all the input/output ports of the wireless
cards are connected through a programmable
attenuator. This setup provides a way to create
arbitrary topologies (within the operating range
of the attenuators) in a stable manner. Further
details about this setup are available at [13]. 

For these experiments, we first randomly
select 100 topologies out of the 11,117 connect-
ed topologies that are possible in a graph of
exactly eight nodes [14]. The reason for this sub-
sampling is that each experiment takes a consid-
erable amount of time and the error margins
obtained by averaging over 100 topologies
seemed within acceptable bounds. For each
topology, we run nine different experiments in
which we vary the number of APs, choosing a
constant fixed channel from 0 to 8 in increments
of 1. Channels for the remaining APs in each
experiment are assigned using the centralized-
MIS scheme. 

Figure 6b shows the performance of indepen-
dent nodes, centralized nodes, and that of all
nodes combined. As observed in the simulation
results, this figure indicates that as the fraction
of nodes that are under centralized control
increases, the room for improvement in their
performance decreases. Specifically, across 100
different topologies, the throughput obtained by
a single “smart” AP in presence of seven other
APs, all of which select the same channel, is on
average 20 Mbps, whereas when all eight APs
are under the same centralized channel assign-
ment scheme, the average throughput of each
AP is about 15 Mbps, indicating a ~25 percent
drop in performance. 

IMPLICATIONS AND DISCUSSIONS
In this paper we have highlighted the problem of
co-existence between low-cost residential APs
and actively-managed service provider APs in
dense urban deployments. While several past
works on heterogeneous radios have focussed on
the interaction of different transmission tech-

nologies such as Wi-Fi, Bluetooth, and ZigBee,
we study one specific difference that arises with-
in Wi-Fi APs: the manner in which their chan-
nels are set. The vast difference in the cost and
complexity of different APs poses a problem of
unequal and unfair distribution of resources,
especially in dense settings where performance is
largely dependent on the number and type of
other devices in the vicinity. We provide a
detailed description of the simulation setup in
order to encourage further studies of macro-
level characteristics in dense wireless networks.
Such simulations require abstraction of a num-
ber of finer aspects of the wireless medium, but
enables the study of inter-linked mechanisms
that can sometimes reveal counter-intuitive
results. The simulation results presented in this
paper lead to the following broader perspective
and discussion points.

•Liew’s MIS model for the channel share of
a CSMA node, and the approximation of that
model, shows that the performance of Wi-Fi
APs can be greatly affected by the specific topol-
ogy that happens to have formed due to other
APs in its vicinity. The presence or absence of a
single AP a few hops away can change the maxi-
mum independent sets of the graph and conse-
quentially the channel share of an AP. Limiting
the span around each node in the model can
reduce the computation time but leads to larger
approximation errors. 

•In dense wireless network studies, starved
nodes, i.e. nodes that are topologically vulnera-
ble to performance problems, could be an impor-
tant metric of interest. While under realistic
traffic conditions these nodes might achieve non-
zero throughput, the system design should aim
at minimizing the number of such nodes since
they will be prone to low channel share as and
when traffic nears saturation. 

•Increasing density of APs leads to substan-
tial reduction in the average performance of
channel selection schemes, and at 400-500
APs/sq.km. there are no benefits of a local chan-

Figure 6. Breakdown of the performance gain — increasing percentage of centralized APs leads to increasing performance of the
independent APs: a) simulation results; b) experimental validation.
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nel selection strategy since random selection
works equally well. Centralized channel assign-
ment, on the other hand, helps at all densities,
especially in terms of the starved node metrics. 

•While the increase in the number of APs
leads to lower performance for all APs, the resi-
dential APs would in fact be better off if new
APs in their vicinity use a centralized infra-
structure for channel planning, as compared to
the new APs also being residential APs with
fixed/local channel selection schemes. 

An important extension of the problem as
well as the simulation setup would be to consid-
er multiple disjoint networks, each using the
same or different centralized channel assignment
algorithms. In general, it is not obvious to pre-
dict whether performance will still be close to
the case of a single central agency, or will resem-
ble that of local independent selections. Further
work in this regard can also consider other radio
resource allocation problems such as rate con-
trol, power control, and client-AP association
optimization. 

REFERENCES
[1] S. Gundavelli et al., Service Provider Wi-Fi Services over

Residential Architectures, IETF Internet Draft, draft-gun-
davelli-v6ops-community-wifi-svcs-06.txt, Apr. 2013.

[2] WiGLE: Wireless Geographic Logging Engine,
http://www.wigle.net/.

[3] Visualization of Wi-Fi Deployment over the Years for
Different Cities in the US, http://www.winlab.rutgers.
edu/baid/apViz.html.

[4] S.-C. Liew et al., “Back-of-the-Envelope Computation of
Throughput Distributions in CSMA Wireless Networks,”
IEEE Trans. Mobile Computing, vol. 9, no. 9, 2010, pp.
1319–31.

[5] L. Jiang and J. Walrand, “A Distributed CSMA Algorithm
for Throughput and Utility Maximization in Wireless
Networks,” IEEE/ACM Trans. Net., vol. 18, no. 3, June
2010, pp. 960–72.

[6] I. M. Bomze et al., “The Maximum Clique Problem,”
Handbook of Combinatorial Optimization, Kluwer Aca-
demic Publishers, 1999, pp. 1–74.

[7] G. Bianchi, “Performance Analysis of the IEEE 802.11
Distributed Coordination Function,” IEEE JSAC, vol. 18,
no. 3, 2000, pp. 535–47.

[8] A. Mishra, S. Banerjee, and W. Arbaugh, “Weighted
Coloring based Channel Assignment for WLANs,” SIG-
MOBILE Mob. Comput. Commun. Rev., vol. 9, no. 3,
July 2005, pp. 19–31.

[9] J. Riihijarvi, M. Petrova, and P. Mahonen, “Frequency
Allocation for WLANs Using Graph Colouring Tech-
niques,” Proc. 2nd Annual Conf. Wireless On-demand
Network Systems and Services (WONS), 2005, pp.
216–22.

[10] D. Leith and P. Clifford, “A Self-Managed Distributed
Channel Selection Algorithm for WLANs,” 4th Int’l.
Symp. Modeling and Optimization in Mobile, Ad Hoc
and Wireless Networks, Apr. 2006, pp. 1–9.

[11] “In the Matter of Unlicensed Operation in the TV
Broadcast Bands: Third Memorandum Opinion and
Order,” Federal Communications Commission, Apr.
2012.

[12] D. Raychaudhuri et al., “Overview of the ORBIT Radio
Grid Testbed for Evaluation of Next-Generation Wireless
Network Protocols,” Proc. IEEE WCNC, 2005, vol. 3, pp.
1664–69.

[13] Sandbox 4 at ORBIT, http://bit.ly/1eeYi2w.
[14] Information System on Graph Classes and Their Inclu-

sions, http://www.graphclasses.org/smallgraphs.
html#nodes5.

BIOGRAPHIES
AKASH BAID (baid@winlab.rutgers.edu) is a network soft-
ware engineer at Tarana Wireless. This work was part of
his Ph.D. research at the Wireless Information Network
Laboratory (WINLAB) at Rutgers University. He received his
B.Tech degree in electronics and communications engineer-
ing from the Indian Institute of Technology Guwahati in
2008, and the M.S. and Ph.D. degrees in electrical and
computer engineering from Rutgers University in 2010 and
2014, respectively. 

DIPANKAR RAYCHAUDHURI [F] (ray@winlab.rutgers.edu) is a
distinguished professor of electrical & computer engineer-
ing, and director of WINLAB (Wireless Information Network
Lab) at Rutgers University. Dr. Raychaudhuri has previously
held corporate R&D positions in Iospan Wireless, NEC USA
C&C Research Laboratories, Broadband Communications
Research, and Sarnoff Corp. He obtained his B.Tech (Hons)
from the Indian Institute of Technology, Kharagpur in
1976, and the M.S. and Ph.D. degrees from SUNY, Stony
Brook in 1978 and 1979, respectively.

While the increase in

the number of APs

leads to lower per-

formance for all APs,

the residential APs

would in fact be bet-

ter off if  new APs in

their vicinity use a

centralized infra-

structure for channel

planning, as com-

pared to the new

APs also being resi-

dential APs with

fixed/local channel

selection schemes.

BAID_LAYOUT.qxp_Author Layout  1/7/15  3:15 PM  Page 117

http://www.wigle.net/
http://bit.ly/1eeYi2w
http://www.graphclasses.org/smallgraphs.html#nodes5
mailto:baid@winlab.rutgers.edu
mailto:ray@winlab.rutgers.edu
http://www.winlab.rutgers.edu/baid/apViz.html


IEEE Communications Magazine • January 2015118 0163-6804/15/$25.00 © 2015 IEEE

Kyungseop Shin, Ieryung
Park, Dongsoo Har, and
Dong-Ho Cho are with
Korea Advanced Institute
of Science and Technology.

Junhee Hong is with
Gachon University.

INTRODUCTION

A typical Wi-Fi network consists of an access
point (AP) and nodes (or stations, STAs) wire-
lessly connected to the AP. An AP and its asso-
ciated nodes are called a basic service set (BSS).
STAs such as smart phones, laptops, and smart
pads can take on the role of AP to other STAs,
establishing peer-to-peer (p2p) links between
STAs in ad hoc mode [1]. This changeable con-
figuration of a Wi-Fi network provides great
flexibility in delivering different types of data
services between APs and nodes or between
nodes. Diverse applications requiring high data

rate and abundant mobile STAs need more APs
to attain concurrent data transmissions. With the
typical service range of an AP covering tens of
meters, Wi-Fi networks with respective APs are
subject to dense deployments, particularly in air-
ports, train stations, sports stadiums, apartments,
and other hotspots. However, tens or hundreds
of STAs within a small space of dense Wi-Fi net-
works, requesting diverse types of data services
simultaneously, incur data collisions. Dense
deployment of Wi-Fi networks naturally increas-
es interference levels, so per-node throughput
(or area throughput) of Wi-Fi DenseNets exist-
ing in such circumstances would be significantly
decreased.

Recently, Qualcomm Inc. and Huawei Tech-
nologies Co. Ltd. announced the introduction of
Long Term Evolution-Advanced (LTE-A) tech-
nology to the unlicensed frequency band (LTE-
U) around 5 GHz [2]. The main goal of LTE-U
is to offload explosively growing cellular traffic
to the comparatively inactive unlicensed fre-
quency band. Ironically, it is also conceived that
data traffic of Wi-Fi DenseNets can be offloaded
to cellular networks to get less dense operating
conditions for Wi-Fi DenseNets [3].

Elevation of spectral efficiency is another
option to mitigate the harsh operating conditions
of Wi-Fi DenseNets. Current attempts to
increase the spectral efficiency of 4G cellular
networks [4] based on orthogonal frequency-divi-
sion multiplexing (OFDM) can be adopted for
Wi-Fi DenseNets. New technologies being con-
sidered for 5G cellular networks include non-
orthogonal multiple access (NOMA) [5],
spectrally efficient frequency-division multiplex-
ing (SE-FDM) [6], and orthogonal frequency-
division multiple access with variable tone spaces
(OFDMA-VTS) [7]. Basic principles of these
technologies are explained later in this article.

To deal with the issue of Wi-Fi DenseNets,
the High Efficiency WLAN Study Group (HEW
SG) was formed in May 2013, and as an exten-
sion of their activity, effort on standardization of
IEEE 802.11ax was initiated in May 2014. The
goal of the Task Group on IEEE 802.11ax is to
improve per-node throughput of Wi-Fi
DenseNets in the presence of interfering sources.
They have considered indoor and outdoor envi-
ronments such as public hotspots, apartments,
and picocell streets, where Wi-Fi DenseNets are
actually deployed. In order to increase area
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Wi-Fi networks are widely deployed for pro-
vision of Internet-centric data services. Since the
inception of the Wi-Fi network in 1997 with its
technical specification rooted in the IEEE 802.11
standard, much progress for higher data through-
put has been made. Currently popular IEEE
802.11n Wi-Fi network in 2.4/5 GHz can deliver
600 Mb/s over a 40 MHz channel, which works
well for most types of Internet-centric data ser-
vices, and a later version of a Wi-Fi network
based on IEEE 802.11ac is able to transmit at
about 7 Gb/s. A simple configuration of a Wi-Fi
network consisting of an AP and multiple sta-
tions for bidirectional data transmission enables
low-cost implementation. High data rate provid-
ed at low cost as well as the abundance of Wi-
Fi-capable mobile stations recently led to dense
deployment of Wi-Fi networks, particularly in
residential areas, business offices, and indoor/
outdoor hotspots. However, dense deployment
of Wi-Fi networks (e.g., Wi-Fi DenseNets) caus-
es significantly increased overall interference,
and as a result a significantly lowered achievable
data rate. Thus, it is sensible to consider tech-
nologies that can resolve or mitigate deteriorat-
ed throughput of Wi-Fi DenseNets. In this
article, technologies to deal with throughput
enhancement of Wi-Fi DenseNets are addressed
from three different perspectives: exploiting cel-
lular technology for data transmission, elevating
spectral efficiency, and controlling overall inter-
ference levels. Evaluation of interference control
for Wi-Fi DenseNets is carried out in this arti-
cle, and it is found that significant per-node
throughput enhancement can be achieved.
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throughput of Wi-Fi DenseNets, they suggested
dynamic sensitivity control (DSC) and transmit
power control (TPC). The effect of DSC and
TPC is evaluated, and the throughput gain from
them is presented.

Technical evolution of Wi-Fi networks is
described. Technologies to alleviate harsh operat-
ing conditions in Wi-Fi DenseNets and deploy-
ment scenarios devised by IEEE 802.11ax are also
described. We present evaluation of DSC and
TPC when applied to IEEE 802.11n DenseNets.
We then briefly summarize this article.

TECHNICAL REVIEW OF
WI-FI DENSENETS

Figure 1 shows observed channel occupancy of
IEEE 802.11n Wi-Fi networks in an indoor
hotspot area of Suwon City, Korea. Figure 1a
represents measured received signal strength
indicator (RSSI) levels of Wi-Fi channels in 2.4
GHz band, and Fig. 1b illustrates measured
RSSI level in 5 GHz band. Approximately 30 AP
signals are observed in each frequency band, and
each ID indicates an AP. For the majority of
Wi-Fi channels, multiple APs coexist with similar
RSSI levels, so associated AP and interfering
APs cannot be judged by measured RSSI levels
alone. It is seen in the figure that some Wi-Fi
channels are overly crowded while other chan-
nels are not used at all. Uneven distribution of
occupied Wi-Fi channels indicates that channels
for APs are unfairly utilized. Wi-Fi DenseNets
like this one can easily be found in other
hotspots, and the number of detected APs even
reaches 100 in some areas (e.g., the hotspot
around Gangnam Subway Station in Seoul).

EVOLUTION OF WI-FI NETWORKS
The IEEE 802.11 standard family comprises
multiple versions of Wi-Fi standards [1]. Starting
from IEEE 802.11, which supports up to 2 Mb/s,
the data rate of Wi-Fi networks has consistently
increased. Currently popular IEEE 802.11n Wi-
Fi networks for 2.4/5 GHz provide data rate up
to 600 Mb/s with 4 spatial streams of multiple-
input multiple-output (MIMO) data transmis-
sion. The IEEE 802.11n standard is backward
compatible with the IEEE 802.11a/b/g standards.
For high throughput, the medium access con-
trol/physical (MAC/PHY) layers of IEEE
802.11n support multiple spatial streams and
other key features: aggregation of acknowledg-
ment frames, aggregation of data frames, and
reduction of inter-frame spacing. Techniques for
improving spectral efficiency in 5 GHz band are
mostly concerned with IEEE 802.11ac [8], and
spatial multiplexing to support multi-user (MU)
MIMO has been implemented in its MAC/PHY
protocols. IEEE 802.11ac provides dynamic fre-
quency selection, dynamic session transfer,
beamforming, high order modulation up to 256
quadrature amplitude modulation (QAM), and
simultaneous transmission of data frames in dif-
ferent access categories (e.g., different traffic
classes, such as video and audio, belonging to
MUs). The key feature of the 802.11ad [9] in 60
GHz band is directional MAC protocol essen-
tially utilizing beamforming technology to over-

come excessive path loss due to the high fre-
quency of the carrier signal. Standardization
activity for the IEEE 802.11 standard family has
mainly focused on the enhancement of the link
throughput in a single BSS, and has not provid-
ed a complete solution for overlapped BSSs
(OBSSs). However, in reality, due to the low-
cost deployment of Wi-Fi networks, APs are
indiscreetly deployed, often creating OBSSs with
aggravated spectral efficiency.

TYPES OF WI-FI DENSENET DEPLOYMENT
In the real world, Wi-Fi DenseNets are observed
in several different types of environments. The
IEEE 802.11ax Task Group designed DenseNets
scenarios for indoor dense residences, indoor
business offices, and indoor small BSS
hotspots/outdoor large BSS hotspots [10]. The
main purpose of such practical scenarios is to set
common environments where techniques for Wi-
Fi DenseNets are adopted for benchmark testing
to prove their spectral efficiencies and per-node
throughputs. Evaluation of tested techniques for
DenseNets is valid only with OBSS. Figure 2
depicts three different types of DenseNet deploy-
ments. The residential scenario in Fig. 2a
involves interference between APs placed in
apartment units. A multi-story building with
story height of 3 m is considered, and 20 units of
10 m × 10 m are located on a single floor. There
is one randomly located AP per unit, and each
unit has N uniformly (randomly) distributed
STAs. Figure 2b shows an indoor enterprise Wi-
Fi network on a single floor in an office build-
ing. There are 8 offices, and each office is 20 m
× 20 m. In each office, 64 cubicles of 2 m × 2 m
coexist, and each cubicle possesses 4 randomly
distributed STAs. Also, for each office, four APs
are installed. A scenario for indoor small BSS
hotspot /outdoor large BSS hotspot is illustrated
in Fig. 2c with frequency reuse factor 1. In the

Figure 1. Dense deployment of 802.11nWi-Fi networks in a hotspot (snap-
shot obtained by Wifi Analyzer®): a) deployment of 2.4 GHz Wi-Fi
DenseNets; b) deployment of 5 GHz Wi-Fi DenseNets.

(a) (b)
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outdoor large BSSs hotspot scenario, cell cover-
age is shaped in a hexagon, approximating
isotropic channel property, with an AP at the
center, and the distance between adjacent APs
set to 130 m. The BSSs in Fig. 2c, with their APs
placed by an enterprise, can be called an enter-
prise service set. Small cells delimited by circles
indicate small BSSs with standalone APs or p2p
links. The standalone AP is an AP that is not
managed by the enterprise of the enterprise ser-
vice set. In this scenario, interference between
APs in an enterprise service set, interference
between STAs of p2p links, and interference
between APs belonging to different enterprise
service sets are considered. The indoor small
BSS hotspot scenario is very similar to the out-
door scenario with some exceptions, such as
much shorter distance (12 m) between adjacent
APs and neglect of interference between APs
belonging to different enterprise service sets.

TECHNOLOGIES FOR WI-FI DENSENETS
Here, technologies recently considered to resolve
technical challenges in Wi-Fi DenseNets are
addressed from three different perspectives:

exploitation of cellular technology for data trans-
mission, elevating spectral efficiency, and con-
trolling overall interference level. Simultaneous
transmission of LTE-U and Wi-Fi networks will
mitigate traffic overload problems of 5 GHz fre-
quency band where Wi-Fi networks are only uti-
lized, and non-orthogonal multiple access
schemes might be able to enhance spectral effi-
ciency. DSC and TPC can be used effectively to
reduce the overall interference level, which is
converted to increased per-node throughput.

LTE-U — The incremental capacity of cellular
networks cannot keep pace with the growth of
cellular traffic. This situation motivates cellular
operators to migrate some portion of cellular traf-
fic to another frequency band. In order to take
over some traffic in the cellular network, IEEE
802.11u [1] suggested the Wi-Fi passpoint, which
enables handoff from a cellular network to a Wi-
Fi network. However, seamless handoff cannot be
achieved by a Wi-Fi passpoint alone. Therefore,
demand for more systematic offloading has
increased. Lately, Qualcomm Inc. and Huawei
Technologies Co. Ltd reported LTE-U based on

Figure 2. Deployment scenarios for Wi-Fi DenseNets: a) residential scenario; b) enterprise scenario; c) indoor/outdoor BSS
hotspot scenario.
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LTE-A. The main target of LTE-U is to alleviate
large traffic of cellular networks by making use of
unlicensed frequency band in 5 GHz. In Fig. 3,
the aggregation of unlicensed carriers with
licensed ones is illustrated. Both downlink and
uplink are operated by LTE-A technology. For
downlink transmission, carrier aggregation is per-
formed to provide a higher data rate while a
licensed carrier alone might be used for uplink
transmission. Downlink transmission of data traf-
fic is best effort type transmission, and in uplink,
data transmission in unlicensed frequency band is
allowed only when there is no significant interfer-
ence detected or incurred during data transmis-
sion. Critical control frames for LTE-U are
transmitted using licensed frequency band for
both downlink and uplink. Unlicensed carriers are
considered secondary carriers, and their opera-
tions are controlled by a cellular network. Joint
scheduling between LTE-A and LTE-U is per-
formed by the LTE-A cellular network. Currently,
LTE-U and Wi-Fi networks are often discussed
together for small cells and p2p communica-
tions.Cellular standardization activities to inter-
work with Wi-Fi networks have focused on
handling traffic overflow of cellular network. In
Third Generation Partnership Project (3GPP)
standards, the interoperability (Releases 6 and 7),
seamless hand over and service reliability (Release
8 and 9), integrated access (release 10), and sys-
tematic interoperability of multiple radio access
technologies (Release 13) between cellular and
Wi-Fi networks are stated. The series of standard-
ization efforts for interoperability between cellu-
lar and Wi-Fi networks enables smooth migration
of data traffic from a cellular network to a Wi-Fi
network, and vice versa. In the future, data traffic
of Wi-Fi DenseNets can be handled in LTE-U to
control the overall interference level of Wi-Fi
DenseNets. Congestion of data traffic in unli-
censed band for Wi-Fi devices might be resolved
by simultaneous use of Wi-Fi and LTE-U tech-
nologies.

Other Multiple Access Schemes: NOMA, SE-
FDM, and OFDMA-VTS — For 5G cellular net-
works, non-orthogonal multiple access schemes
to surpass the OFDM scheme in terms of spec-
tral efficiency are under consideration. Most of
these non-orthogonal multiple access schemes
require higher system complexity and implemen-
tation cost than the OFDM scheme. However, it
is expected that advanced signal processing and
system-on-a-chip technology will help overcome
these demerits. As non-orthogonal multiple
access schemes, NOMA, SE-FDM, and
OFDMA-VTS are explained.

The NOMA scheme in Fig. 4b exploits super-
position coding at the transmitter and successive
interference cancellation (SIC) at the receiver.
In downlink, if a station STA1 is located closer
to an AP than other station STA2, the AP allo-
cates more power to STA2 with power level P2,
compared to STA1 with smaller power level P1.
The signals transmitted from the AP are super-
posed, as seen in Fig. 4b, in the power domain
over the same carrier. With more transmitting
power for STA2, STA2 can decode its signal
directly, treating the signal for STA1 as interfer-
ence. On the other hand, STA1 decodes its sig-

nal in an iterative (successive) process. STA1
first decodes the signal for STA2, and recon-
structs the signal for STA2 from decoded bits.
The reconstructed signal is subtracted (can-
celled) from the superposed signal, and the
residual signal is decoded for STA1.This succes-
sive cancellation of interference for an STA can
be extended for MUs. Provided that the NOMA
scheme is adopted for OFDM, multiplexing gain
over the power domain can bring improved spec-
tral efficiency for OFDM systems.

The SE-FDM scheme in Fig. 4c uses tone
spacing smaller than the tone spacing of the
OFDM scheme (i.e. fS < fO). Decreased tone
spacing with fixed total bandwidth indicates cor-
respondingly increased spectral efficiency. The
increased spectral efficiency of the SE-FDM is
obtained at the cost of intentionally violated sub-
carrier orthogonality. The violated subcarrier
orthogonality inevitably introduces interchannel
interference (ICI), so the impact of the ICI must
be reduced for successful decoding. To this end,
high-complexity data decoding methods such as
maximum likelihood detection and Gram-
Schmidt orthogonalization are required. 

The OFDMA-VTS scheme is based on vari-
able tone spacing, as shown in Fig. 4d, so f1 
f2. Since the carrier frequency and mobility of
each user are different, user-specific delay and
Doppler frequency shift will be experienced by
user subchannels. This leads to each user having
unequal intersymbol interference (ISI) and ICI.
Therefore, fixed tone spacing like OFDMA is
inefficient for these user-specific subchannels,
and results in cell capacity degradation. In
OFDMA-VTS, the tone spacing for each sub-
channel is adjusted according to minimization of
the composite interference (e.g., ISI plus ICI).
Optimized tone spacing can provide increased
spectral efficiency.

IEEE 802.11ax — Standardization activity of
the IEEE 802.11ax Task Group, concerned with
densely deployed WLANs, began in May 2014.
Approaches appeared in the submissions of the
HEW SG to enhance node throughput in
DenseNets can be described as follows.

Figure 3. Downlink/uplink of LTE-U network exploiting unlicensed fre-
quency band of Wi-Fi network.

UplinkDownlink

Licensed band
(LTE downlink/uplink)

Unlicensed band
(supplemental downlink)

CHO_LAYOUT.qxp_Author Layout  1/7/15  3:19 PM  Page 121



IEEE Communications Magazine • January 2015122

“Possible Approaches for HEW” [11] deals
with congestion, interference, and frame con-
flicts as three major problems in Wi-Fi
DenseNets. The airtime of Wi-Fi DenseNets
consists of frames, inter-frame space, and con-
tention windows. Reduction of the control
frames’ overhead as well as aggragation of the
data frames decreases the airtime of control
frames. Congestion caused by excessive nodes
taking up most of the airtime might be resolved
by reducing the size of a control frame and
increasing the relative size of a data frame. It is
also mentioned that better quality of experience
(QoE) can be obtained by limiting the number
of associated STAs. Interference caused by
dense deployment of Wi-Fi networks can be
reduced by restricting the access of STAs located
in the cell edge, which have comparatively low
signal-to-interference-plus-noise ratio (SINR)
and thus worse node throughput performance.
Frame conflicts typically occur in hidden STAs
and can be solved by modification of the channel
access scheme and OBSS management.

“Enhancement on Resource Utilization in
OBSS Environment” [12] suggests relaxed net-
work allocation vector (NAV) protection to
improve spatial reuse efficiency or per-node
throughput. When an STA receives a request-to-
send (RTS) or clear-to-send (CTS) signal, it sets
NAV, which is a counter for how long the chan-
nel will be busy, and does not transmit any data.
Thus, the STA does not attempt to transmit
even if no CTS signal responding to the RTS is
overheard. This would reduce spatial reuse effi-
ciency. If the NAV is updated only when the
CTS signal is overheard, STAs having data to
transmit to other STAs can deliver data. From
this viewpoint, relaxed NAV protection can
increase spatial reuse efficiency.

ENHANCING PER-NODE
THROUGHPUT IN WI-FI DENSENETS

In this section, enhancement of per-node through-
put by the DSC and TPC is demonstrated, follow-
ing the HEW SG scenarios. The main objective is
to compare per-node throughputs of Wi-Fi
DenseNets with and without interference control.

PER-NODE THROUGHPUT
EVALUATION CONDITION

Clear channel assessment (CCA) is a channel
sensing mechanism based on carrier sense and
energy detection. The CCA sensitivity indicates
a predefined threshold to judge the channel as
busy or idle. The DSC dynamically changes the
CCA sensitivity. Depending on the CCA sensi-
tivity, the STA accesses the channel aggressively
or passively. Benefits from the DSC can be
explained in a couple of ways. When the inter-
ference level measured at an STA is close to the
beacon signal level of an associated AP, the STA
holds off data transmission to reduce overall
interference. If there is a much lower interfer-
ence level, the STA proceeds to transmit data to
increase per-node throughput. TPC controls the
transmit power at the transmitter to provide a
predetermined power level at the receiver. With-
out TPC, the transmit power at the transmitter
is fixed. When an STA is located close to the
AP, the transmit power of the AP for the STA
can be made small by leveraging small path loss
of the link. This allows more STAs to establish
p2p links within the BSS, and also provides a
higher chance for APs and STAs in adjacent
cells to reuse the same channel [13].

For the DSC, CCA sensitivity is set to (R-M)
dBm, where R stands for the RSSI level of the
beacon signal of the associated AP, and M repre-
sents a margin. M is set to 20 dB, which is a typi-
cal value for the margin. It is assumed that the
channel characteristics over the time duration of
the beacon signal transmission and data signal
transmission by an AP are stationary. The TPC of
the AP is adjusted to make the RSSI level of the
receiving STA become –50 dBm, which is often
considered a target RSSI level based on TPC
[13]. For evaluation according to the scenarios in
Fig. 2, downlink of IEEE 802.11n Wi-Fi networks
is considered. The Tx power of AP is set to 18
dBm in a residential scenario, 21 dBm in an
enterprise scenario, and 15 dBm in an indoor
small BSS hotspot scenario [10]. The respective
number of APs is 20 for residential, 32 for enter-
prise, and 7 for indoor small BSS hotspot. Each
AP is equipped with four transmitting antennas,
and each STA has two transceivers. Noise level is
set to –101 dBm (= –174 dBm/Hz [thermal noise]
× 20 MHz [channel bandwidth]), and SINR is
evaluated for each STA.

Saturated payload for a given number of STAs
is assumed, so the AP or transmitting STA of a
p2p pair or standalone AP always has data to
transmit. Also, collision-free scheduling, load bal-
ancing among STAs, and control overheads are
considered. Other simulation parameters [10]
include data frame size = 1472 bytes, aggrega-
tion level of data frames = 2, preamble duration
= 40 ms, acknowledgement packet duration = 68
ms, RTS duration = 52 ms, CTS duration = 44
ms, SIFS duration = 16 ms, and expected waiting
time for the channel acquisition by enhanced dis-
tributed channel access protocol = 100.5 ms. It is
also noted that STAs do not act as APs for other
STAs when they have connections to other APs.

Maximum achievable node throughput is
obtained by Shannon’s channel capacity formula
for 4 × 2 MIMO systems. To get channel capaci-

Figure 4. OFDM scheme and non-orthogonal multiple access schemes: 
a) OFDM; b) NOMA; c) SE-FDM; d) OFDMA-VTS.
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ty by the formula, SINR is required. The inter-
ference level of SINR for an STA is evaluated
over individual interfering APs, depending on
their locations. Following the residential sce-
nario, a single channel is used for all the APs.
Categorization of interfering APs according to
the number of penetrations of walls and location-
al proximity of each unit can be considered to
simplify the computational process. If an STA in
an apartment unit with ID = 3 in Fig. 2a, APs
placed in adjacent units with ID = 2, 4, 13 and
the other APs in remaining units are treated dif-
ferently. For the APs in units with ID = 2, 4, 13,
each of which shares a wall with the unit under
consideration, combinations of STAs, one from
each unit, are exhaustively taken into account.
Let us assume that a composite interference level
is obtained as Iadj + Irem, where Iadj = S Ia, Ia =
interference from an adjacent AP with index a,
and Irem = S Ina, Ina = interference from an AP
with index na that does not belong to the set of
adjacent APs. For every combination of nodes,
the accumulated interference level is computed
as Iadj. With the remaining units, the average
interfering power of respective AP over STAs in
each unit is computed and then added together
over the remaining units to get Irem. It is note-
worthy that Irem is used for all the STAs in the
unit under consideration, whereas Iadj is evaluat-
ed for each different combination of STAs in
adjacent units. With this composite interference
level, the SINR and channel capacity of an STA
are computed. Changing combinations of STAs
in adjacent units, composite interference level
and channel capacity are re-evaluated. Mean
channel capacity obtained this way is assigned as
node throughput. For other units such as that
with ID = 11, only two adjacent units with ID =
1, 12 need to be considered for Iadj. From this
process for STAs in units, per-node throughput is
obtained. For the enterprise scenario, different
channels are assigned for eight offices, so such
categorization of interfering APs is not necessary.
As depicted in Fig. 2b, four channels marked by
distinct colors of offices are assigned, avoiding
co-channel interference. Therefore, only three
interfering APs and their associated STAs in the
same office are considered as interference
sources, neglecting co-channel interference
because of distance. In the indoor BSSs hotspot
scenario, all six interfering APs and their STAs
are taken into consideration.

The IEEE 802.11n channel model [15] is
adopted as the path loss model. Wall penetra-
tion loss is set to 12dB. Carrier frequency is 2.4
GHz with 20 MHz channel bandwidth. Evalua-
tion of per-node throughput is performed by
Matlab. Per-node throughput is acquired by
averaging individual node throughputs of all the
receiving nodes in a run, and the average per-
node throughput in Fig. 5 with a 95 percent con-
fidence interval is obtained over runs. The
locations of APs in the residential scenario and
STAs in all the scenarios are randomly updated
in each run.

RESULTS FROM DSC AND TPC
Figure 5a shows the variation of per-node
throughput according to the number of nodes
without p2p pairs in an apartment unit(left side)

and also according to the number of p2p pairs
(right-hand side figure). Per-node throughput
evaluation for p2p pairs is performed when the
total number of nodes is 10 per apartment unit.
Nodes for p2p pairs for p2p links are selected
out of 10 nodes in each unit, and the remaining
nodes are associated with an AP. It is noted that
average per-node throughput is calculated for all
the receiving nodes, including the receiving
nodes of p2p pairs. With the DSC and TPC joint-
ly used for downlink transmission, significant
improvement of per-node throughput is obtained.
The DSC enables an AP to get more transmis-
sion opportunities, since the nodes in the cell
sense the channel as idle more frequently, and in
addition to the presence of intervening walls that
significantly reduce interference from other APs,
the TPC is efficient in curtailing overall interfer-
ence. Per-node throughput gain over the IEEE
802.11n networks without the DSC and the TPC
is ranging from about 50 to approximately 100
percent, depending on the number of nodes.

Figure 5b demonstrates the variation of per-
node throughput performance with increased
number of nodes and p2p pairs per four cubi-
cles, as depicted in Fig. 2b. The p2p pairs are
selected out of 16 nodes. Since there is no wall
between APs, the accumulated interference level
due to adjacent APs is relatively large in com-
parison with the residential scenario, and as a
consequence, gain of the per-node throughput
by DSC and TPC is decreased in the enterprise
scenario. This can be commonly observed in
Figs. 5a and 5b with or without p2p pairs. Never-
theless, per-node throughput gain with or with-
out p2p pairs is about 40 percent.

Figure 5c shows per-node throughput for
indoor small BSSs hotspot scenario where seven
BSSs coexist. Gain due to DSC and TPC is about
20 percent with a small number of nodes and
increases up to 200 percent as the number of
nodes increases. Compared to Fig. 5a, the effect
of DSC and TPC in terms of gain is more pro-
found with increased number of nodes or p2p
pairs. This is partially due to the random loca-
tions of APs in a residential scenario, which can
accentuate the adverse impact of some interfer-
ing APs close to the node under consideration.
Less significant overlapping of cell coverage in
the indoor small BSS hotspot scenario, com-
pared to the significant overlapping of cell cov-
erage in the enterprise scenario in Fig. 5b, seems
to be beneficial to obtain the gain of DSC and
TPC. The graph on the right side of Fig. 5c rep-
resents evaluation results according to the num-
ber of standalone APs when 30 nodes exist in
each BSS. Each standalone AP is associated with
two STAs. With standalone APs, gain over the
IEEE 802.11n Wi-Fi network without DSC and
TPC is greater than 100 percent. As a whole,
gain from DSC and TPC for Wi-Fi DenseNets is
significant for various types of deployments.

CONCLUSION
This article has focused on technologies suitable
for Wi-Fi DenseNets. LTE-U has been consid-
ered as a candidate technology to offload data
traffic of Wi-Fi DenseNets to cellular networks.
Several non-orthogonal multiple access schemes
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for 5G cellular networks were addressed as
potential approaches to increase spectral effi-
ciency of Wi-Fi DenseNets. In general, enhance-
ment of spectral efficiency is obtained at the cost
of increased system complexity. Three different
deployment scenarios suggested by the HEW SG
have been applied to find out the benefits of
interference-level control. An interference con-

trol scheme in the form of DSC and TPC, sug-
gested by the HEW SG, has been tested with
three different deployment scenarios. It has been
found that control of CCA sensitivity and trans-
mit power to reduce the overall interference
level provides significant per-node throughput
improvement to Wi-Fi DenseNets, regardless of
deployment scenarios.

Figure 5. Evaluation results for Wi-Fi DenseNets according to the scenarios in Fig. 2: a) residential scenario; b) enterprise sce-
nario; c) indoor BSSs hotspot scenario.
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INTRODUCTION

Wireless networks are densifying rapidly due to
the widespread emergence of wireless technolo-
gies in consumer devices (e.g. mobiles, laptops,
and house appliances), the rapid growth of data-
driven applications in the market (e.g. online
games and social networks), and high adoption
of these applications by users [1]. While this
densification indicates the popularity of wireless
technologies, it also introduces pressing issues
such as interference, and spectral and energy
efficiency. These issues also exist in the legacy
wireless networks, but they are mostly circum-
vented by weakening their impact on the system
performance. Interestingly, all the aforemen-
tioned issues are related to the use of wireless
spectrum and require an efficient approach to
the utilization of radio resources. This goal can
be achieved by using suitable mechanisms for
interference mitigation/control and efficient use
of the spectrum. In this article we give a con-
crete example of such integration, with particu-
lar focus on interference mitigation and
opportunistic channel utilization. 

The existing solutions for the aforementioned

issues are abundant. The interference issue is
usually addressed by using interference mitiga-
tion techniques such as coordinated beamform-
ing, power allocation, and Cooperative
MultiPoint (CoMP). For instance, fast distribut-
ed beamforming in multi-cell environments has
been proposed in [2], in which scheduling is per-
formed in two steps:
• Each base station chooses the proper beam-

forming pattern in order to minimize the
inter-cell interference.

• A particular set of users is scheduled in
each cell.
Additionally, valid heuristics have been

designed to properly allocate the resource blocks
when adjacent cells interfere with each other [3, 4].
These approaches avoid the interference of the
two most interfering base stations by allocating
the cell-edge users (where the interference is
proved to be significant) on different resource
blocks. Graph theory is another tool for model-
ing network interference in CoMP mechanisms.
The authors of [5] propose a graph coloring
technique for interference coordination that is
based on two interference graphs. The first
graph (outer graph) uses global per-user interfer-
ence information; the second graph (inner graph)
takes advantage of local information obtained
from the base station, and global constraints
derived from the global graph. Recently, 3GPP
has standardized a new technique, called ABSF
(Almost Blank Sub-Frame1) that assigns
resources in such a way that a subframe may be
blanked for some base stations in order to pre-
vent their activity in high interference scenarios.
Some of the inter-cell interference coordination
mechanisms leverage the ABSF in order to
improve the spectral efficiency of the network by
reducing the global interference [6].

Although interference mitigation implicitly
improves spectral efficiency, some researchers
explicitly aim to improve the spectral efficiency
of dense networks by exploiting new resource
allocation methods that leverage the high user
density. For example, the authors of [7, 8] pro-
pose integrating opportunistic scheduling and a
popular branch of cooperative communications,
namely Device-to-Device (D2D) communica-
tion, to enhance the spectral efficiency of the
networks by leveraging dynamic clusters of users.

ABSTRACT

The emergence of popular wireless tech-
nologies such as LTE and WiFi, and the expo-
nential growth in the usage of these
technologies, has led to extremely dense wire-
less networks. There are many proposals for
coping with such densification. In particular, we
evaluate the compound effect of inter-cell
interference schemes and spectrum efficient
intra-cell relay techniques, which have been
individually proposed recently as separate solu-
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Interestingly, this approach also improves the
energy efficiency in dense networks by increasing
transmission rate and reducing the power spent
for keeping the wireless interface in active mode.
Many of the above mentioned solutions require
small modifications in the operations or infra-
structure of the network. However, the rigidness
of the current infrastructure does not allow
these modifications without going through the
lengthy standardization process. Software
Defined Networking (SDN) is proposed to turn
the current rigid network structure into a flexible
network. Although SDN paves the way toward
implementing a variety of enhancing techniques
for dense network, one should carefully choose
these techniques as some of them might act on
common network features and parameters. In
general, a thorough solution for dense wireless
network provides the means for:
• Controlling inter-cell interference caused by

dense base station implementations.
• Improving spectral and energy efficiency

inside the cell.
• Creating a flexible architecture that accom-

modates the first two while allowing inter-
operability among different platforms (e.g.
LTE and WiFi).
In our work we select ABSF, D2D-enabled

opportunistic scheduling, clustering, and SDN
techniques, which satisfy all the requirements of
a comprehensive network solution. To improve
efficiency of the resource utilization in dense
wireless networks, we present the solution devel-
oped in the frame of the CROWD project,2

which targets frequency reuse to maximize the
use of licensed spectrum in the network. We
show how the combination of intra-cell resource
optimization (achieved via D2D and clustering
techniques), and inter-cell interference control
(achieved via ABSF) is feasible and suitable for
dense scenarios.

NETWORK DENSIFICATION:
ISSUES AND SOLUTIONS

Dense wireless networks inherit the same issues
of the legacy cellular system. It is the magnifica-
tion of these issues that demands solutions spe-
cific for dense networks. In what follows, an
overview of the issues and feasible solution for
dense network is provided.

ISSUES
Interference — The cellular technology manu-
facturers counterbalanced the intensive demand
with implementation of micro cells and femto
cells to increase the frequency reuse and hence
spectral efficiency, as shown in Fig. 1. However,
this approach also exposes the system to more
interference. In general, cellular communication
is exposed to two major sources of interference,
namely, intra-cell interference and intercell
interference (ICI). The former is not a signifi-
cant issue in today’s cellular networks due to the
use of orthogonal frequency-division multiple
access (OFDMA) technology and base station
controlled scheduling. On the other hand, ICI is
a more relevant issue due to the emergence of
small cells and the higher frequency reuse factor.

Conventional cellular networks rely on the physi-
cal distance among cells and sectoring tech-
niques to handle ICI. This approach cannot be
used in dense deployments.

Spectral Efficiency — Due to high channel
variation of wireless networks, the instantaneous
channel quality of users varies significantly in a
cell. Therefore, users experiencing low channel
qualities can severely degrade spectrum efficien-
cy. To counteract the impact of low channel
quality users and to leverage the statistic fluctua-
tions of channel qualities, opportunistic sched-
ulers have been proposed and implemented, e.g.,
the Proportional Fair Scheduler or Max Rate [9].
A generic opportunistic scheduler always priori-
tizes the communication to the users with high
channel quality and delays its communication to
users with poor channel quality until their chan-
nel improves. Nevertheless, the scheduler wait-
ing time should not result in transmission of
expired data. Therefore, an opportunistic sched-
uler requires accurate information regarding the
QoS constraints of the traffic and channel quali-
ty of the users. In a dense network, getting accu-
rate feedbacks and processing them for a large
number of users imposes high overhead in terms
of data transmission and computational com-
plexity. These problems are commonly tackled
using selective feedbacks and machine learning
techniques (to estimate the channel qualities).
The latter reduces the transmission overhead but
increases computational complexity. 2 www.ict-crowd.eu

Figure 1. Today’s wireless networks include multiple overlapping technolo-
gies.

Femto cells

Pico cells

Macro cell

Other wireless
technologies

ASADI_LAYOUT.qxp_Author Layout  1/7/15  3:14 PM  Page 127

http://www.ict-crowd.eu


IEEE Communications Magazine • January 2015128

Energy Efficiency — Cisco predicts that
there wil l  be more than 10 bi l l ion mobile
devices by 2018, which makes the carbon foot-
print of wireless communication significant.3

Notwithstanding the recent effort to improve
the energy efficiency of wireless networks, the
current infrastructure is not designed to be
energy efficient. A popular method to reduce
the power consumption of wireless networks is
to put mobile devices and base stations to
sleep whenever they are idle. Although the
sleep functionality reduces the power con-
sumption, it increases the delay in the net-
work. This delay is proportional to the sleep
period and the delay to switch from sleep to
active mode.

Inflexible Infrastructure — The current cellu-
lar infrastructure is highly technology-dependent
and inflexible to change. Any change in the stan-
dard operations of the network should go
through the tedious standardization process in
order to be finally implemented by the equip-
ment manufacturers. As a result the solutions
are implemented in the network with at least a
few years delay. In fact, this is one of the reasons
why the cellular technology could not catch up
with the exponential network densification rate
in wireless networks.

FEASIBLE SOLUTIONS
Smart Interference Mitigation — As men-
tioned earlier, current ICI avoidance/control
methods are no longer effective in today’s dense
wireless networks. It has been shown that
although dense network deployments suffer
more from ICI, the ICI power is not uniform
over all radio frequencies. Therefore, ICI in
dense networks is better managed if there exists
a central controller with a bird’s eye view of the
occupied radio frequencies and ICI measure-
ments. To this aim, researchers propose Intercell
Interference Coordination (ICIC) techniques to
take advantage of non-uniform ICI power distri-
bution over the cell’s radio spectrum. A very
promising tool used to cope with the ICI prob-
lem is called ABSF. Specifically, ABSF allows
the base stations to blank a set of subframes,
which results in drastic ICI reduction. Note that
the blank subframes can only be used for control

signals, which is why those subframes are called
almost-blank.

New Communication Paradigms — With the
advent of cooperative communications, in partic-
ular D2D communications in cellular networks [10],
researchers have started to probe the potential
of this new paradigm [10]. In D2D communica-
tions, cellular users are allowed to communicate
with each other without traversing the base sta-
tion. The studies show that D2D communication
can potentially boost energy efficiency, through-
put, delay, and fairness performance in cellular
networks. To obtain even higher performance
gain, some studies propose to integrate D2D
communications and opportunistic scheduling in
order to increase the spectral efficiency of the
network [7]. As mentioned before, opportunistic
schedulers gain from the channel opportunistic
scheduling of users with high channel quality
and deferring the communication of those in low
channel quality. It should be noted that this
opportunistic gain is harnessed by the QoS
requirements of the applications because the
scheduler should schedule the user upon expira-
tion of the QoS constraint even if the user has a
poor channel quality. These D2D opportunistic
schemes exploit the users with high channel
quality to relay mobile traffic for those with
lower channel quality. Therefore, the base sta-
tion can transmit with higher Modulation Cod-
ing Scheme (MCS), which increases the spectral
efficiency of the system.

Flexible Infrastructure — The above solutions
and many other techniques for improving net-
work performance in dense scenarios demand
changes that are not foreseen by product manu-
facturers or by the standard. However, flexible
architectures have been proposed, e.g. in inter-
national research programs like CROWD, and
manufacturers are now endowing their devices
with rich control interfaces. In this framework,
SDN is an attractive paradigm that would allow
network administrators to modify the behavior
of the data plane by acting on the control plane.
Although SDN was first proposed for wired net-
works [11], it is being considered as a viable
solution to create a flexible wireless infra-
structure.

Figure 2. An example of a cellular network using D2D clustering and ABSF techniques.
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OPPORTUNISTIC CHANNEL
UTILIZATION IN

INTERFERENCE-CONTROLLED CELLS

We propose an SDN-controlled architecture for
cellular networks with dense deployments of
cells using a frequency reuse scheme. We assume
mobile users have off-the-shelf dual radio devices
(e.g. LTE and WiFi). To counteract the occur-
rence of interference and inefficient utilization
of the licensed (and expensive) cellular spec-
trum, we propose to coordinate the activity of
neighboring cells and to promote cooperation
among users. The first component of our archi-
tecture is a mechanism that keeps inter-cell
interference under control.We adopt ABSF for
ICIC and use a smart and conservative approach
to dynamically control and assign ABSF patterns
to interfering base stations. The second compo-
nent is a clustering technique that leverages
D2D communications within a cell to enable
fully opportunistic channel access without incur-
ring fairness penalties.

ICI MITIGATION USING ABSF
ABSF mitigates the inter-cell interference by
assigning resources such that some base stations
almost-blank their subframes, thus preventing
their activity when the interference gets significant
(see Fig. 2). Several solutions have already been
proposed in the literature to leverage the ABSF
mechanism. In our proposal, a central authority is
in charge of acquiring the user channel conditions
and then computing an optimal base station
scheduling pattern, hereafter called the ABSF pat-
tern, for the available subframes [12]. The algo-
rithm exploits the ABSF technique to minimize
the time required by the base stations to achieve
high spectral efficiency when performing packet
transmissions. The BSB algorithm provides a valid
ABSF pattern by guaranteeing a minimum SINR
for any user that might be scheduled in the sys-
tem. Basically, the BSB algorithm tries to accom-
modate as many base stations as possible in the
same scheduling interval, checking whether the
minimum SINR constraint is fulfilled. In the case
of a constraint violation, the algorithm sequential-
ly removes the most interfering base stations, fol-
lowing the general guidelines provided for
bin-packing heuristic methods. In addition, we
slightly modified standard bin-packing procedures
in order to accommodate base stations more than
once within the ABSF pattern. However, the BSB
algorithm is a conservative algorithm, which does
not rely on the knowledge of base stations’
scheduling decisions but just guarantees a decent
user SINR, properly calculated a-priori.

D2D CLUSTERING
D2D communication can occur over the cellular
spectrum (i.e. inband) or the Industrial, Science
and Medical (ISM) band (i.e. outband). Each
approach has its pros and cons [10]. For instance,
interference management is a major challenge in
inband D2D communications because both cellu-
lar and D2D users share the same resources.
While this type of interference is not an issue in
outband D2D, the unregulated nature of the ISM
band makes QoS guarantee a challenging task.

In CROWD, we have proposed a scheme,
namely DRONEE (Dual-Radio Opportunistic
Networking for Energy Efficiency), which lever-
ages both D2D communications and opportunis-
tic scheduling [7]. In DRONEE, neighboring
mobile users can form a cluster using WiFi
Direct (i.e. outband D2D) (see Fig. 2). In every
cluster, only the cluster member with the highest
channel quality (i.e. cluster head) will communi-
cate with the base station (opportunistic schedul-
ing). The cluster header is responsible for
relaying the traffic of the other members to the
base station. Using this scheme, the base station
has a better chance of avoiding communicating
with users with poor channel quality unless the
whole cluster is suffering from deep fading and
high interference. Moreover, the users with poor
channel quality can enjoy higher transmission
rates by relaying through the cluster head. Simu-
lation results show that the D2D clustering
scheme can achieve significant throughput, ener-
gy efficiency, and fairness gain in comparison to
conventional cellular networks. For more details
on D2D-enabled opportunistic clustering
schemes, please refer to [7].

INTEROPERATION OF
ABSF CONTROL AND D2D-ENABLED

OPPORTUNISTIC CLUSTERING TECHNIQUES

The control of ABSF patterns is key to orches-
trating the activity of multiple cells, while the
D2D-based opportunistic channel access is key
to using the radio spectrum efficiently. The com-
bination of the two mechanisms is beneficial for
the performance of the networks, as we will
show in Section IV. Moreover, it is important to
note that the two mechanisms help each other to
achieve their goals, therefore creating a positive
feedback effect. On one hand, the reason why
D2D clusters with opportunistic scheduling ben-
efits from the presence of inter-cell interference
relies on the reduction of uncontrolled interfer-
ence entering a cell from the outside. Therefore,
intra-cell channels are affected by less unpre-
dictable interference and are more stable, which
means that opportunistic changes of cluster
heads will occur less often. On the other hand,
the computation of ABSF patterns via the BSB
algorithm is simplified in the presence of clusters
in the cells, since the algorithm will only need to
consider clusters instead of users. As a conse-
quence, the complexity of the BSB reduces with
a cubic function of the average cluster size.
Moreover, the fact that few clusters (which with
high probability have a cluster head experiencing
a good channel) are scheduled instead of many
regular users (many of which with poor chan-
nels) reduces the number of cases in which BSB
assigns very conservative ABSF patterns. Those
conservative patterns are typically due to the
presence of poor users, although the probability
that the base station will schedule those users is
not known to the controller.

SDN
ABSF and D2D clustering schemes both require
a wireless infrastructure with high interoperabili-
ty among heterogeneous networks. This can be
easily achieved using the SDN architecture pro-
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posed in the CROWD project. In fact, the pro-
posed SDN-based architecture offers a flexible
network with the capability to accommodate
other wireless technologies. Therefore, the
CROWD SDN solution allows the integration of
ABSF and D2D clustering into existing cellular
architectures, and it paves the way for future
enhancing proposals that may require unfore-
seen infrastructural modification.

In the next section our solutions are validat-
ed through simulation and benchmarked against
legacy network operation schemes. We assume
that the practical modifications required for the
implementation of our solutions are supported
by the CROWD SDN architecture. Note that
SDN is not a necessity but a suitable tool that
offers flexible and upgradable solutions. In
addition, SDN enables the coordination of
intra-cell and inter-cell resource optimization
mechanisms, e.g. by creating per-cluster statis-
tics (based on user statistics) to be passed to
the BSB algorithm.

EVALUATION
Let us compare the performance of BSB and
DRONEE, and their compound impact on the
performance of dense cellular networks. We
compare the performance achieved with our
proposed schemes to the ones achieved in con-
ventional cellular networks without ICIC. We
evaluate our solution for an LTE network with
20 MHz bandwidth. Users in this network are
randomly distributed over the coverage area of
the cells according to a uniform distribution.
Each user is trying to download a 1 Mb file and
each simulation terminates when all users have
completed their download (we call this the finish
time). Users are allowed to form clusters and use
D2D within 50 m radius. The cluster formation
is done using the merge and split algorithm [13]
and each simulation is repeated 20 times.

Figures 3a and 3b show the finish time
achieved under the adoption of different
schemes in a network with 500 users and 10 base
stations regularly distributed over the simulated
area with an inter-site distance of 300 m. For

D2D-based clustering, base stations adopt a
weighted round robin policy and assign resources
to cluster heads with weights proportional to the
cluster sizes. In both figures we can see that BSB
and DRONEE (with clusters of at most 10 users)
significantly reduce the finish time in compari-
son to conventional cellular networks. This
improvement is due to efficient ICI management
of BSB and high spectral efficiency of
DRONEE. In Fig. 3b we reduced the intersite
distance by a factor of 10, which results in
increased ICI. As expected, here BSB shows bet-
ter performance because it is designed to deal
with high ICI. Interestingly, the combination of
BSB and DRONEE demonstrates even higher
gain. This happens because these two schemes
aim to solve two different issues in dense net-
work, so they are complementary. However, the
gain stemming from the coupled control of BSB
and DRONEE is not equivalent to the sum of
the gain from BSB and DRONEE clustering
because both techniques rely on wireless channel
diversity to improve the performance. Therefore,
the diversity gain of clustering after applying
ICIC via ABSF patterns with BSB is lower
because channel quality of users increases due to
lower interference (i.e. the opportunistic
scheduling gain is lower).

Figure 4 illustrates the impact of user density
on the finish time where the maximum cluster
size is 5. The finish time of all schemes follows
an increasing trend with an increasing number of
users, due to increased traffic load and interfer-
ence. However, the network densification is bet-
ter handled by jointly coordinating BSB and
DRONEE because they are designed to reduce
inter-cell and intra-cell inefficiencies. Moreover,
DRONEE facilitates the interference control
operated by BSB and BSB facilitates the man-
agement of clusters in DRONEE, although this
aspect cannot be shown in the figure. Clustering
schemes such as DRONEE take advantage of
the user density to form more clusters, which
results in better opportunistic gain and lower
interference. The BSB algorithm orchestrates
interference and allows base stations to allocate
more traffic in less subframes. The results shown

Figure 3. Finish time in a network with 10 base stations, 500 users, and maximum cluster size for DRONEE equal to 10 users: a)
Inter-site distance equal to 300 m; and b) inter-site distance equal to 30 m.
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in the figure also confirm that the compound
impact of inter-cell and intra-cell resource allo-
cations through BSB and DRONEE reduces the
finish time drastically (60% less, w.r.t. legacy
network operation).

The impact of cluster size on the finish time
is shown in Fig. 5. Performance improves as the
maximum allowable cluster size increases
because the opportunistic clustering gain increas-
es with the cluster size [7]. In the figure, we
show the average finish time of all the users
(solid lines) and the finish time of the users in
clusters with exact size of n users, where n is the
value reported in the horizontal axis of the fig-
ure (dotted lines). The latter shows a stable
decreasing trend while the former has higher
variation because smaller clusters and single
unclustered users can take much longer to finish
their download. The figure also shows that the
clustering gain saturates for clusters bigger than 15.
This is due to the fact that the room for improv-
ing the aggregated channel quality of the cluster
becomes marginal in big clusters.

DISCUSSION
The evaluation results confirm the great perfor-
mance gain of ABSF and D2D clustering
schemes, in particular for BSB and DRONEE
and their combination. The gain is evident with
respect to legacy-operated networks, and exem-
plifies the capability of the proposed schemes to
leverage network densification as a resource.
The CROWD approach is advantageous because
it proposes SDN to combine DRONEE and
BSB, and easily embed them into today’s cellular
network architecture. Moreover, it has been
shown that D2D clustering can be readily inte-
grated into the LTE-A infrastructure with mini-
mal modifications [14]. Therefore, with the
current capabilities of WiFi Direct and LTE-A,
D2D clustering is no longer a far-fetched con-
cept. Moreover, ABSF is already available in
LTE-A, and our proposed algorithm can be
readily implemented in the current system.

The merits of our CROWD solution are not
limited to throughput increment. For instance,
D2D clustering enhances energy efficiency by
allowing mobiles to switch to a low power con-
sumption technology (i.e. WiFi) and to reduce
the overall transmission time because only the
users with the highest channel quality commu-
nicate with the base station. Cluster formation
also paves the way toward improving user fair-
ness in the system. Once a cluster is formed, a
virtual pool of cellular resources can be created
that is equivalent to the aggregate of the indi-
vidual resources of each cluster member. Base
stations can exploit these virtual pools to use
cluster heads to provide more data to the users
with lower channel quality and avoid the starva-
tion issue well known for opportunistic sched-
ulers. Our evaluation results indicate that
bigger cluster sizes result in higher gain. How-
ever, the relation between cluster size and gain
is not linear and most of the gain is achieved
when the cluster size is between 5 to 10, which
happens to be small enough to avoid over-
whelming signaling and contention overhead in
WiFi D2D operation.

CONCLUSIONS

In this article we have shown that the interfer-
ence arising in dense wireless networks can be
counteracted by controlling inter-cell interfer-
ence while using intra-cell resources opportunis-
tically. Specifically, we have shown the
compound beneficial impact of BSB (a mecha-
nism proposed for inter-cell resource allocation)
and DRONEE (a mechanism proposed for chan-
nel opportunistic use of cellular resources). Our
results showed that ICIC can be implemented
via smart allocation of ABSF patterns for inter-
fering base stations, and most importantly the
impact of ICIC can be magnified by adopting
channel opportunistic scheduling within the cells.
Indeed, D2D communications and clustering
techniques not only improve the spectral effi-
ciency within the cell, but also reduce the com-
plexity of ICIC algorithms such as BSB. The

Figure 4. The impact of user density on finish time with 10 base stations and
inter-site distance equal to 300 m (results for DRONEE and DRONEE+
BSB are achieved with clusters of max five users).
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Figure 5. The impact of cluster size on finish time with 10 base stations and
inter-site distance equal to 300 m (curves labeled with (Fixed) correspond
to the statistics obtained with clusters of exactly n users, where n is the
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proposed joint orchestration of BSB and
DRONEE represents a powerful and feasible
solution for extremely dense wireless networks,
and can be suitably implemented by means of
SDN controllers.
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1 Congestion arises when
a base station does not
have enough resources
to support the traffic
load generated by the
enormous number of
MTC devices within the
cell, while overloading is
due to very large loads at
the network entities that
have to manage
data/control traffic
from/to MTC devices.
Such issues increase the
time needed by MTC
devices to access the net-
work and transmit data.

INTRODUCTION

The support of machine-type communication
(MTC) via evolved Long Term Evolution-
Advanced (LTE-A) [1] represents one of the
main growing challenges for cellular network
providers in order to fulfill the requirements of
future fifth generation (5G) wireless networks
[2]. MTC has promising economic and strategic
value in the mobile market scenario since an
exponential growth in the data traffic generated
by heterogeneous devices (e.g., smart meters,
signboards, cameras, remote sensors) is expected
with consequent unprecedented opportunities
and business models for telco operators in dif-
ferent fields (e.g., transport and logistics, smart
power grids, e-health, home and/or remote
surveillance) [3].

MTC represents a novel transmission
paradigm where devices send their data to
remote servers or to other machines (e.g., actua-
tors) without human intervention. MTC has a
set of unique and challenging characteristics [4]
(e.g., group-based communications, low or no
mobility, time-controlled, time-tolerant, secure
connection) which require technically advanced

solutions currently under investigation by
academia, industry, and standards bodies, such
as the Third Generation Partnership Project
(3GPP) [5, 6]. 

Due to the high (and unpredictable) number
of MTC devices expected to simultaneously
access the cellular network [7], congestion and
overloading of radio access and core networks1

are the prime issues to be solved in order to
guarantee low-latency and low-energy MTC,
and to minimize the impact of MTC on these
network segments. Another important issue is
related to the observation that many machines
are geographically located in a very confined
and coverage-limited area (e.g., sensors/actua-
tors in a hospital or a refinery). As a conse-
quence, the radio access network beyond
LTE-A should be able to efficiently manage
several hotspots, many of which might be locat-
ed in challenging positions (e.g., indoors or at
the cell edge). AThe above mentioned issues
are exacerbated by the strict requirements on
the design of MTC terminals, which should be
low cost (i.e., low complexity and computation-
al capabilities) and have low energy consump-
tion in order to guarantee extended lifetimes.
Furthermore, the M2M solution provider may
not want to be dependent on the coverage and
rollout strategy of a given operator and may
thus want to provide coverage on its own. Final-
ly, another design driver is that MTC should
not affect the performance of traditional
human-type communication (HTC) in the form
of, say, voice/data calls [4]. 

To the best of our knowledge, the architec-
ture outlined in this work is the first of its kind
that meets the above design criteria by explicitly
uniting MTC and femtocells. We show the archi-
tectural enhancements able to adequately sup-
port the extremely dense MTC deployment
scenarios through the exploitation of femtocells.
The proposed system architecture guarantees
low-latency MTC without meaningful additional
costs compared to non-3GPP wireless networks
and without affecting the performance of HTC
traffic, as shown later. The exceptional perfor-
mance under ultra-dense MTC rollouts is
demonstrated. Finally, we summarize our find-
ings and outline some future work. 

ABSTRACT

Ubiquitous, reliable and low-latency machine-
type communication, MTC, systems are consid-
ered to be value-adds of emerging 5G cellular
networks. To meet the technical and economical
requirements for exponentially growing MTC
traffic, we advocate the use of small cells to han-
dle the massive and dense MTC rollout. We
introduce a novel 3GPP-compliant architecture
that absorbs the MTC traffic via home evolved
NodeBs, allowing us to significantly reduce con-
gestion and overloading of radio access and core
networks. A major design challenge has been to
deal with the interference to human-type traffic
and the large degree of freedom of the system,
due to the unplanned deployments of small cells
and the enormous amount of MTC devices. Sim-
ulation results in terms of MTC access delay,
energy consumption, and delivery rate corrobo-
rate the superiority of the proposed working
architecture.

 EXTREMELY DENSE WIRELESS NETWORKS
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Toward 5G DenseNets: Architectural
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SCALABLE NETWORK ARCHITECTURE
FOR ULTRA-DENSE MTC

We consider a scenario where MTC is handled
by a network operator that provides control
(e.g., subscriber management) and data func-
tionalities (e.g., traffic transport) via a 3GPP
LTE-A system. According to the European
Telecommunications Standards Institute (ETSI)
[8], the MTC application is typically hosted by
an application server (AS), which may be direct-
ly connected to the operator network or make
use of a services capability server (SCS) that
offers additional control (e.g., device triggering)
and data services for MTC. The SCS may be
controlled by the MTC service provider or the
3GPP network operator. Also, a hybrid solution
is permitted, where the user plane communica-
tions with the MTC device is directly managed
by the AS, and the control plane connections are
handled by the SCS. 

The high number of machines (mainly locat-
ed in challenging positions within the cell) that
simultaneously access the network poses several
issues for traditional macrocellular systems,
which are not able to guarantee the require-
ments of ubiquitous connectivity and high capac-
ity of MTC. An effective transport network able
to support MTC has to efficiently manage the
expected extremely dense scenarios, and improve
both radio access and core networks by reducing

traffic overload and interference with the HTC
traffic, while guaranteeing low-latency intercon-
nection with non-3GPP networks.

The proposed evolved 3GPP architecture tai-
lored to efficiently support MTC is illustrated in
Figure 1. In our architecture, LTE-capable
MTC devices communicate directly with home-
evolved NodeBs (HeNBs), which are low-cost
femtocells (with economic efforts close to those
of non-3GPP access points in terms of device
cost, installation, and manteinance) for local-
area access with low-power transmission (less
than 100 mW) capability [9]. Non-3GPP devices
access through trusted non-3GPP access points
(APs) that are operator controlled and managed
by the HeNB gateway (HeNB-GW) like legacy
HeNBs. The HeNB-GW aggregates traffic from
a large number of HeNBs and trusted non-
3GPP APs into the existing core network. Moti-
vations and advantages of the illustrated
architectural choices are individually analyzed in
the following.

MTC AND HENB NETWORK ARCHITECTURE
The exploitation of HeNBs for MTC, instead of
macro-eNodeBs (MeNBs), in the radio access
network achieves the following goals.

Stronger separation of MTC and HTC traf-
fic: HeNBs may be installed by cellular cus-
tomers in the form of individuals and companies/
industries aiming to (mainly but not exclusively

Figure 1. Enhanced network architecture for ultra-dense MTC access to the 3GPP LTE-A core via HeNBs/HeNB-GWs and trust-
ed non-3GPP APs.
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— see later section) interconnecting their own
MTC devices in specific areas, such as in hospi-
tals, offices, laboratories, and plants. Once
plugged in, HeNBs connect to the 3GPP core
network via the digital subscriber line/fiber and
represent the entry points for LTE-A MTC
devices. MeNBs are instead exploited by the
operator for HTC services without being affect-
ed by the MTC traffic load. 

Closed access: MTC could be handled advan-
tageously via closed access HeNBs. According to
this solution, access to HeNB(s) is allowed only
to those machines that belong to a given closed
subscriber group (CSG) [9]; for instance, a cus-
tomer can admit only its own devices through its
own HeNB. Closed access HeNBs offer the cus-
tomer/operator secure access and the possibility
to perform load balancing through CSGs cre-
ation and management.

Coverage extension: HeNBs are useful to
provide local connectivity for MTC devices
located in remote or challenging locations (e.g.,
rural areas, indoor deployments, smart meters in
the basements of the buildings) without requiring
network replanning.

The simultaneous exploitation of MeNBs
and HeNBs requires effective solutions to
reduce or avoid intercell interference. While
co-channel deployments have been advocated
(and well researched) in the past, an interesting
study [2] recently stated that frequency-separated
deployments are the most promising solution
addressed by telco operators. Licensed spec-
trum below 3 GHz has already been widely
exploited for cellular services via MeNBs; how-
ever, additional higher frequency bands (e.g.,
3.5 GHz and above) have recently become
available. Such frequencies are challenging for
macrocell deployments due to propagation
characteristics,  while they are suitable for
HeNBs communicating over relatively short
range. This proposed frequency-separated
deployment avoids intercell interference and
relaxes the radio frequency (RF) requirements
of MTC devices with a consequent reduction of
equipment costs [2].

In the proposed network architecture, the X2
interface handles the exchange of control traffic
between MeNBs and HeNBs for system parame-
ters configuration/reconfiguration (e.g., frequen-
cy band selection). The X2 interface can be
further exploited as a low-latency interface to
exchange data traffic for time-critical events such
as handovers [10].

REDUCING THE CORE NETWORK LOAD
Femtocells are attached via digital subscriber
lines/fiber to the 3GPP LTE-A core network
(a.k.a. system architecture evolution, SAE),
which is composed of two entities [11]: the
mobility management entity (MME) and the
serving gateway (S-GW). The MME is a control
plane unit that manages security functions (e.g.,
authentication and authorization) and handovers
and handles idle mode state and CSG subscrip-
tion. The S-GW works in the user plane by rout-
ing and forwarding data packets to and from the
MeNBs/HeNBs. In addition, it offers connectivi-
ty to external networks through the packet data
network gateway (P-GW).

The 3GPP has proposed solutions for both
direct and non-direct connection of HeNBs to
core network entities. Although the former solu-
tion is attractive to reduce the number of net-
work units needed for HeNB deployment, it
suffers from several inefficiencies in terms of
MME/S-GW overload when the number of
HeNBs as well as the number of connections per
HeNB are large. In the proposed architecture,
the HeNB-GW — part of the backhaul and
securely connected to the core — has the key
role of being a concentrator of several HeNBs
for both control and user planes. This has obvi-
ous advantages in terms of scalability and load
reduction in the core network. The benefits
offered by the mandatory use of an HeNB-GW
can be summarized as follows.

One Stream Control Transmission Protocol
(SCTP) association between the HeNB-GW and
MME: In LTE-A, an SCTP association is creat-
ed between two entities exchanging control
plane traffic. Through the use of the HeNB-GW,
the presence of a large number of HeNBs does
not imply congestion at the MME. Indeed, only
the HeNB-GW transmits SCTP heartbeat mes-
sages to the MME instead of each single HeNB.
Furthermore, the number of SCTP association
establishments and releases due to HeNBs
switching on/off is minimized.

S-GW scalability: The number of GPRS Tun-
neling Protocol (GTP), UDP, and IP connec-
tions between the HeNB-GW and S-GW are
drastically reduced compared to a direct HeNB-
to-HeNB connection. In this way, the number of
HeNBs may increase without an increase in the
number of UDP/IP paths and GTP Echo mes-
sages managed by the S-GW.

Paging optimization: Optimized paging mech-
anisms for downlink data transmission to the
managed HeNBs can be implemented within the
HeNB-GW to reduce latency.

According to the architectural solution pro-
posed in Fig. 1, two challenges need to be eval-
uated. The first one is due to the fact that the
HeNB-GW has to switch from the HeNB-
GW–S-GW tunnel to the HeNB-GW–HeNB
tunnel (and vice versa). Consequently, the high-
er the traffic from the machines, the higher the
load at the HeNB-GW in the user plane. Never-
theless, it is worth noting that the HeNB-GW is
the only entity overloaded when the traffic from
the machines increases, and this influences only
the performance of devices connected to the
femtocells managed by the HeNB-GW. On the
contrary, by using alternative solutions where
the femtocells are directly connected to the S-
GW, an increase in the MTC traffic involves
overloading at the S-GW with influence on the
traffic from/to all the nodes (i.e., a large set of
macrocells and femtocells) managed by the S-
GW. The second issue is that the HeNB con-
nects to a single HeNB-GW at one time, and
this reduces the redundancy and load sharing
possibilities in comparison with other architec-
tural variants. It is worth noting that we foresee
the use of the X2 interface among different
femtocells. Such an interface can be further
exploited as a low-latency interface to increase
the redundancy as well as sharing possibilities.
As a consequence, it is clear that our proposal is
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more effective to reduce the overall system
overload than other solutions.

INTERCONNECTION WITH NON-3GPP APS
An important issue to consider is the intercon-
nection of machines belonging to non-3GPP net-
works, such as IEEE 802.11ah (low-power
Wi-Fi), which is gaining in popularity. In the
proposed network architecture, we foresee trust-
ed non-3GPP APs [12], which are typically oper-
ator-managed Wi-Fi APs that provide access
functionalities, over-the-air encryption, and
secure authentication and billing functionalities. 

The communication between Wi-Fi-enabled
devices and LTE-A MTC terminals can be
achieved, for instance, through traditional Inter-
net communication. In this case, the data sent by
the Wi-Fi machine is conveyed to the LTE-A
terminal via the P-GW and S-GW. This solution
may involve intolerable data transmission delay,
especially if two MTC devices are geographically
close (e.g., in the same room). 

To cope with this issue, we propose the intro-
duction of a short data path (while other func-
tionalities, e.g., access, authentication and billing,
are the same as in [12]) by connecting the trust-
ed non-3GPP APs to the HeNB-GW. The APs
exchange data through the non-3GPP interface
with the served MTC devices, while they appear
like HeNBs to the HeNB-GW, with the follow-
ing advantages:
• Reduced latency, since data communication

between non-3GPP and LTE-A devices can
be handled through the HeNB-GW

• Additional scalability, since the increase in
the number of non-3GPP APs does not
overload the S-GW

In addition, the latency of some control proce-
dures can be cut by reducing the amount of
operations in the core network entities. Indeed,
since APs and HeNBs share the same protocol
stack, a novel logical IP-based control interface,
X2¢ in Figure 1, ought to be standardized to sup-
port system parameters configuration and for
the handover of those devices equipped with
both non-3GPP and LTE-A interfaces . 

ANALYSIS OF MTC RADIO ACCESS
AND DATA TRANSMISSION

With the aim of corroborating the expected
MTC enhancements of the proposed architec-
ture, a simulation campaign has been carried out
through a 3GPP-calibrated system-level simula-
tor. The analysis focuses on the radio access net-
work, which is the most solicited segment by the
multitude of MTC devices.

The cell layout, radio channel model, and
power transmission levels are set according to
the 3GPP macrocell case #3 [13]. HTC and
MTC devices are in the coverage area of one
macrocell site (hexagonal grid, 3 sectors per site,
2 GHz carrier frequency, 5 MHz channel band-
width), while 18 neighboring cells are considered
as interfering cells (the inter-site distance is set
to 1732 m). We considered 30 VoIP and 20
active best effort (BE) users which are uniformly
distributed in the macrocell, while 1000 MTC
devices are clustered in a restricted area (with a
radius equal to 50 m) of the cell. 

In order to effectively evaluate the benefits
introduced by the use of HeNBs in the radio
access network, we compare two scenarios. The
first one (case A) is a macro area environment,
where both HTC and MTC devices are attached
to the MeNB. In the second scenario (case B),
HTC users are attached to the MeNB while all
MTC is handled via the HeNB. To further con-
sider the impact of the position of MTC devices
on HTC communications, we varied the mean
distance of MTC terminals from the MeNB.

RANDOM ACCESS PROCEDURE
The random access (RA) procedure [14] is per-
formed by a device in several cases; for example,
upon initial network access, in idle mode, during
handover, and for connection re-establishment
after a radio link failure. Contention-based access
is managed via a four-message handshake between
the device and the base station. A well designed
network should be able to guarantee low-latency
access to MTC devices. This aspect is especially
crucial, considering that commonly MTC devices

Figure 2. Access delay for HTC and MTC terminals vs. distance of 1000 MTC devices from the MeNB (left) and comparison
between RA via MeNB and HeNB when devices are 100 m from the MeNB (right).
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transmit only one data packet after succeeding
with the RA procedure. As a consequence, reduc-
ing RA latency allows the control overhead neces-
sary for data transmission to be decreased.

To analyze this aspect, we considered a peri-
od of 60 s during which MTC devices and HTC
users perform one RA procedure, and we mea-
sured the delay spent for such a procedure (the
access delay). The arrival rates of HTC and
MTC terminals are uniformly distributed within
the considered period of 60 s. The RA parame-
ters are set according to [15].

The achieved results are shown in Fig. 2.
Considering case A, when MTC devices are in
challenging positions within the cell (i.e., larger
distances from the MeNB), both MTC and HTC
users experience higher RA delays. It emerges,
instead, that the use of HeNB (i.e., case B) for
MTC traffic has the positive effect of reducing
the access delay of both HTC and MTC termi-
nals; the main benefit is for MTC devices, which

achieve an access delay reduction of about 39
percent in the considered scenario, while HTC
users gain less than 3 ms. It is worth noticing
that the MTC access delay is insensitive to the
position of MTC devices in the cell with respect
to the MeNB, since the HeNB is always located
close to MTC devices.

The MTC behavior is further analyzed on the
right of Fig. 2 and confirms the enhancement
introduced in the RA procedure by use of the
HeNB. It is worth noticing that in case B, the
number of preamble transmissions (i.e., the first
message of an RA procedure) is reduced by a
factor equal to 20 percent compared to the case
when MTC terminals are attached to the MeNB
(i.e., case A). This is not due to a lower pream-
ble collision rate (which is the same for both
cases and depends on the number of machines
that access in the same RA slot), but due to the
better channel conditions experienced by MTC
devices due to the shorter device/base station
distance, which increases the probability of suc-
cessful preamble transmission. By reducing the
number of RA procedures necessary to accom-
plish radio access, the MTC devices spend less
time in fine clock (i.e., the waiting time for
uplink transmission or downlink reception),
receiver, and transmission states. A further posi-
tive effect is the decrease of energy consumption
in the MTC devices by 23 percent.

DATA TRANSMISSION
Data transmission from HTC and MTC devices
poses several issues since different requirements
for HTC and MTC services need to be consid-
ered. VoIP communication can be considered as
a periodic transmission (20 bytes every 20 ms
during on periods) and is handled by the MeNB
through semi-persistent scheduling. The BE traf-
fic is instead scheduled according to the
resources still available after the transmission of
flows with higher priority. Finally, MTC devices
usually transmit only one small message after the
radio access procedure, thus asking for few sys-
tem resources. The main concern related to
MTC for the system is instead due to the mas-
sive number of instantaneous transmitting MTC

Figure 3. The impact of MTC on throughput of BE users (left) and latency data transmission of MTC devices (right).
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devices. We considered a period of 60 s during
which MTC and HTC terminals perform data
transmission. MTC devices are assumed to trans-
mit one 200-byte message, while BE users are
served by the MeNB through a maximum
throughput scheduler. Finally, VoIP users are
considered as “background” services since they
are semi-persistently scheduled by the MeNB. 

The transmission performance is shown in
Fig. 3. The mean throughput of BE users is
shown on the left. When MTC devices are served
via the MeNB (i.e., case A), the throughput of
BE users decreases, more so at greater dis-
tances. This is due to the fact that the greater
the distance from the MeNB, the poorer the
channel quality of MTC devices. As a conse-
quence, they require a higher portion of system
resources for data transmission, and this causes
a throughput reduction for BE users. When
MTC devices are handled by the HeNB (i.e.,
case B), the throughput of BE flows increases by
about 4 percent until the case when MTC devices
are 400 m from the MeNB; then it increases by a
factor equal to 20 percent when the MTC devices
are farther from the MeNB. 

The data delivery delay for MTC devices is
shown on the right. It is clearly shown that the
performance deteriorates in case A. On the con-
trary, through the HeNB, the delivery time is
decreased by a factor of 14 percent until the dis-
tance of 400 m, while the gain increases up to 30
percent when the distance becomes greater. The
improvement is due to the fact that, being at a
shorter distance from the HeNB w.r.t. the dis-
tance from the MeNB, MTC devices experience
better channel qualities, and consequently data
transmission can be handled in a more efficient
way by exploiting less robust transmission param-
eters (i.e., modulation and coding schemes).

RADIO ACCESS CONGESTION UNDER
ULTRA-DENSE MTC DEPLOYMENT

The analyses presented so far demonstrate the
suitability of supporting MTC via HeNBs in a
scenario with a fixed number of MTC devices.

Here, we are interested in showing the scalability
of our solution with an increasing number of
MTC devices. When a very large and unpre-
dictable number of machines simultaneously
attempt to access LTE-A networks, we expect
that the use of HeNBs should reduce the radio
access congestion. With this aim, we stressed the
simulation scenario by:
• Reducing the period for arrivals of both

HTC and MTC terminals to 20 s
• Varying the number of MTC devices (from

1000 to 30,000) located at the cell edge
(i.e., 800 m from the MeNB)

This scenario also resembles the case of MTC
devices located in challenging locations with
poor network coverage, such as indoor environ-
ments.

IMPACT ON HTC TRAFFIC
The radio access network becomes the bottle-
neck of an LTE-A system when a very large
number of MTC devices transmit within a short
time interval. As highlighted in Fig. 4, when
HTC and MTC traffic is served via the MeNB
only (i.e., case A), the probability of successful
data transmission is drastically reduced for
both traffic types with an increasing number of
MTC devices. Indeed, with numerous MTC
devices simultaneously transmitting, the
amount of resources available for HTC users
quickly becomes scarce. As a consequence,
HTC users are not able to successfully com-
plete their own data transmission. It is worth
noticing that network congestion is already evi-
dent with 3000 MTC devices; with above 5000
MTC devices, the transmission of BE flows is
denied in the cell.

When we consider case B, we obtain a totally
different behavior. Indeed, the HeNB avoids
MTC services to take resources from the HTC
traffic, which are always successfully transmitted
(i.e,. success probability equal to 1 for HTC and
MTC traffic). In addition, also for the case with
30,000 MTC devices, the HeNB is able to handle
the MTC traffic, confirming the effectiveness of
the proposed solution in extremely dense net-
work scenarios. 

Figure 5. Delivery time (left) and lifetime (right) of MTC devices.
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IMPACT ON MTC TRAFFIC

In Fig. 5, the MTC performance is shown to
underline the meaningful improvements
achieved by femtocells. In addition to cases A
and B, we further consider a scenario (case C)
with mixed MTC and HTC traffic over femtocells.
In detail, in case C we assume that the HeNB is
exploited to serve MTC devices, five VoIP and
five BE users (the dependence on the number of
voice/data users in the HeNB has been omitted
here for space reasons). We first consider the
data delivery delay (left side). When MTC
devices are attached to the MeNB (i.e., case A),
the high network congestion causes a quick
increase in the data latency. Indeed, with 3000
devices, the delivery delay is already higher than
2 s and is close to 14 s for the case of 30,000
machines. On the contrary, in cases B and C the
data delivery delay is lower than 60 ms until
there are 20,000 machines. We can observe that,
when considering 30,000 devices, the presence of
HTC traffic in case C introduces an MTC delay
increase of about 200 ms compared to case B.
Focusing on the performance of HTC users in
case C (results are not plotted due to the lack of
space), both VoIP and BE terminals are always
able to accomplish data transmission with some
performance degradation. In particular, VoIP
users experience an increase in the percentage
of packet losses up to 20 percent for the extreme
scenario with 30,000 MTC devices, while BE
users observe a throughput decrease from 670
kb/s (scenario with 1000 MTC devices) down to
560 kb/s (scenario with 30,000 MTC devices).

We also considered a fundamental parameter
for MTC: the energy consumption. We are

assuming that the MTC devices transmit 1 pack-
et/min (which is rather a high-load case), and
their battery capacity is equal to 1500 mAh. By
analyzing the lifetime of MTC devices in the
right plot of Fig. 5, we observe that the increase
in data delivery delay due to network congestion
in case A involves a drastic reduction in terms of
battery lifetime (i.e., from 492 to 17 days when
the number of MTC devices varies from 1000 to
3000). The exploitation of HeNB allows signifi-
cantly longer battery life — 625 days in the case of
20,000 machines for both cases B and C. When
the number of MTC devices increases, the data
delivery time consequently becomes larger and
the battery lifetime is reduced to only tens of
days. 

CONCLUDING REMARKS

CONCLUSIONS
We present and quantify the performance of a
novel network architecture able to efficiently
handle ultra-dense MTC over LTE-A networks
by exploiting closed access femtocells. Such an
architecture allows meaningful advantages,
which are summarized in Table 1. Focusing on
the coexistence of HTC and MTC traffic, the
proposed solution allows effective separation of
traffic and, as a consequence, fulfills the require-
ments of MTC without affecting the perfor-
mance experienced by HTC users. Concerning
the enhancements on MTC devices, the exploita-
tion of HeNBs is useful in offering several bene-
fits such as significantly reduced latency and
energy consumption in RA and data procedures,
and higher capacity (i.e., number of supported
machines). 

Finally, it is worth noting that the proposed
solution with frequency-separated deployment
for MeNB and HeNBs guarantees reduced com-
plexity (and lower cost) for MTC devices. On
the core/backhaul network side, the exploitation
of the HeNB-GW in the proposed architecture
has the main benefits of reducing the conges-
tion/overloading of both the MME and S-GW in
the core. In addition, the proposed network
offers connectivity with reduced latency among
LTE-A and non-3GPP MTC devices via trusted
non-3GPP APs.

OPEN CHALLENGES
Open challenges relevant to the capability of
LTE-A to support the extremely dense scenarios
expected for MTC remain.

Latency reduction: According to the analyses
shown above, the exploitation of HeNBs is a
valid solution to reduce the latency of MTC
devices. However, we should consider that the
RA procedure involves a very large overhead for
data transmission, mainly due to two factors:
• The high latency required for RA before

effective data transmission
• A large number of control bits transmitted

before the transmission of typical small
packets

To solve such issues, an enhanced mechanism
for RA and data transmission procedures are
required to further reduce latency and energy
consumption, and to enhance the efficiency.

Energy-aware radio access: The design of

Table 1. A summary of the main benefits of the proposed network architec-
ture for MTC over HeNBs in LTE-A.

Design drivers • Reduced complexity thanks to the frequency-separated
scenario

RA procedure

• Higher success probability for the transmission of the first 
preamble

• Reduced latency (i.e., switching time from idle to 
connected mode)

• Reduced energy consumption

Data 
transmission

• Reduced latency
• Reduced energy consumption
• Higher capacity (i.e., number of supported MTC devices)
• No negative impact on HTC services

Core network

• High scalability (increase in the number of HeNBs does 
not cause network overload)

• No overload at the MME thanks to the use of HeNB-GW
• No overload at the S-GW thanks to the use of HeNB-GW
• Paging optimization at the HeNB-GW
• Inter-connection with trusted non-3GPP APs

M2M uptake

• Decreased dependence on coverage provisioning in 
challenging environments

• Not losing the ability to use operator’s connectivity 
and service platforms

• Significantly quicker time to market because of reduced 
telco engineering work

• Significantly reduced risk due to availability of SLAs in 
licensed bands
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novel techniques to improve the energy efficien-
cy and performance of the RA procedure is still
considered an open challenge. In this direction,
effective solutions are still needed to guarantee
energy-aware RA, that is, an ad hoc RA proce-
dure where the residual energy-life of MTC
devices is taken into account to guarantee higher
RA probability for those devices with limited
battery charge.

Transmission of alarm messages: A portion
of MTC applications are based on the transmis-
sion of alarm messages, which should be con-
veyed to remote servers or actuators with very
strict time constraints. The transmission of alarm
messages still represents an open issue since
effective solutions are required to guarantee
reduced (and deterministic) latency for alarm
messages.

Overall, however, we address the arising
problems of massively dense MTC deployments
through the architectural changes proposed and
quantified in this article.
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INTRODUCTION

In the recent years, Internet data communica-
tions have experienced a paradigm shift from the
traditional fixed cable access to the wireless and
mobile world. The huge success of powerful
handheld devices and the deployment of faster
heterogeneous radio access technologies, like
IEEE 802.11n and Long Term Evolution (LTE),
have led to the familiar concept of being con-
nected anywhere, anytime. Reports such as [1]
show that mobile traffic growth will not deceler-
ate; conversely, it will increase 11-fold from 2013
to the end of 2018.

Mobile operators, together with industry and
research communities, are looking at cheap and
effective solutions to cope with this tremendous
growth. There are two main issues to tackle: 

• How to provide enough capacity in the
access

• How to handle all the traffic in the trans-
port network

For the first issue, reducing the size of cells is
the most feasible approach that can provide a
significant bandwidth increase. Regarding the
second issue, current architectures for mobile
and cellular networks are highly centralized and
hierarchical, forcing user traffic to traverse all
the network parts up to the core, where key enti-
ties are deployed to function as border IP gate-
ways and mobility anchors. Following this
approach, the general packet radio service
(GPRS) Tunneling Protocol (GTP) [2] and
Proxy Mobile IPv6 (PMIPv6) [3] have been
adopted as two possible choices to operate the
Evolved Packet Core (EPC) of 4G networks.
The advantage of the centralized approach
resides in its simplicity, because the central
anchor can follow user movements by simply
rerouting the packets over tunnels created with
the access router where the mobile node (MN)
is currently connected. However, the mobility
anchor represents a single point of failure, poses
scalability issues (i.e., it is the cardinal point for
the control and data plane for millions of users),
and, in general, leads to suboptimal paths
between MNs and their communication peers
(also known as correspondent nodes, CNs) [4].

Therefore, future 5G mobile networks are
expected to be more flexible, relaxing the con-
straint of binding user traffic to a central core
entity and allowing Internet services to be locat-
ed closer to the users. Extremely dense wireless
deployments shall benefit from such features by
reducing the congestion in the operator’s core
infrastructure and providing improved service to
users. Another defining characteristic of future
5G networks is that the infrastructure is expect-
ed to simultaneously serve very different sets of
users and applications. For example, 5G net-
works are foreseen to share resources to cope
with both highly demanding video applications
of a few mobile users and low-bit-rate traffic
from a large bunch of sensors (the so-called
Internet of Things, IoT). Along with these objec-
tives, distributed mobility management (DMM)
has recently emerged as a new paradigm to
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design a flat and flexible mobility architecture,
allowing traffic to be broken out locally closer to
the edge (i.e., offloading the network core) and
exploiting the use of different gateways for traf-
fic with different connectivity and mobility
requirements.

In this article, we argue that DMM approach-
es are suitable candidates for mobility manage-
ment in future 5G very dense deployments.
Then we explore the DMM solution space by
focusing on the main three families of solutions
currently proposed:
• A protocol derived from a classical IP

mobility management approach, PMIPv6
• A mechanism based on software defined

Nnetworking (SDN)
• A routing-based solution
We describe in this article the main characteris-
tics of each of these DMM approaches and then
conduct a validation and performance assess-
ment of each of them by implementing the three
solutions in a real prototype. Finally, we derive
some interesting conclusions from the compari-
son of the obtained results. In this work we
focus on the comparison of DMM-only solu-
tions, but readers interested in a centralized vs.
distributed study might consider the analysis
reported in [5].

DISTRIBUTED MOBILITY
MANAGEMENT

The deployment of extremely dense radio net-
works addresses the need to expand the network
capacity, offering an increased bandwidth per
user per unit of area. The cellular pico and
femto cells, in conjunction with the new advances
in the IEEE 802.11 family, like the .11n and
.11ac amendments, are speeding up the develop-
ment in this direction.

Within this context, the current mobile archi-
tecture’s centralized model poses some scalabili-
ty issues due to traffic and signaling handling.
For instance, in the Evolved Packet System
(EPS) architecture, traffic generated in the radio
access network (RAN) is conveyed by intermedi-
ate nodes called serving gateways (S-GWs) to
the packet data network gateway (P-GW) by
means of tunneling. The P-GW hence aggregates
the traffic from several edge networks and acts
as a gateway between the operator’s network
and external IP networks. While the deployment
of extremely dense wireless networks tackles the
expected traffic growth in the access part, a solu-
tion is also necessary for the core. In this sense,
a flatter mobile network is best suited, as it
would permit traffic to be routed without travers-
ing core links unless necessary. Moreover, future
5G networks will simultaneously serve traffic
from multiple devices with disparate require-
ments, as, for example, the IoT is expected to
increase its footprint in the coming years. This
fact requires more flexible network architectures
capable of coping with multiple flows with differ-
ent requirements, and dynamically adapting to
the current demands. 

The Third Generation Partnership Project
(3GPP)1 has already started developing solutions
for the EPS to avoid tying IP connections to

core gateways, like the Local IP Access and
Selected IP Traffic Offload (LIPA-SIPTO) tech-
niques [6] and LIPA Mobility and SIPTO at the
Local Network (LIMONET) [7]. Consequently,
IP networks appear closer to user terminals,
since the complex operator’s backhaul and core
infrastructure might be bypassed. Very dense
wireless networks could take advantage of this
scenario, as they can be deployed in campuses,
malls, transportation systems, and so on, which
can benefit from having a locally available con-
nection to Internet services (called a local break-
out point) so that traffic generated locally is not
forced to pass through the core network. In
addition, users should join and leave any of
these networks without experiencing any service
interruptions, enjoying transparent mobility sup-
port for those applications that require so. 

The DMM paradigm embraces the concepts
expressed above, aiming at designing a flat
mobile architecture that enables enhanced access
to IP services and built-in support for mobility
and heterogeneous radio access technologies [4,
8, 9]. The DMM framework envisions an all-IP
infrastructure where users’ data flows are routed
through the optimal path, exploiting multiple
anchor points and deployment of IP services
closer to the users. Note that this framework
envisions supporting mobility across heteroge-
neous networks, without requiring complex dedi-
cated support from MNs. In addition, a wise
assignment of IP addresses to MNs according to
the available services for each user provides a
mobile operator with the flexibility to handle
users’ data traffic according to an extended set
of policies, such as whether IP flows should be
anchored locally (e.g., for short-term sessions) or
to a centralized node (for long sessions). This
feature — which is very attractive for future 5G
deployments, as previously discussed — is known
as prefix coloring [10], and consists of attributing
some meta-data to the assigned prefixes so that
they can be used to access particular services,
differentiated for the geographical location or by
other means depending on the operator’s policy. 

DESCRIPTION OF THE
DMM SOLUTIONS

There have been several DMM approaches pro-
posed so far, spanning from extensions of cur-
rent standardized protocols to clean-slate
solutions. In this section, we describe the opera-
tion of the three main families of DMM
approaches. These are the most important types
of solutions, approaching the elimination of a
single mobility anchor from disparate perspec-
tives. Since there are more than one possible
solution fitting each of the families, we have
selected one per category, and we argue that the
obtained conclusions also apply to any other
solution from the same family.

The first family of solutions is based on modi-
fications of classical IP mobility protocols, in
particular of the well known PMIPv6; thus, in
the following we refer to the solution belonging
to this family as the PMIPv6-based DMM solu-
tion; the second category follows an SDN
paradigm, so we call the protocol from this cate- 1 http://www.3gpp.org/
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gory an SDN-based DMM solution; and the third
design leverages on IP routing protocols, hence
the name routing-based DMM solution for the
mechanism within this family. The three groups
are made of network-based mobility manage-
ment protocols, so no mobility client is required
on the terminal. However, the first and third
groups make extensive use of existing Internet
Engineering Task Force (IETF)2 standards,
whereas the second is a clean-slate approach. All
of them share the concept that the access router
not only provides connectivity to the MNs (by
being their default gateway), but are also
enhanced with some specific DMM features. For
this reason, throughout the text we refer to a
DMM-enabled access router as a DMM-Gate-
way (DMM-GW).

PMIPV6-BASED DMM SOLUTION
In the next paragraphs we present a simplified
description of the PMIPv6-based DMM solution
described in more detail in [11], where the full
protocol details can be found. Since this solution
inherits many of its features from Proxy Mobile
IPv6 (PMIPv6), we briefly describe this latter
first. Proxy Mobile IPv6 is a centralized mobility
management protocol where a core entity called
the local mobility anchor (LMA) establishes bidi-
rectional tunnels with mobility access gateways
(MAGs) located in the access networks. Users’
upstream data packets are collected by the corre-
sponding MAG and sent through the tunnel to
the LMA, which in turns forwards them to the
Internet. Similarly, downstream packets are first
received by the LMA, which then dispatches
them through the tunnel terminating at the MAG
to which the MN is currently attached. By using
dedicated signaling messages, called Proxy Bind-
ing Update (PBU) and Proxy Binding Acknowl-
edgement (PBA), between the MAG and the
LMA, the PMIPv6 protocol coordinates the sta-
tus of the network, letting the LMA know at
which MAG an MN is connected to properly
route its traffic. Indeed, since the LMA is tra-
versed by users’ data flows, it is straightforward
for it to redirect the packets to the appropriate
tunnel upon handover, based on the indications
received from the MAGs. However, in this way,
the data path may end up being suboptimal, and
the LMA must be provisioned with high-speed
and redundant links to the MAGs in order to
convey the traffic for all the subscribers.

In our PMIPv6-based DMM solution, the
MAG role is replaced by the DMM gateway. A
DMM-GW evolves from a MAG as it is provid-
ed with links to the Internet that do not imply
paths traversing the LMA. Hence, the DMM-
GW acts as a plain access router (i.e., no tunnel-
ing) to forward packets to and from the Internet.
Also, a DMM-GW features mobility anchoring
functions, being able to forward without disrup-
tion the IP flows that an MN started while
attached to it before moving to a new DMM-
GW afterward. Moreover, PMIPv6’s LMA is
reduced to a control plane only entity, referred
to as the control mobility database (CMD). The
CMD stores, for every MN, all the prefixes
advertised to the MN, which DMM-GW adver-
tised each prefix, and to which DMM-GW the
MN is currently connected. In addition, by

means of extended PBU/PBA signaling, the
CMD sends instructions to recover the MN’s
ongoing IP flows after a handover. As a result,
this architecture’s scalability is improved with
respect to PMIPv6, as DMM-GWs are able of
locally breaking out some traffic, thus avoiding
the need to traverse the network core. This
allows the overprovisioning typically performed
when designing the aggregation links from the
access to the network core to be reduced.

More details and the operations of the
PMIPv6-based DMM solution are shown on the
right side of Fig. 1, represented by circled num-
bers. A DMM-GW detects the MN attachment
typically after receiving a Router Solicitation
message [12] from the MN, or by means of a
dedicated link detection mechanism,  . Next,
the DMM-GW notifies the CMD about the MN
attachment by means of extended PBU/PBA sig-
naling, , which also contains the IPv6 prefix
the DMM-GW is allocating for the MN. Since
this is a fresh registration, the CMD creates a
new entry for the MN, storing a pointer to the
MN’s current location (i.e., the DMM-GW that
generated the signaling) and a field for the pre-
fix assigned. The DMM-GW advertises the pre-
fix to the MN in a Router Advertisement (RA)
message  [12]. After a handover, , when the
CMD receives the PBU from the new DMM-
GW, , the database entry for the MN is updat-
ed, associating the MN’s location with the new
serving DMM-GWs. In addition, using the
PBU/PBA signaling the CMD instructs the serv-
ing and old DMM-GWs to establish a tunnel
between them, . The tunnel is necessary to
redirect ongoing IP flows anchored at the old
DMM-GW to and from the new DMM-GW.
However, the tunnel carries the packets only for
those flows that were started before the MN
handed over from the previous DMM-GW,
whereas new communications are handled by the
new DMM-GW as a plain router (i.e., without
using any tunnels). This dynamic flow handling
is achieved by assigning a new IPv6 prefix to the
MN from each DMM-GW to which it connects.
The prefix is announced by the DMM-GWs with
an RA,  , which forces the MN to use the
new prefix (advertised by the DMM-GW where
the MN is currently connected) for new commu-
nications. Therefore, each DMM-GW is respon-
sible for a pool of IPv6 prefixes from which it
delegates one to each MN attached to its access
links. Thereby, a DMM-GW handles users’ pack-
ets selectively with or without encapsulation,
depending on the IPv6 prefix they carry and
where the MN is currently connected. Conse-
quently, an MN configures several IPv6 address,
one per each visited DMM-GW, and its flows
might be anchored at different DMM-GWs.

According to the DMM terminology, this
protocol falls within the partially distributed cate-
gory. Indeed, the data plane is distributed among
the DMM-GWs, and the control plane is kept
centralized, tied to the role of the CMD.

SDN-BASED DMM SOLUTION
Software defined networking is a networking
paradigm that separates the control and data
forwarding planes. Such separation allows for
quicker provisioning and configuration of net-2 http://www.ietf.org/
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work connections. With SDN, network adminis-
trators can program the behavior of both the
traffic and the network in a centralized way,
without requiring independent accessing and
configuring each of the network’s hardware
devices. This approach decouples the system that
makes decisions about where traffic is sent (i.e.,
control plane) from the underlying system that
forwards traffic to the selected destination (i.e.,
data plane). Among other advantages, this sim-
plifies networking as well as the deployment of
new protocols and applications. In addition, by
enabling programmability on the traffic and
devices, an SDN network might be much more
flexible and efficient than a traditional one.

In SDN environments, the network controller
is the most important entity and is responsible
for configuring the nodes in the network via a
common application programming interface
(API), the Southbound API. OpenFlow3 is one
API that can be used by an external software
application to program the forwarding plane of
network devices. The operations of the SDN-
based DMM solution are shown on the right
side of Fig. 2. In our solution, a core entity,
called the network controller (NC), configures
the forwarding rules on access routers (the
DMM-GWs) using the OpenFlow 1.3 API. The
DMM-GWs play the role of anchors. Upon the
attachment of an MN to an access point, , the
DMM-GW informs the NC, , which assigns
a network prefix to the MN, . The net-
work prefix is guaranteed to be unique by using
a binding cache where the controller stores, sim-
ilar to the PMIPv6-based solution, information
about the MNs connected to the network. After
attachment detection, the NC configures the
OpenFlow rules in each DMM-GW visited by
the MN, .

Mobility is achieved by combining translation
and forwarding rules on DMM-GWs. When a
packet of an anchored flow reaches a visited
DMM-GW, the anchor first rewrites the IP des-
tination address with the last known MN’s IP

address and then redirects the traffic in the new
MN’s location. When the traffic reaches the last
visited DMM-GW, the DMM-GW performs a
reverse IP address translation first, restoring the
old IP destination address, and then forwards
the traffic to the MN. Note that this solution,
unlike the PMIPv6-based one, does not involve
any IP tunnels.

This solution, like the PMIPv6-based DMM,
is partially distributed. While the data plane is
distributed, the traffic does not pass through any
centralized gateways, and the control plane is
centralized at the network controller.

ROUTING-BASED DMM SOLUTION
The basic concept of this type of solutions is to
remove any anchor from the architecture, letting
all the network nodes re-establish a new routing
map when terminals move by means of IP rout-
ing protocols. For the purposes of this analysis,
we take the solution proposed in [13], which
builds on top of the Border Gateway Protocol
(BGP) [14] and the Domain Name System
(DNS). This is achieved by enabling BGP on the
access routers (the DMM-GWs) so that they
propagate upward to their BGP peer routers the
changes in the access links.

The operations of the routing-based DMM
solution are shown in the right side of Fig. 3.
Upon an MN attachment to a DMM-GW’s
access link,  , the access router learns the
MN’s DNS name after authentication,  .
Next, the DMM-GW retrieves the IP address
(and consequently the IPv6 prefix) associated
with the MN’s DNS record and announces itself
as a next hop to reach the MN’s prefix, . By
doing so, the DMM-GW triggers a BGP routing
update in the rest of the network,  . When
the BGP procedure converges, the MN is reach-
able at the new location using a new path within
the network, as depicted in Fig. 3.

It is worth noting that this protocol is fully
distributed, in the sense that both the data and
control planes are not bound to a specific cen-

Figure 1. PMIPv6-based DMM: overview and operations.
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tralized node, but are instead handled by the
routers in a distributed way.

EVALUATION OF THE
DMM SOLUTIONS

After describing how each of the three DMM
solutions works, we now report on an evaluation
aimed at identifying their advantages and disad-
vantages, as well as accomplishing an initial per-
formance evaluation.

Table 1 presents a summary of the main char-
acteristics of the DMM analyzed approaches,
with a qualitative comparison between them. We
next provide some proofs supporting the state-
ments presented in the table.

We have implemented the three solutions
described before in order to conduct an experi-
mental performance assessment. The objective

of this work is to carry out a proof of concept of
these DMM approaches, showing their feasibility
with real equipment. Each prototype has been
implemented and assessed on the same common
platform. The testbed has been realized as a set
of three DMM-GWs providing WLAN access
using IEEE 802.11b/g cards and a machine act-
ing as CMD, NC, and DNS server. All the nodes
run the GNU/Linux operating system. For the
sake of clarity, employing 802.11 as the access
technology does not affect the functional behav-
ior of the prototypes because, as previously
described, the considered DMM approaches are
IP-based and layer 2 agnostic. Therefore, the use
of other link layer protocols does not have any
significant effect on the results.

The PMIPv6-based DMM prototype employs
the Mobility Anchors Distribution for PMIPv6
(MAD-PMIPv6)4 implementation, which runs in
the DMM-GWs and the CMD. The code is writ-

Figure 2. SDN-based DMM: overview and operations.
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ten in ANSI C and provides all the features
described earlier.

The SDN prototype employs Open vSwitch5

as an OpenFlow implementation on DMM-GWs,
and Ryu6 as an OpenFlow-capable SDN frame-
work on the NC. The SDN-based DMM solution
is written in Python on top of Ryu’s API and
provides all the features described previously.

The BGP prototype extends the testbed with
a “core” network formed by five routers. The
DMM-GWs and “core” routers run the BGP
protocol implemented within the Quagga pro-
ject.7 An additional piece of software, written in
ANSI C, is deployed on the DMM-GWs. This
software detects MN attachments and detach-
ments, retrieves the MNs’ names and addresses
from the DNS server, and installs the local route.
When a change in the routing table is detected,
the BGP daemon propagates the information to
all the other routers. The DNS service is provid-
ed by Bind8 running on the DNS server.

EXPERIMENTAL RESULTS
All the prototypes exhibit three DMM-GWs,
each providing WLAN access via a co-located
IEEE 802.11b/g access point (AP). The objective
of the experiments is to observe how an MN
reacts when a handover occurs, that is, what
happens to the data traffic when the MN moves
from one AP to the other. Therefore, an addi-
tional host is deployed, which role is to act as
CN, generating ping traffic destined to the MN.
Ping packets must traverse the prototypes once
for the request to be delivered to the MN and
another time for the reply sent by the MN to the
CN. It should be noted that none of our DMM
solutions requires any change on the MN.
Indeed, the IP session continuity is provided
without any intervention by the MN beyond the
neighbor discovery operations, which are part of
the standard IPv6 stack. We used a laptop as
MN, with an out-of-the-box GNU/Linux system
(Debian Wheezy OS) and the built-in WLAN
card for the wireless access.

For each implementation, we have measured
the time required to:

Perform a layer 2 switch, that is, the latency
for the MN to change from one AP to another,
measured as the time spent for the IEEE 802.11
operations to dissociate from the old AP and
associate with the new one.

Perform a layer 3 handover, that is, the time
spent since the dissociation from the old AP to
the instant when a Router Advertisement is
received by the MN, meaning that the MN’s IP
configuration is ready.9

Recover ping traffic, that is, the interval
between the last ping packet received or sent by
the MN before the handover and the first ping
packet received or sent after the handover.

These measurements have been collected by
capturing the traffic at the MN’s WLAN inter-
face for more than 200 handovers for each plat-
form.

Table 2 showcases the values in milliseconds
of the mean value and standard deviation for the
three types of handover obtained on the differ-
ent platforms. Figure 4 depicts in more detail
the handover distribution for the ping traffic.

As expected, the layer 2 switch and layer 3
handover are low for all the solutions: this is
because the operations performed by the net-
work in order to re-assign the IP connectivity to
the MN are very quick. Indeed, in all the
schemes, upon detecting the MN attachment,
the DMM-GW queries a database in order to
retrieve the parameters for the MN’s IP configu-
ration. The database is either the CMD, the
SDN controller, or the DNS server, respectively,
for the PMIPv6-based, SDN-based, and routing-
based solutions.

The main difference resides in the time
required to recover ongoing data flows, as both
the PMIPv6-based and SDN-based solutions are
almost 100 times faster than the routing-based
protocol. The reason is that the PMIPv6-based
and SDN-based mechanisms operate in a con-
ceptually similar way. Indeed, at the time the
central database is queried (either the CMD or
the NC), this latter sends instructions using the
corresponding signaling to the DMM-GWs in
order to immediately re-establish a routing path

5 http://openvswitch.org/

6 http://osrg.github.io/ryu/

7

http://www.nongnu.org/q
uagga/

8 http://www.bind9.net/

9 For the sake of simplic-
ity, we do not consider
the duplicate address
detection process that
should be performed
after configuring an IPv6
address on an interface.

Table 1. Features of the three DMM solutions.

PMIPv6-based DMM SDN-based DMM Routing-based DMM

Type of DMM Partially distributed
(central mobility database)

Partially distributed
(SDN controller) Fully distributed

MN’s multiple IP addresses Mandatory Mandatory Supported

Mobility anchors Multiple
(depends on IP flows generation)

Multiple
(depends on IP flows generation) None

IPv6 in IPv6 tunneling Yes No No

Route optimization No support for anchored IP flows No support for anchored IP flows Yes for all IP flows

Handover latency Low Low High

Signaling overhead Low
(depends on no. of active anchors)

Low
(depends on no. of active anchors)

High
(depends on no. of routers)
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for ongoing data flows. In the case of the
PMIPv6 solution, the new routing path is
achieved with an IPv6-in-IPv6 tunnel between
the old anchor and the new one, while in the
SDN case new switching rules are installed in
the old and new anchors. Hence, both the CMD
and NC have an active role in the control plane.
On the contrary, the routing-based system does
not delegate any control role to the DNS server.
Thus, when the access router receives the MN’s
IP address from the DNS server, the router
installs a route for the MN’s prefix and sends to
the other routers a BGP update notifying itself
as next-hop for the announced prefix. Therefore,
in order to recover the data flow, all the routers
involved in the old data path and those involved
in the new target data path must be updated
with the correct routing entry, leading to a few
seconds latency to let the routing protocol con-
verge. The impact that this might have when the
solution runs on large domains is not negligible. 

FINAL REMARKS
After giving some figures on the handover laten-
cy produced by each solution, it is worth a brief
analysis on the protocols’ overhead by observing
how the signaling messages proliferate during a
location update.

In the PMIPv6-based solution, the CMD
interacts with the new DMM-GW, and with each
of the old DMM-GWs that is anchoring IP flows
before the handover. Therefore, the signaling
load varies with the traffic and mobility dynam-
ics generated by the MN. In detail, the overhead
introduced by the updated location grows with
the number of IPv6 prefixes in use by the MN
(i.e., the “active” prefixes) because each of them
requires a signaling session with the correspond-
ing DMM-GW that assigned the prefix. If the
MN’s mobility is low, or the IP sessions generat-
ed by the MN are short, the number of simulta-
neous active prefixes is low too, producing little
signaling overhead. On the contrary, if the MN
is visiting many access networks per unit of time,
while keeping several long-lived applications that
cannot survive an IP address change, the number
of active prefixes is large and so the overhead.
However, even if the number of active anchors is
large, the latency introduced to recover a com-
munication is impacted only by the distance of
the furthest anchor.

The same reasoning applies to the SDN-
based approach, leading to the same considera-
tions as for the PMIPv6-based solution.

On the contrary, the number of messages
sent by the routing-based DMM solution is
determined by the size of the operator’s net-
work. Indeed, the DMM-GW needs to notify all
of its BGP peers so that the amount of signaling
messages sent is almost constant and determined
by the number of BGP peers. In a large network,
the number of BGP update messages increases
dramatically unless adopting some expedients
like BGP route reflectors. The time required to
re-establish the data communication is affected
by the number of BGP routers present in the
new data path: as soon as this set of routers con-
verges to the new routing state, the data traffic is
recovered. With respect to the service differenti-
ation a future mobile network should offer to
the user, we note that the DMM solution pro-
posed in this article may enforce this feature,
exploiting a smart IPv6 prefixes assignment by
the DMM-GWs. We have observed in the
PMIPv6-based and SDN-based solutions that
each DMM-GW visited by the MN assigns an
IPv6 prefix to the MN used to configure an
address at which Internet services can be
accessed in a general way. DMM-GWs can assign
additional prefixes to the MNs, specifically des-
ignated to access some services locally available
at that DMM-GW, or addressing some other
operator’s policies. The routing-based solution is
not excluded by this feature, as a DMM-GW can
assign a specific prefix, in addition to the main
one, to produce service differentiation. Sophisti-
cated use of this technique can lead to a dynam-
ic anchor assignment to the MN’s IP flows. For
instance, according to the operator’s policies, an
MN flow can be forced to use a determined pre-
fix for specific IP flows so that the anchoring
model (centralized or distributed) can be select-
ed by the operator. 

CONCLUSIONS
In this article we have focused on DMM as a
suitable candidate framework for mobility man-
agement in future 5G networks. We have ana-
lyzed the DMM solution space by describing the
three main solution families for distributing
mobility management on a flat architecture for
mobile networks.

These three solutions follow different
approaches. The first is indeed an extension of a
standard mobility protocol for the Evolved Pack-
et System, called Proxy Mobile IPv6. The origi-
nal protocol has been modified and extended to

Table 2. Experimental handover latency results.

Handover type

Layer 2 switch Layer 3 handover Ping recovery

Mean (ms) Std. sev. (ms) Mean (ms) Std. sev. (ms) Mean (ms) Std. sev. (ms)

PMIPv6-based DMM 14.0 4.3 26.4 6.7 38.2 10.8

SDN-based DMM 14.0 4.3 35.7 6.7 43.2 7.9

Routing-based DMM 14.0 4.3 59.0 5.9 4743.9 777.1
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accommodate a new set of operations, so the
outcome is distributed in nature. The second
solution operates in a similar way to the previous
one, but follows a software defined networking
approach. The last mechanism employs the BGP
routing protocol to perform the mobility func-
tions required to deliver the packets to and from
moving users.

These three types of proposals have been
evaluated using real field experiments on Linux-
based prototypes. Our findings confirm the intu-
ition that the first two solutions react faster to
the changes in the network, but they require
dedicated signaling and specialized entities to
perform the needed operations. The third
mechanism relies on a well established routing
protocol, inheriting the issues related to high
convergence latency and signaling overhead
when used on large network domains. 
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Figure 4. Empirical CDF of the handover measurements for ping traffic.
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INTRODUCTION

Software-defined networking (SDN) has been
shown to provide numerous benefits ranging
from centralized network management and pro-
grammability to reduced capital and operational
expenses for wired networks. The fundamental
principle in SDN is decoupling the control plane
(i.e., configuration and management) and data
plane (i.e., forwarding) of the network and facili-
tating interaction between the two using open
interfaces such as OpenFlow [1]. The control
plane functions are then aggregated (or central-
ized) in a software-based controller, which main-
tains an abstract view of the network topology
and provides application programming interfaces
(APIs) to network operators. Using the con-
troller and the centralized view it provides, oper-
ators can instruct the data plane nodes (e.g.,
routers) to forward traffic in a certain way
depending on their objectives. This is in contrast
to the legacy mode of operation, where each

node implements both the control and data
planes, which makes it difficult to flexibly modify
the network behavior since each node has to be
programmed separately using potentially differ-
ent proprietary management interfaces. 

Inspired by the above mentioned benefits of
SDN, we investigate whether its principles are
applicable in the cellular radio access network
(RAN) context. We answer this in the affirma-
tive and observe that perhaps the most straight-
forward application of SDN’s control/data plane
separation principle to the RAN manifests itself
in self-organizing networking (SON) solutions
[2]. SON algorithms operate at coarse timescales
and optimize RAN performance via control
plane coordination without affecting the fine
timescale scheduling decisions in the wireless
data plane. With the current trend toward dense
deployments of small cells (i.e., low-power base
stations), such RAN optimizations are essential
to ensure the success of future cellular network
deployments.

While SON can provide significant perfor-
mance gains, more sophisticated RAN optimiza-
tions require data plane cooperation across base
stations at fine timescales. Coordinated multi-
point (CoMP [3]) transmission is one such opti-
mization that supports multiple base stations to
cooperatively send data to a client, essentially
eliminating interference and turning it into
cooperation gain. One way to realize CoMP’s
data plane cooperation is centralizing the data
plane but decoupling processing from transmission
within the data plane to make CoMP practically
feasible. This is how cloud RANs (C-RANs)
support a centralized data plane by aggregating
baseband processing units (BBUs) of base sta-
tions and decoupling them from the radio fre-
quency (RF) transmission of remote radio heads
(RRHs). In a C-RAN, the BBUs are centralized
in a data center — hence the term “cloud” —
which hosts general-purpose processors (GPPs)
and digital signal processing (DSP) equipment,
whereas the RRHs are deployed in a distributed
fashion for wireless coverage. 

The communication between the BBU pool
and the RRHs is provided by the fronthaul trans-
port network, which is a component unique to
the C-RAN setup. We show that by program-

ABSTRACT

Software-defined networking has brought
both performance and management benefits to
wired networks. It is natural to wonder if SDN
principles also apply and can deliver similar ben-
efits to RANs. It is this question that we intend
to address in this article. We first highlight that
the core SDN principle of decoupling control
and data planes already exists in RANs in the
form of self-organizing networking solutions,
which can optimize RAN performance at coarse
timescales. In addition to control/data plane sep-
aration, we also elaborate how fine timescale
optimizations such as coordinated multi-point
transmission are made practical with the help of
cloud RANs (C-RANS), which offer the notion
of processing decoupled from transmission within
the data plane. We finally discuss the potential
and challenges related to a less explored applica-
tion of SDN in the RAN, which is programming
the fronthaul network in a C-RAN. We argue
that this novel notion of software-defined fron-
thaul, SDF, has the power to orchestrate novel
applications and thus should be a key area of
focus in RAN optimization.
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ming the fronthaul, and thus changing the map-
ping between BBUs and RRHs at coarse
timescales, mobile network operators can both
unlock new capabilities of the RAN in terms of
traffic optimization as well as obtain energy sav-
ings in the BBU pool by powering down BBUs
in a dynamic manner. We call this software-
defined version of the fronthaul SDF, which
interestingly resembles the classic notion of SDN
in wired networks, and highlight the potential
and challenges associated with it. 

In summary, we believe that a software-
defined RAN should embody the following prin-
ciples: 
• Decoupling the wireless control and data

plane to enable coarse timescale SON opti-
mizations that dynamically respond to the
changing traffic load and interference levels
in the network

• In addition to control/data plane separation,
decoupling baseband processing from RF
transmission in the data plane through a C-
RAN deployment for practical realization
of fine timescale interference coordination
schemes such as CoMP

• Advancing the C-RAN architecture with an
SDF that can be dynamically programmed
to enable novel applications
We would like to note that network function

virtualization (NFV) is another paradigm, syner-
gistic with SDN, which can be applicable in the
RAN context (e.g., base station scheduling virtu-
alization [4–6] or virtualization of the C-RAN
BBU cloud). However, our focus in this article is
limited to SDN principles and their applications
to the RAN. 

SON: CONTROL/DATA PLANE
SEPARATION IN THE RAN

In this section, we first familiarize the reader
with SDN and SON by providing a short intro-
duction, and then discuss how core SDN princi-
ples can be extended to the RAN within the
SON architecture. 

A PRIMER ON CONTROL AND
DATA PLANE SEPARATION IN SDN

In wired networks, while the control plane is
responsible for implementing the routing proto-
cols that define the network behavior, the data
plane implements the transport (i.e., forwarding)
of data across the network. Traditional networks
are built with a distributed template where the
routers implement both the control plane and
data plane functions. Each router is manufac-
tured by a different vendor and thus requires
proprietary configuration interfaces. This makes
it highly inefficient, if not impossible, for network
administrators to configure existing protocols or
introduce new innovative network services. 

As an alternative to distributed operation
where the control and data planes are coupled,
SDN proposes an architectural split where the
control plane functionality is aggregated (i.e.,
centralized) in a controller and hence is decou-
pled from the data plane, which continues to
operate in a distributed manner in every net-

work element. The control and data planes com-
municate using protocols such as OpenFlow [1],
which essentially opens up the data plane to be
programmed, in software, through open API
specifications. Since the data plane is simplified,
it can be implemented on general-purpose hard-
ware and controlled with standard protocols,
which removes the dependence on proprietary
and expensive platforms. 

In SDN, programming the network usually
involves pushing new forwarding rules down to
the switches, which then match these rules based
on the features associated with incoming pack-
ets. Thus, the data plane only deals with fast rule
lookups and executes forwarding at fine
timescales, whereas new rules can be pushed
into longer timescales due to the latency involved
in communicating with the controller. 

A PRIMER ON SON AND ITS ROLE IN THE RAN
SON is an umbrella term describing automated
RAN functions, which can be grouped in three
categories:
1 Self-configuration includes configuration of

certain quasi-static base station parameters
such as cell ID, neighbor lists, handover
thresholds, and management tasks such as
software/firmware updates.

2 Self-optimization includes dynamic opti-
mization of RAN performance through
functions such as interference coordination
and load balancing across base stations.

3 Self-healing includes failure recovery mech-
anisms such as adjusting coverage of neigh-
bor cells to serve users of a recently failed
base station. 
The above mentioned SON functions are espe-

cially critical for sustained performance in next-
generation small cell deployments. Unlike
macrocells, small cells are low-power small-form-
factor base stations designed to provide additional
coverage and capacity in challenging environ-
ments where macrocells do not suffice such as
indoors (residential and enterprise buildings) and
highly populated urban areas. For increasing the
capacity of cellular networks, densely deployed
small cells are considered to be of paramount
importance. However, due to the shared nature
of the wireless spectrum, such deployments bring
a number of challenges with them. These include:
• Persistent wireless interference caused by/to

the macrocells and other small cells using
the same frequency band

• Increased number of handovers for mobile
clients since cell ranges are smaller com-
pared to the macrocells

• The need for load balancing between small
cells and macrocells for efficient system uti-
lization

Without SON, these functions are extremely dif-
ficult and operationally expensive to perform
manually.

THE RELATION BETWEEN
SDN PRINCIPLES AND SON

In centralized SON implementations, a central
controller collects reports about the base sta-
tions and their users (using either a proprietary
interface or open APIs), configures coarse
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timescale parameters (e.g., resource assignment
to avoid interference), and finally informs the
base stations about the configuration using the
same reporting interface. Fine timescale opera-
tions that happen within a few milliseconds, such
as user scheduling in the frame, are executed by
the base stations themselves since they cannot be
realized in the same report-configure-inform
cycle due to latency limitations posed by the
interfaces to/from the controller. 

In this sense, centralized SON can be seen as
a direct extension of SDN’s control/data plane
separation principle to the RAN (as depicted in
Fig. 1). Such solutions are especially important
for radio resource management (RRM) prob-
lems in small cells. For example, the interference
coordination logic (control plane) can be aggre-
gated in the SON controller, which then orches-
trates the parameters of base stations (data
plane) to help them transmit data to their users
without interference. In what follows, we briefly
review some centralized SON solutions for inter-
ference coordination based on the methodology
they use to manage interference in small cells. 

Coordination in the Time and Frequency
Domains — Cellular technologies such as
WiMAX and Long Term Evolution (LTE) have
a frame structure where user data transmissions
are spread across a 2D grid of time and fre-
quency resources. Thus, interference can be
coordinated by either assigning orthogonal fre-
quencies to base stations or letting them time-
share the spectrum [7]. For cases where the
interference effects are not as severe, one can
also exploit resource reuse to assign all of the
frequency band to base stations. Reference [8]
proposes a hybrid solution by allowing spec-
trum reuse and adapts resource allocation
based on the level of interference and user traf-
fic patterns (Fig. 2).

Coordination in the Spatial Domain —
When small cells are equipped with antenna
arrays, transmissions can be focused in a particu-
lar direction — a technique known as beam-
forming — by appropriately weighting the signals
from each antenna in the array. In addition to
improving the signal-to-noise ratio (SNR) at the
target receivers, beamforming also reduces inter-
ference projected in other directions and thus
can be leveraged for interference coordination
[9]. Since transmissions are separated in the spa-
tial domain, the base stations can utilize the full
capacity of the channel without having to sacri-
fice time and frequency resources (Fig. 2). 

Power Control — Another technique for inter-
ference coordination is power control, where
each base station adjusts its transmit power to
reduce the interference it causes to the users in
the neighboring base stations. A central con-
troller can compute the optimal power level for
each base station to reduce interference, but it
should also account for the performance degra-
dation for the clients served by a base station at
reduced power and maintain an acceptable per-
formance level for such users as well [7]. 

For practical realization in a centralized
architecture, interference management should
not depend on per-frame scheduling decisions
executed by each base station. For this reason,
[8, 9] aggregate the interference for all the
clients in a cell and perform the optimizations at
the cell level (i.e., not on a per-client basis).
Since interference is eliminated at the cell level,
alternating between different user transmissions
in one cell does not impact the level of interfer-
ence it causes/receives to/from other cells. This
decoupling allows such solutions to only com-
pute the optimization in coarse timescales, which
is key for practical implementation. 

We have shown that centralized SON decou-
ples the control and data planes, and allows for
more efficient utilization of radio resources
through coordinated control across base stations.
However, it is important to note that this design
is constrained in two ways:
• The latency in the interface between the

SON controller and the base stations limits
the optimization to coarse timescales.

• Completely decoupling the data plane gives
up the opportunity for data plane coopera-
tion to handle interference at fine
timescales.
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Figure 1. The analogy between SDN and SON.
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Figure 2. Time-frequency coordination and spatial domain coordination in
centralized SON.
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We next discuss a sophisticated mechanism
called coordinated multipoint (CoMP) transmis-
sion that leverages data plane cooperation and
presents unique opportunities for handling inter-
ference at much finer timescales than SON. 

PRACTICAL DATA PLANE
COOPERATION WITH C-RANS

CoMP allows interfering transmitters to share
and/or manipulate user data to account for the
nature of the interference channel. It transforms
the interference into a cooperation gain and can
significantly boost the access capacity, especially
in dense cellular deployments. There are several
schemes under the umbrella of CoMP [3] such
as dynamic point selection (DPS), coordinated
selection and beamforming (CS/CB), and joint
transmission (JT). These schemes allow user
data to be simultaneously sent from a set of one
or more cooperating base stations. The set of
base stations participating in cooperative trans-
mission can be dynamically adapted at the gran-
ularity of resource blocks (i.e., time-frequency
resources in the frame). 

DECOUPLING PROCESSING FROM
TRANSMISSION

It is difficult to realize data plane cooperation
techniques such as CoMP on a distributed data
plane since the interfaces between base stations
pose latency constraints. A practical alternative
for implementing CoMP is enabled by C-RANs
(depicted in Fig. 3), which centralize the data
plane but at the same time provide distributed
wireless coverage by decoupling baseband pro-
cessing from RF transmission within the data
plane. Unlike conventional RANs, where the
baseband units (BBUs) and radio units are situ-
ated together, the C-RAN migrates the BBUs to
a data center (i.e., the cloud) hosting high-per-
formance general-purpose and DSP processors,
while providing high-bandwidth connectivity
(called the fronthaul) to remote antennas called
remote radio heads (RRHs). Aside from the
control-/data plane separation in SON, this
decoupling of processing from actual transmis-
sion within the data plane allows for practical
CoMP realization, where the BBUs in the data
center can seamlessly share data and cooperate
to improve the RAN capacity (several other ben-
efits of C-RAN are detailed in [10]). C-RANs
also support two different levels of control for
CoMP: 
• Coarse timescale control, such as selecting

the set of base stations to participate in
CoMP, can be implemented in the SON
controller.

• Fine timescale controls, such as coordinat-
ing the transmissions within the CoMP set,
are coupled together with the data plane
and thus can be executed in the BBU pool. 
In C-RANs, there are various layers at which

the BBU-RRH functional split can be implement-
ed. While layer 1 (L1) C-RANs implement base-
band processing in the BBUs, L2 C-RANs leave
part of the medium access control (MAC) pro-
cessing to be executed by the RRHs, and in L3 C-

RANs, even the network processing is executed
by the RRHs. This presents a trade-off in the
ability to leverage data plane cooperation and the
capacity requirements for the fronthaul. While L1
C-RANs support CoMP, their baseband I/Q sig-
nals require the most bandwidth (several gigabits
per second) for transport to the RRHs. At the
other extreme, L3 C-RANs lose support for
CoMP (but SON is supported) but also require
the least fronthaul transport capacity. 

One component that has often been over-
looked in C-RANs is the fronthaul, which con-
nects the BBUs to the RRHs. We argue that the
functionality of the fronthaul should extend
beyond merely providing BBU-RRH connectivi-
ty. By introducing switching hardware to the
fronthaul and flexibly mapping the connections
between the BBUs and RRHs, one can enable
novel mechanisms that target both traffic opti-
mization in the RAN as well as energy optimiza-
tion in the BBU pool. We believe that this
notion of a programmable fronthaul network,
which we call software-defined fronthaul (SDF),
closely resembles the classic notion of SDN in
wired networks and has not been explored in
great detail. We next highlight the potential and
challenges related to this novel direction in
RAN optimization. 

SOFTWARE-DEFINED
FRONTHAUL IN C-RAN: 

POTENTIAL AND CHALLENGES

Although C-RANs decouple the BBUs from the
RRHs in terms of physical placement, there is a
one-to-one logical mapping between BBUs and
RRHs in that one BBU is assigned to generate
(receive) a signal (e.g., an LTE frame) to (from)
an RRH, although this mapping can change over
time. This one-to-one mapping allows for gener-
ating a distinct frame for each small cell
(deployed in the form of an RRH), which is key
for enhancing the network capacity via tech-
niques such as dynamic fractional frequency
reuse (FFR [8]) or CoMP [3]. However, this

Figure 3. The C-RAN architecture.

BBU Centralized data plane
(baseband processing)

Centralized control plane 

BBU

SON controller

BBU pool

BBU

RRH

Fronthaul

RRHRRH

Distributed
RF transmission

ARSLAN_LAYOUT.qxp_Author Layout  1/7/15  3:10 PM  Page 153



IEEE Communications Magazine • January 2015154

notion of a fixed one-to-one mapping limits the
performance of C-RANs for several reasons,
which in turn can be addressed through a pro-
grammable fronthaul network. 

POTENTIAL FOR SDF
Seamless Mobility — RRM techniques such as
dynamic FFR primarily apply to static users.
Mobile users will have to bear frequent handoffs
and the associated performance penalties. In
addition, tracking a mobile user’s location and
channel may be difficult for such techniques. In
fact, for mobile clients, a distributed antenna
system (DAS) is better suited. In a DAS, the
same signal (carrying the user’s data) is transmit-
ted simultaneously by multiple small cells to pro-
vide coverage benefits (which in turn reduces
handoffs) and diversity gain. DAS can be real-
ized by changing the one-to-one to a one-to-
many logical mapping in the C-RAN fronthaul,
as depicted in Fig. 4. 

BBU Energy Consumption — One-to-one
mapping requires several BBUs to be active
and generating frames, which consumes energy
in the BBU pool. However, the enhanced
capacity of techniques such as [3, 8] may not be
needed in all parts of the network or at all
times [11]. When the traffic load is low in a
region (e.g., the coverage area of multiple small
cell RRHs), a single BBU may suffice to serve
the offered load (via a DAS mapping). This in
turn reduces the number of BBUs, thereby
enabling energy savings in the BBU pool as
shown in Fig. 4. 

Application Performance — The Evolved
Multimedia Broadcast Multicast system
(eMBMS) in LTE has provided operators a new
revenue stream from video broadcasting and
streaming services. eMBMS allows the support
of a single-frequency network (SFN), where the

same multicast stream is broadcast from all base
stations in the SFN, thereby also providing a
diversity gain. However, eMBMS requires a
back-end server running an eMBMS-specific
protocol to synchronize the broadcast content in
the SFN. In contrast, C-RANs can provide
eMBMS services without eMBMS support from
the network. This can be achieved naturally
through a DAS mapping, where the same data
stream is sent to all cells in the SFN. 

Customization for Technologies/Operators
— SDF, being standards-agnostic, allows for the
coexistence of multiple operators that can share
the same fronthaul network, while applying their
own fronthaul configurations to cater to their
respective user traffic profiles and objectives as
shown in Fig. 4. It also allows for different con-
figurations to be applied on different frequency
carriers as well as access technologies (WiFi,
LTE, etc.) in both single- and multiple-operator
scenarios. Such customization is key to fostering
innovation in C-RANs. 

To summarize, configurations on the front -
haul have a direct impact on wireless transmis-
sion techniques (FFR, DAS, CoMP) and hence
RAN performance. Also, being the unique
component of a C-RAN, orchestrating fron-
thaul configurations has the power to control
both the performance/transmission in the RAN
as well as the processing in the BBU pool.
Thus, a front haul that applies an appropriate
mix of one-to-one as well as one-to-many logi-
cal mappings between BBUs and RRHs to cater
to observed application, traffic load, and user
profiles in a software-defined manner, is not
only the key to unlocking the true potential of
C-RANs but also that of SDN in RANs. Indeed,
one can draw an analogy between route compu-
tation in wired networks to configuration com-
putation in front haul networks from a classic
SDN perspective.

Figure 4. Illustrations of the potential of SDF.
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REALIZING SDF

Tantamount to SDN routing in wired networks,
SDF requires:
• A controller (resource manager) to com-

pute the appropriate fronthaul configura-
tions for the observed traffic and user
profiles

• A switch to effect the configurations in real
time
Resource manager: It implements two key

functionalities:
• Determining the number of BBU units

(based on optimization with network feed-
back) needed to generate distinct frames
and how these frames from BBUs are
mapped to specific RRHs

• Assigning compute resources (e.g., CPU
cores) to each BBU [13]
Switching element: It realizes the mappings

determined by the resource manager. Since
some BBU frames are sent to multiple RRHs
(as in DAS), while other frames are sent indi-
vidually to specific cells (as in dynamic FFR),
the switching element allows both unicast and
multicast. Based on the configuration deter-
mined by the resource manager, the switch acti-
vates the appropriate set of output ports for an
incoming BBU signal depending on the intend-
ed set of recipient RRHs. Since a BBU pool
may potentially serve tens to hundreds of small
cell RRHs, to ensure scalability, the switching
fabric may be composed of multiple smaller
size switches. 

FluidNet [12] is an example of a C-RAN
with a reconfigurable SDF that embodies the
principles above. Its SDF transports analog RF
signals between the BBUs and RRHs through
radio-over-fiber technology along with wave-
length-division multiplexing (WDM). With
WDM, multiple optical carriers can be trans-
ported on a single fiber, which is required for
the DAS uplink (signals from multiple RRHs
going to one BBU) and the multi-operator
downlink scenarios (one RRH receiving signals
from multiple BBUs). Hence, the switching ele-
ment in FluidNet is realized in the optical
domain, as shown in Fig. 5.1 In [12], we present
real-world experiments and simulations to high-
light the benefits of SDF to account for hetero-

geneity in user behavior (e.g., static vs. mobile
users) and heterogeneity in traffic conditions
(e.g., low vs. high load). 

CHALLENGES FOR SDF
Building a commercial-grade SDF is a
formidable task and faces the following chal-
lenges. 

Latency: The fronthaul network is responsi-
ble for delivering highly delay-sensitive signals
between the BBU and the RRHs. For example,
each subframe in LTE is 1 ms in duration.
Depending on the functional split of the C-
RAN deployed, while the fronthaul must sup-
port the bandwidth needed to carry the BBU
signals, the switch to effect the configurations
must do so without affecting the timescale of
subframes. Hence, fronthaul switches need to
operate with latencies that are an order of mag-
nitude shorter than those of their wired coun-
terparts. 

Communication protocol: Since C-RANs are
still evolving and have yet to be deployed on a
large scale, there is no consensus on open APIs
for transport between the BBUs and the RRHs.
Furthermore, the nature of the BBU signals that
must be handled by the switch will vary depend-
ing on the functional split in the C-RAN. There
are several common radio protocols (e.g., CPRI)
that have traditionally been used to carry BBU
signals between the indoor and outdoor units of
traditional base stations, and it is possible to
repurpose these protocols for fronthaul trans-
port as well. However, integrating such protocols
with the switch operations and catering to low
latencies is a big challenge. 

Electrical vs. optical switching: Deciding on
the switching technology itself is another chal-
lenge that must be addressed. Optical switches
may incur a longer reconfiguration time than
electrical switches but are advantageous in terms
of cost, power consumption, and being data rate
agnostic [14]. These and other trade-offs such as
operational cost and reliability need to be care-
fully evaluated before deciding on a particular
technology. 

Heterogeneity: Another challenge is het-
erogeneity, where the interface between the
BBUs and RRHs can be a mix of fiber, wire-
less, and copper links. One needs to integrate

1 Other realizations of
SDF are also possible,
where baseband signals
are transported in the
digital domain.

Figure 5. The FluidNet testbed combines radio over fiber with optical switching to realize software-
defined fronthaul [12].
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and efficiently use the bandwidth from the
available forms of physical fronthaul to sup-
port the logical configurations made by the
controller. 

FINAL THOUGHTS
In this article, we have described the various lev-
els of SDN principles that apply to the RAN:
• Decoupling wireless control and data planes

in centralized SON implementations
• Decoupling baseband processing from RF

transmission within the data plane in C-
RANs to enable practical CoMP

• Equipping the C-RAN with a software-
defined fronthaul to enable novel RAN and
BBU pool optimizations

Being the least researched component so far, we
believe that SDF poses important challenges but
also holds great potential for future cellular
deployments, and thus should be a key area in
RAN optimization. 
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INTRODUCTION

LEDs are changing the way we illuminate our
environment. The efficiency of converting electri-
cal energy into light is not only higher than for
conventional lighting, but also the flexibility and
controllability leads to a “digitization” of lighting
systems. Dynamic control of the intensity,
beamwidth, and color point of individual light
sources is coming within reach, both technically
and economically. Controlling such lighting sys-
tems using low-power wireless control networks
is attractive due to reduced wiring requirements
in such scenarios. This creates a need for low-
latency wireless multicast of lighting control mes-
sages (one-to-many). Hitherto, building
management systems with wireless sensor net-
works (WSNs) have mostly focused on delivering
sensor data to a central node (many-to-one), for
example, collection of data about room occupan-
cy, the activities of people, environmental condi-
tions such as temperature, CO2 levels, and light
intensities, where data transmission latency has
not been a prime concern for applications such
as scheduling of maintenance and janitorial work,
improved use of meeting facilities, asset tracking,
and saving energy in lighting and heating.

However, with the increasing number of sen-
sors and new applications, self-organization of
WSNs, energy-efficient operation of sensor nodes,

scalability of networks, and real-time performance
for time-critical applications have become critical
challenges [1]. In wireless lighting control, for
example, a user expects a response within a few
hundred milliseconds. In an installation with
many light sources, jitter in the communication
latency is perceived as a lack of synchronicity
between the responses of light sources. This is
unacceptable in entertainment applications but
can be tolerated to some extent in a parking
garage. Moreover, it is necessary that the end-to-
end packet loss rate for control message transmis-
sion be very low, although the outage probability
for a single transmission attempt may be large in
any unlicensed band. If an office contains a grid
of a few hundred lamps, each controlled via a
wireless link, occasional failure of individual
lamps to respond needs to be avoided; end-to-end
outage probabilities of one or even a tenth of a
percent are undesirable, as these are interpreted
as “a few lamps are broken.”

This article argues the need for more reli-
able, more scalable dense low-power wireless
networks for such applications and the design
challenges that need to be overcome.

THE LIGHTING USE CASE
Today we witness many different approaches for
wirelessly controlled lighting systems entering
the market, but it may be too early to cast a ver-
dict on the most attractive one. Nonetheless, this
article summarizes and reviews some of the
underlying principles. As the LED wristbands
handed out during concerts of the rock band
Coldplay prove, multicast/broadcast systems
could simply be implemented as a single power-
ful transmitter that reaches all receivers simulta-
neously in a single hop. If such powerful
transmissions were permitted and frequencies
could be reused in all buildings worldwide, it
could support arbitrarily high densities, as an
arbitrary number of receiving nodes can be
added. However, in the more complex systems in
building management, where lighting control is
just one of many systems that use the wireless
communication infrastructure, the combination
of broadcasting lighting commands and gather-
ing building management data poses scalability
challenges. 

ABSTRACT

In modern lighting systems, the introduction
of wirelessly controlled LED light sources leads
to very dense wireless lighting networks. Current
approaches for control message transmission are
based on broadcasting messages among many
luminaires. However, adequate communication
performance — in particular, sufficiently low
latency and synchronicity — is difficult to ensure
in such networks, especially if the network is
part of a wireless building management system
and carries not only low-latency broadcast mes-
sages but also collects data from sensors. This
article describes the challenge of dense wireless
lighting control networks. In particular, it dis-
cusses the underlying mechanisms and refers to
current wireless sensor network solutions in
which scalability is relevant.

 EXTREMELY DENSE WIRELESS NETWORKS

Conrad Dandelski, Bernd-Ludwig Wenning, Daniel Viramontes Perez, Dirk Pesch, 

and Jean-Paul M.G. Linnartz

Scalability of Dense 
Wireless Lighting Control Networks

DANDELSKI_LAYOUT.qxp_Author Layout  1/7/15  3:20 PM  Page 157



IEEE Communications Magazine • January 2015158

Lighting networks can be large, as the num-
ber of luminaires on a typical office floor is
often around 500, but can be as large as 2000
per floor, all part of a single network. However,
not all lamps in an office may have to be con-
trolled individually; each lamp may be equipped
with its own radio to avoid re-cabling in ceilings
of old buildings. 

Several network protocols, including ZigBee
and 6LoWPAN, can deliver a single broadcast
message at sufficiently low latency even if it
needs to cross multiple hops. However, in
broadcasting by flooding as used in ZigBee,
nodes keep repeating this message, sometimes
even for many seconds. During this period,
newer messages that need to override the first
control message may experience a high proba-
bility of being lost in collisions. Such effects rule
out simple interactive scenarios in which users
set the dim level for all lamps and then adjust
individual light levels depending on what they
see happening.

Besides automated control in response to
presence or daylight conditions, it is attractive if
an individual user can set their personal light
level. The amount of message traffic associated
with this is presumably limited to no more than
a few messages per hour or per day.  In addition
to lighting control, building management ser-
vices demand further sensors to provide data.
Their traffic patterns may require periodic data
transmissions or be restricted to offloading
batches of measured data at hourly intervals
without stringent latency requirements. Howev-
er, they add additional message traffic with
which lighting control has to contend.

WHERE ARE WE WITH DENSE LOW
POWER WIRELESS NETWORKS

CHANNEL ACCESS
Effectively, all low-power wireless networks,
whether standards-based or proprietary solu-
tions, use either a variant of carrier sense multi-
ple access (CSMA) or time-division multiple
access (TDMA) (including the ALOHA type

mechanisms) as their medium access control
mechanism and essentially suffer from the same
problems as the basic mechanisms.

ALOHA, one of the earliest multiple access
schemes, grants access to the channel to any node
that has a message to transmit. The inherent dis-
regard for other nodes’ transmissions results in
packet losses and very low throughput, as shown
in Fig. 4 .This problem can be mitigated by CSMA
(e.g., as used in the IEEE 802.15.4 standard), a
common low-power wireless network technology,
which operates in the 2.4 GHz industrial, scientif-
ic, and medical (ISM) radio band. IEEE 802.15.4
supports star, tree, and mesh topologies, but does
not specify how the topologies can be obtained
and maintained, so the network formation and
routing must be provided by upper layer proto-
cols. However, in star and tree topologies, the
network is managed by a personal area network
(PAN) coordinator. The beacon-enabled mode,
which is restricted to star and tree [2], can achieve
better energy efficiency using a superframe struc-
ture. The superframe structure is divided into an
active (receive/transmit) and inactive (sleep) peri-
od. The active period is also divided into a con-
tention access period (CAP), where the devices
use slotted CSMA with collision avoidance
(CSMA/CA), and a contention free period
(CFA), where the devices use seven guaranteed
time slots to communicate with the coordinator.
The superframe is called a beacon interval (BI),
and its length ranges from 15.36 ms to 251.7 s,
depending on parameter settings [3]. 

For example, in a star topology with 21 nodes,
a BI of 0.49 s, and interarrival times from 0.05 to
100 s, the end-to-end delay decreases from 2 s to
0.5 s, the packet loss rate decreases from nearly
100 percent to less than 5 percent, while the
power consumption for the network increases
from 0.02 mAh/byte to 0.15 mAh/byte [2]. In a
new approach Feng Chen et al. [4] removed the
restriction of seven guaranteed time slots, the
minimum CAP, and the inactive period; this
yields essentially a TDMA-based channel access.
With more time slots, the latency decreases to
less than 5 ms, and the packet loss rate is below
5 percent at an interarrival time of 0.1 s for 21
nodes in star topology. However, these perfor-
mance characteristics are too generic and offer
little help in regard to the required performance
in the lighting control use case.

A TDMA approach is the basis for the IEEE
802.15.4e update released in 2012. The IEEE
802.15.4e specification addresses problems found
in industrial automation, office, and home con-
trol, such as timeliness, reliability, robustness,
scalability, and flexibility, compared to the basic
IEEE 802.15.4. With this update the time slotted
channel hopping (TSCH) mode was introduced.
TSCH uses a superframe structure with n-time
slots, where n is the number of time slots for one
BI, and up to 16 channels. A typical duration for
one time slot is 10 ms (4 ms for transmitting a
maximum length frame, 1 ms for acknowledg-
ment, and 5 ms for turnaround). Thus, the laten-
cy is predictable. The use of 16 channels allows
the use of multiple (sub-) networks to mitigate
congestion in individual networks [1]. However,
the number of time slots is limited and limits the
size of individual networks.

Figure 1. Typical office setting with multiple light sources.
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BROADCAST

For several applications, broadcasts must be reli-
able and efficient in using power and spectrum
resources [5]. The simplest form is classic flood-
ing. Any node that receives a broadcast message
verifies whether the message is new or has
already been received. If it is a new message, the
node sends the message to its neighbors. Hence,
every single node will retransmit each flooded
message exactly once. While in sparse networks,
classic flooding may fail to reach all nodes, in a
dense network it results in excessive redundancy,
contention, and collisions [6], known as broadcast
storms. Therefore, flooding mechanisms must
compromise between minimizing redundancy and
maintaining good latency and reachability (the
ratio of nodes receiving a broadcast message to
the total number of nodes that are directly or
indirectly reachable from a source node) [5]. In
ZigBee, before rebroadcasting, nodes check
whether the new message has already been
repeated on the channel, while in 6LoWPAN,
nodes always instruct their medium access con-
trol (MAC) to (try to) retransmit a new message.

Broadcast storms can be mitigated by inhibit-
ing avalanches of retransmissions by estimating
redundancy, for example, using probabilistic
schemes possibly also guided by message coun-
ters or location information [6]. A refinement is
to adapt the decision thresholds and parameters
for estimation of redundancy to changing net-
work conditions, but retransmissions appear
essential to ensure adequate reachability. 

Clustering is another approach to mitigate
broadcast storms where only specific nodes (e.g.,
cluster heads) rebroadcast a message, thus reduc-
ing the number of nodes involved in transmissions
[6]. Here the challenge is to elect the right nodes
as cluster heads, which is a nontrivial problem.
Generally, in WSNs, broadcast protocols need to
adapt how and when they should propagate their
information, for which no perfect recipe exists
yet. Apart from the MAC layer, message flow can
be regulated at the application layer. An example
is the use of the Trickle protocol for sharing con-
trol settings [7]. It was designed to share messages
of software upgrades among a large set of nodes.
Each node can decide to perform a retransmis-
sion if it does not receive updates from neighbor-
ing nodes, or if a node is detected to have
outdated information. Thus, Trickle provides an
appropriate solution to the requirement that
propagation of new control messages must over-
ride older ones. What is unclear is its real-time
performance in the lighting use case.

ENERGY CONSERVATION
The power consumption of many WSN integrat-
ed circuits (ICs) such as for IEEE 802.15.4 is
only on the order of tens of milli-amps, but many
protocols consume substantial standby power due
to idle listening. Duty cycling the receiver is
attractive, but typically increases latency. In
recent years, much research has targeted energy
efficiency in channel access. Many energy-effi-
cient MAC protocols have been proposed, such
as low power listening with wake up after trans-
mission (LWT-MAC). If the traffic load increas-
es, this MAC protocol switches from unscheduled

to scheduled transmissions. The benefit is higher
energy efficiency, but at the cost of delay. If the
message interarrival time is below 40 s, the delay
increases up to 12 s [8]. Another proposed MAC
protocol is scheduled channel polling (SCP-
MAC), which is based on low-power listening
(LPL). In basic LPL, nodes sleep as much as pos-
sible and use an asynchronous wake up mecha-
nism with a long preamble to ensure a
transmission is received. SCP-MAC uses a short
preamble and synchronized wake-up times to
reduce energy consumption. While energy con-
sumption is up to 88 percent lower compared to
LPL, the latency for SCP-MAC and LPL reaches
10 s in a multihop network with 9 hops [9]. While
LWT-MAC, SCP-MAC, and LPL aim at low
energy consumption, their latency prohibits use
for real-time lighting applications, leaving the
challenge open to create an energy-efficient low-
latency low-power MAC protocol. 

RELATED WORK IN AUTOMOTIVE
Related work on the problem of one-to-many
broadcasting in multihop networks with low
latency requirements has been investigated for
safety message transmission in vehicular ad hoc
networks (VANETs). However, the require-
ments for latency for safety messages in
VANETs range from a maximum of 100 ms for
“wrong way driver warning” or “collision warn-
ing” to a maximum of 1 s for “road condition
warning.” Those messages have update intervals
with minimums of 1–10 Hz, and the minimum
broadcast distances range from 200 to 1000 m
depending on the message type. However, the
challenge as to how to implement a broadcast
function in a distributed sensor network that was
originally designed and optimized for multihop
forwarding of unicast messages, which involves
repetition of messages and resolution of colli-
sions, is relatively unexplored. While some
requirements in VANETs are comparable to
those for dense WSNs for lighting control, the
environment in VANETs differs considerably
from WSNs in buildings. Also, the topology in

Figure 2. 300 Philips HUE lamps in a dense ZigBee network shown at the
2014 Light and Building Fair in Frankfurt.
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VANETs is highly dynamic with links appearing
and vanishing frequently as cars may move with
speeds above 200 km/h. In lighting control,
instead, the topology is fixed, and the nodes are
mounted in the ceiling, so no path breaks occur,
although temporary fades may last a long time.
Another difference is in node density. In
VANETs the density varies over time from a few
equipped cars to tens or hundreds per networked
road section, whereas in lighting the node densi-
ty can be several nodes per square meter and
remains constant over very long periods of time. 

COMMONLY USED STANDARDS
A range of low-power wireless communication
standards exist as well as a wide range of vendor
proprietary solutions that are used in the field of
WSNs and wireless control systems. The ZigBee
Alliance is an association of companies working
together to develop standards and products for
cost-effective, reliable, and low-power wireless
networking. The ZigBee Alliance provides two
ZigBee stacks, ZigBee and ZigBee Pro. The Zig-
Bee stack is designed for smaller networks (hun-
dreds of nodes in a single network) and is
compatible with the ZigBee Pro stack, which is
designed for larger networks (thousands of
nodes). Both ZigBee and ZigBee Pro are working
on top of the IEEE 802.15.4 MAC and physical
(PHY) layer. ZigBee defines the network layer
and provides a framework for the application
layer. The network layer organizes the formatting
in either star, tree, or mesh topology, and also
provides functionalities for multihop routing,
route discovery and maintenance, security, and
the procedure for joining/leaving a network.
There are also many use-case-specific ZigBee
standards available, such as ZigBee Building
Automation, ZigBee Smart Energy, and ZigBee
Light Link. Those standards give additional func-
tionalities for the specific use case [10]. 

However, ZigBee products are used in many
of today’s applications worldwide. One example
of a large-scale ZigBee network is the Aria MGM
City Center Hotel, Las Vegas, Nevada. Over
136,000 ZigBee devices are deployed in the hotel,
distributed in over 4000 rooms. In each room dif-
ferent sensors and actuators are installed, such as
temperature sensors, light switches, and dimmers.
Those sensors and actuators communicate with a
control unit in each room and form a local Zig-
Bee network. The control unit of each room is
connected via fiber to a centralized server, which
controls the whole building. Such infrastructure
resembles cellular frequency reuse rather than a
dense WSN in the strictest sense, because the
136,000 nodes are separated into 4000 networks,
with each network containing around 30 nodes.
This approach translates the scalability issue into
a cellular reuse problem, which we address later.
The number of hops that can be tolerated within
one cell is a trade-off between performance and
infrastructure cost. 

Besides indoor applications for ZigBee and
other wireless standards, there are also outdoor
applications. One example is a street light control
system proposed by Elejoste et al. [11]. This street-
light control system is based on the IEEE 802.15.4
standard and uses XBee nodes. In the proposed

scenario the light posts are located along a street
every 20 m. One streetlight line forms a mesh net-
work (e.g., one street or one block). The lines are
connected to a central point that manages all net-
works. However, this infrastructure does not
match the definition of a dense WSN, because of
the large distances between the individual nodes. 

THE LIMITS TO SCALABILITY IN
DENSE NETWORKS

PHYSICAL LIMITATIONS, SPATIAL REUSE, AND
PROPAGATION

Problems arising in dense wireless networks are
interference and spectrum efficiency. As dense
networks are interference limited, it may be
tempting to lower the transmit power to reduce
the interference. However, this is often counter-
productive: the signal-to-interference ratios
(SIRs) do not change if all nodes decrease their
transmit power by the same ratio. Thus, the
probability of losing messages in packet colli-
sions does not change. However, as the signal-
to-noise ratio (SNR) deteriorates by lowering
the transmit power, more packets are lost. 

A mechanism to increase spectrum efficiency
is spatial reuse. One of the early systems that
enabled better spatial reuse was the introduction
of broadcast frequency modulation (FM) as it tol-
erates much lower SIR than amplitude modula-
tion (AM). Digital modulation is a further step in
making transmissions robust against interference,
while digital spread spectrum (CDMA) transmis-
sion even allows neighboring cells to use the same
channel without a protection area to mitigate
interference between co-channel cells. In IEEE
802.15.4 and almost any other standard, relatively
narrow channels are defined, and the availability
of multiple channels makes the use of different
frequencies in neighboring channels attractive.
The 21 channels in IEEE 802.15.4 would allow a
cluster size and reuse distance far larger than in
outdoor cellular networks. Nonetheless, in dense
indoor systems this may not provide large SIR
levels. Frequency reuse can only work if the path
loss falls off sufficiently rapidly with distance. For
typical cellular or VANET communication ranges,
the received power p typically decreases with p =
d–b where the path loss exponent b is between 3
and 4 due to out-of-phase ground reflections. It
has been widely recognized that a steeper fall-off
of the signal strength enhances the spatial capaci-
ty of cellular networks. Vice versa, we expect a
significant challenge for very dense wireless light-
ing networks in buildings as the line-of-sight dom-
inated free-space environment, which is typical
for dense lighting installations, yields a slow fall-
off of only (b = 2). Hence, such dense networks
suffer from interference by many nodes. In large
open space offices or parking garages, radio prop-
agation can be guided between the ceiling and the
floor, leading to effectively a b of less than 2. This
leads to high signal levels at relatively large dis-
tances. In moderately large networks this can be
an advantage as relatively few hops are needed to
reach a destination node. However, in large and
very large networks this works adversely: it pre-
vents any effective reuse of the channel in the
entire network. However, in lighting control with
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bursty packetized traffic, the reuse distances can
be significantly smaller than in circuit-switched
telephony where transmitters are continuously on.
In fact, protocol retransmissions for collision res-
olution within one cluster (cell) can, at least to
some extent, also cope with intermittent interfer-
ence from neighboring co-channel clusters [12]. In
practice, it is the too conservative carrier sense
setting rather than the excessive collisions that
prevents effective spatial reuse. Typically, IEEE
802.15.4 requires a specific choice of the carrier
sense threshold, while adaptations to the network
lay-out may be appropriate. 

In the early days of digital radio communica-
tion, spectrum efficiency was often expressed in
terms of bits per second per Hertz. However, this
figure does not reflect the potential of frequency
reuse. A more appropriate measure today is bits
per second per Hertz per cubic meter, which high-
ly depends on the minimum SIR z that a radio
receiver needs to properly detect a signal among
any simultaneously transmitted packets. These sig-
nal separation capabilities of the receiver are often
simplified into a “vulnerability circle” model by
only considering the strongest interferer. Inverting
the path loss law for wanted signal and interferer
at distances d0 and di, respectively, an interferer
that is at a distance di < d0z–1/b causes harmful
interference. The converse, the assumption that an
interferer outside this range may be neglected,
becomes increasingly unrealistic if the network
becomes denser. Hence, a capture model based
on the signal-to-joint-interference ratio is essen-
tial, as confirmed in Fig. 4. 

MEDIUM ACCESS CONTROL
For packet data, as in dense wireless building
control networks, the learning from cellular
radio has two shortcomings: their spectrum is

not managed by a licensed operator; second, the
transmissions have a bursty nature such that
there is no need for a continuous separation
between co-channel users.

A revealing thought experiment is a wireless
ALOHA network that has access to a channel of
bandwidth B such that, according to Nyquist, the
packet transmission time T for messages of
length m symbols is around T = m/B. It needs to
accommodate Poisson traffic of l packets/s, thus
the traffic is G = lT = l m/B. If a collision
always corrupts all transmissions involved (no
capture), the throughput of successful messages
would be S = G exp{–G} = l m/B exp{–l m/B}.
If one would split the network into two subnet-
works, each using one half of the available band-
width (B  B/2; thus, T  2T), and split the
traffic over the two subnetworks (l  l/2), the
traffic per subnetwork, expressed in number
packets per (new) unit of packet time, remains
G = l/2 * 2m/B = l m/B. Hence, creating two
subnetworks does not enhance the throughput,
but just increases the delay, because T  2T.

THEORETICAL INSIGHTS FOR
INFINITELY LARGE NETWORK MODELS

In an ALOHA radio network, collisions occur
frequently, but how harmful are these to the
performance of broadcasting? In fact, if many
nodes retransmit a broadcast message at the
same time, a receiver neighboring active trans-
mitters may be able to receive the message any-
how. Theoretical models reveal that the typical
communication ranges scale with transmitter
density, but that the probability of receiving a
message is quite independent of the density of
transmitters. Figure 3 shows the SIRs due to
simultaneously transmitting nodes according to a

Figure 3. Snapshot of spatial distribution of simultaneous messages.
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spatial Poisson process. Changing the spatial
intensity of messages stretches the normalization
of spatial dimensions, but cannot change the
fraction of red, yellow, and blue regions. 

CSMA can enhance the throughput of wire-
less networks compared to ALOHA by structur-
ing the area as it tolerates transmissions
particularly in areas where otherwise the SIR
would be poor (red), and inhibiting transmis-
sions near already active nodes (blue), where
typically the SIR would be adequate without
additional signals. Second, in ALOHA, partial
message overlaps can occur for interferers arriv-
ing during a time window that has twice the
duration of a packet transmission time. CSMA
restricts this. 

The throughput of an ALOHA network
depends on the path loss exponent b . Closed
form expressions for the vulnerability circle model
[13] and a signal-to-joint-interference model [14,
references therein] show that the probability S of
receiving a packet is inversely proportional to the
ability of the receiver to separate signals, z, raised
to the power 2 over b. Theoretically, in a network
with an infinitely extended offered traffic that has
a spatially uniform intensity of G0 packet per unit
of time and per unit of area, according to Abram-
son’s vulnerability circle model, the throughput
equals S = z–2/b [13]. Hence, it is independent of
the traffic density G0. The predicted throughput
is a factor sinc(2p/b) lower if the accumulation of
interference from multiple transmitters, and thus
not only from the nearest interferer, is also taken
into account.

Interestingly, for Friis free space loss (b = 2;
p = d–2), which may be typical in very dense
wireless networks where many nodes are within
direct line of sight of each other, the throughput
decreases to zero (S = 0). In such cases the sum
of the interference power from all interferers
theoretically diverges beyond any finite limit.
Figure 4 illustrates that this can have a dramatic
effect on very dense networks.

It is unclear whether CSMA always outper-
forms ALOHA to the extent predicted in Fig. 4.
CSMA structures the spatial distribution of traf-
fic, and as the load increases, ultimately a honey-
comb-like structure emerges. For sufficiently
dense traffic, as soon as one node finishes its
transmission, (only) a very close neighbor takes

its place. In effect, a spatial lock-in could arise
[14], preserving the honeycomb structure for a
prolonged time. Some regions with bad SINR
would be consistently starved from updates.
Consequently, the initial advantage in through-
put offered by CSMA in comparison to ALOHA
might not materialize, as some nodes remain
unreached for prolonged times.

EXPERIMENTAL EVIDENCE SO FAR
There is little hard empirical evidence on what
number of nodes a dense wireless network can
scale. Results from simulations and testbed
experiments have addressed largely many-to-one
routing with low traffic intensity. It appears that
about 50 nodes per segment controller and up to
5 hops can be supported. Large networks have
been demonstrated (e.g., > 400 nodes), but
throughput is poor (just a few messages per sec-
ond) when conditions are near ideal (most nodes
in direct contact, thus few hidden nodes).

The total traffic payload in the network can
be quantified as the product N H  with number
of nodes N, average hop count H, and per node
traffic load . This figure reflects the claim that
an idealized network would put this traffic load
on the radio spectrum if it did not incur any
overhead. But experimental results report that
the total traffic payload N H  stays well below
the link capacity W, which is around 250 kb/s. 

Table 1 compares published experiments for
6LoWPAN, typically involving about 50 nodes
around one router at the border of the area.
Larger networks of up to 2500 nodes have been
simulated, but we did not find a confirmation if
systems of this size work in practical implemen-
tations. Most experiments relied on manually
tweaking the routing table generation, and opti-
mization of the routing parameters and packet
transmission timing at the application level.
Nonetheless, typical average payload rarely
exceeds about 2.5 kb/s. Typically we see that N
H  stays below 1 percent of W, so there is a
substantial loss in the use of resources. 

There are several plausible mechanisms that
affect the efficiency of the use of radio resources.
First, for very short messages, acknowledgments
consume 50 percent of the available resources.
However, the random access scheme also affects

Table 1. Comparison of network performance for several 6LoWPAN experiments.

Source # edge
routers # nodes Avg. #

hops
Max #
hops

HN
(kb/s)

Packet
success
rate

Delay Sim/exp

Arch Rock 7 220 2.19 5 .6 99.9% Exp

Arch Rock 4 75 2.67 5 .3 99.9% Exp

Arch Rock 1 51 2.11 6 2.1 100% Exp

Arch Rock 5 211 1.20 3 5.1 100% Exp

RFC 6687 1 2442 5 (?) 12 100 (?) ? < 1 s Sim

UBremen 1 20 2 (?) ? .15 100% Exp
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efficiency. The textbook expression for ALOHA
shows a maximum throughput of 1/e (36 per-
cent) for Poisson traffic. This result needs to be
interpreted with care, as the expression may not
consider wireless channel effects and the maxi-
mum of the G exp{–G} curve is not a stable
operational point. Typically, queuing systems
that operate at their capacity give infinitely large
delays to individual users. Wireless systems are
no exception. Hence, as a rule of thumb, it is fair
to assume that the networks need to be operated
at not more than half of the maximum through-
put to deliver acceptable delays.

Another substantial factor is the overhead in
short messages. The packet header, synchroniza-
tion preamble, and so on may account for half of
the air time.

For broadcasting less experimental evidence
is available. In [15] tests in a network with 300
nodes confirmed that messages may well be
received correctly despite transmissions that
occur simultaneously elsewhere in the network.

Some simulation results can further illustrate
how these limitations affect a dense wireless
lighting network. In OMNeT++, a simple inter-
active dimming use case was modeled for a user
who turns a dimmer knob and reacts to how s/he
sees the light level change. This creates traffic in
the form of a sequence of broadcast bursts,
transmitted from one node (the dimmer switch).
The simulated burst duration of 2 s involves 20
new messages per burst (i.e., one new command
every 100 ms). To propagate the message
through the network by simple flooding, every
node that receives the message retransmits it
exactly once. As stated earlier, the different
standards are all based on variations of CSMA
or TDMA. The MAC layer uses CSMA accord-
ing to IEEE 802.15.4 and TSCH according to
IEEE 802.15.4e. Also, TSCH uses a flooding
mechanism, but with the difference that the
transmitting node only sends the message to its
direct neighbor. Figure 5 reports various net-
work densities ranging from 20 up to 400 nodes,
distributed in an office environment with dimen-
sions of 80 m × 40 m. 

For any simulated transmit power, the latency
increases if the network gets denser, and it also
decreases with transmit power. For 0 dBm to –10
dBm the average latency is below 200 ms for all
densities, which would fulfil the requirement for
wireless lighting control. Reducing the transmit
power to –25 dBm leads to excessive latency
(above 200 ms) for a density above 200 nodes, as
shown in Fig. 5a. Although a reduction of all
transmit powers reduces the absolute interfer-
ence levels, it changes the SNRs, only making the
signals more vulnerable to noise and multipath.
Moreover, with less transmitting power the mes-
sage requires more hops. Second, as the absolute
carrier sensing threshold remains unchanged,
lower transmit powers is equivalent to less sensi-
tive carrier sensing and allowing multiple simul-
taneous transmission in the network. 

CSMA outperforms TSCH in terms of latency,
as shown in Fig. 5c. This is because the different
time slots are always allocated in the same man-
ner. For example, node 2 always transmits in the
same time slot for the different transmitting pow-
ers. However, the average latency for TSCH is

many times higher than the latency of CSMA/CA,
and with TSCH the latency increases with an
increasing density. In the simulated TSCH a slot
frame contains n time slots; for a 400-node net-
work, a slot frame has 77 time slots to cover the
whole network. One time slot has duration of 10
ms; therefore, the slot frame duration is 770 ms.
During this time the dimming application sends
seven messages from the application layer down
to the MAC layer, but the node can only send
one message. The rest get stored in a queue and
have to wait at least 770 ms.

Figure 5b shows that the packet loss rate
(PLR), even with the smallest number of nodes
in the network, is around 3 percent, but this
number increases aggressively with an increasing
number of nodes. With 400 nodes the PLR is
between 30 and 40 percent. In fact, 30 to 40 per-
cent fail to get the message because of excessive
transmissions/retransmissions and collisions.
At –25 dBm, nodes are barely or not in transmit-
ting range of each other. If the density for –25
dBm increases, the PLR also decreases, because
the nodes are getting closer to each other and
the probability of being in transmission range
increases. However, the phenomenon of a
decreasing PLR for lower transmit powers is
because of a change in the relationship between
the power of the interference and the clear
channel assessment (CCA) threshold. If CSMA
performs CCA in a setup with lower transmit
power, the power on the channel will be below
the CCA threshold more often, which means
CSMA will attempt to transmit instead of resum-
ing the backoff. This creates more transmission
and leads to a lower number of messages being
lost by having reached the backoff retry limit.
Figure 5d shows the PLR for TSCH. As expect-
ed for a TDMA-based MAC-Protocol, the PLR
for 0 dBm to -10 dBm is zero. For –25 dBm the
PLR decreases with an increasing density,

Figure 4. Throughput as a function of path loss exponent b for a large (but
not excessive) traffic load per unit of area and z = 10. Dense networks
typically experience b = 2. 
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because the same problem occurs then with
CSMA. The transmission range is too small, so
some packets get lost in noise, and if the net-
work density is at 200 nodes, the PLR is back at
0 percent. However, in any case when a packet
gets lost in a collision or by CS, the lamp does
not change the light level or turn on. At the end
of turning a dimming knob, the lighting network
will have many different light levels or even
lamps that have not turned on. If some lamps
are turning on and others are not, the user will
interpret this as “a few lamps are broken.” 

The simulation results show clearly that both

MAC protocols combined with simple flooding
are not suitable for a lighting use case.
CSMA/CA might fulfil the latency requirement,
but the PLR is high. On the other hand, TSCH
has a 100 percent delivery rate but at the cost of
latency, which is 35 times higher than the thresh-
old of 200 ms in the worst case.

CONCLUSIONS AND OUTLOOK
Lighting control poses challenges to in-building
networks that are not well met with current
wireless standards. Although the exchange of

Figure 5. a) Latency with CSMA/CA for various transmit powers; b) packet loss rate with CSMA/CA; c) latency with time slotted
channel hopping (TSCH); d) PLR with TSCH.
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room occupancies or a sequence of user com-
mands does not create high bandwidth traffic,
the latencies and outage probabilities seen in
current networks would affect the user satisfac-
tion. In particular, the avoidance of unnecessary
broadcast storms is an area where further
research can be impactful. Possibly improved
application protocols for data sharing (e.g.,
Trickle) are promising. The combination of low-
latency broadcast traffic and regular flow of data
gathering is a further relevant area.

While LEDs promise a major reduction of
energy usage in buildings, the standby power
consumption of a wireless network may become
significant. It would be attractive to have better
schemes to allow low receiver duty cycles while
maintaining latency and reachability.

The extreme density of lighting nodes leads
to propagation conditions that demand more
accurate modeling of the interference than only
considering the nearest neighbors. This is an
area in which theoretical models and simulations
may require improvement to realistically predict
under which conditions the network can be
scaled. 
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MILLIMETER-WAVE COMMUNICATIONS FOR 5G – PART 2: APPLICATIONS

n the September 2014 issue of IEEE Communications
Magazine, the first part of this Feature Topic included

five articles that covered the fundamentals of mmWave
communications with topics ranging from propagation to
coverage, presenting a holistic view of research challenges
and opportunities in the emerging area of mmWave radio
systems and 5G mobile broadband. The use of this tech-
nology is expected to surge in the next few years and to
transform the Internet industry in the next 10 years. This
part of the Feature Topic will address in more detail many
technical and application issues related to beamforming,
device-to-device communications, heterogeneous networks,
and multimedia transmission.

We start with three articles addressing the challenging
problems of coverage, initial access, handover, and hybrid
beamforming. The first article, “Multi-Gigabit Millimeter
Wave Wireless Communications for 5G: From Fixed
Access to Cellular Networks” by Peng Wang et al., explores
the potential of the E-band spectrum for future mobile
communications by introducing the E-band spectrum and
its propagation characteristics. The authors discuss the
possible applications over E-band frequencies with empha-
sis on the network architecture and the air interface design
of E-band mobile broadband. Several key techniques are
discussed that can potentially solve the coverage problem
and provide good link qualities regardless of the locations
of the mobile users in the network area. The second arti-
cle, “Random Access in Millimeter-Wave Beamforming
Cellular Networks: Issues and Approaches” by Cheol
Jeong et al., explores the random access channel (RACH)
in mmWave communications as an important procedure
for initial access and handover. Since random access can-
not fully benefit from beamforming due to lack of informa-
tion about the best transmit-receive beam pair, the design
of RACH becomes a particularly challenging problem,
especially in non-line-of-sight (NLOS) channels. The main
problem of random access is that the total duration of
RACH should be long to accommodate the multiple
preambles transmitted for all transmit and receive beam
pairs. To overcome this challenge, the authors propose

several potential solutions such as enhanced preamble
detection performance, multiple digital chains at the base
station (BS), beam reciprocity, and cell planning. The third
article, “Large-Scale Antenna System with Hybrid Analog
and Digital Beamforming for Millimeter Wave 5G” by
ShuangFeng Han et al., explores the optimal design of
hybrid analog and digital beamforming in a multi-user sce-
nario. The authors examine the general scenario of N
transceivers and M antennas per transceiver, where the
energy efficiency (EE) and spectrum efficiency (SE) of the
N × M beamforming structure is analyzed. Several key
insights are drawn from the EE-SE relationship at the
green point, the point with the highest EE on the EE-SE
curve.

Cost-effective and scalable wireless backhaul solutions
are therefore essential for realizing the 5G vision of any-
where anytime multi-gigabit-per-second data rates. The
backhaul is clearly a fundamental component for support-
ing network densification in small cell deployments with
very low latency inter-BS communication to combat inter-
cell interference. In the fourth article, “Point to Multipoint
In-Band mm-Wave Backhaul for 5G Networks” by Rakesh
Taori et al., presents an in-band solution to meet the back-
haul and inter-BS coordination challenges that come with
network densification. The authors argue that in-band
wireless backhaul for data backhauling and inter BS-coor-
dination is feasible without significantly hurting the cell
access capacities.

Mobile broadband will continue to drive the demands
for higher traffic and higher end-user data rates. These
demands for very high system capacity and very high end-
user data rates can be met using technologies such as
ultra-dense networks, device-to-device communications,
and heterogeneous networks. The next four articles discuss
these important technologies by considering practical
issues related to mobility, resource sharing, deployment,
and routing. The fifth article, “Ultra-Dense Networks in
Millimeter-Wave Frequencies” by Robert Baldemair et al.,
explores ultra-dense networks as a solution to fulfill the
extremely high traffic demands on system capacity and
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achievable end-user date rate. Ultra-dense networks are
networks with distances between access nodes ranging
from a few meters in indoor deployments up to roughly 50
m in outdoor deployments. The authors present an exten-
sive survey detailing key requirements and characteristics
of ultra-dense networks, taking into account mobility, self-
backhauling, and spectrum sharing. The sixth article,
“Enabling Device-to-Device Communication in Millimeter
Wave 5G Cellular Networks” by Jian Qiao et al., intro-
duces a hybrid system architecture of D2D communica-
tions over mmWave 5G cellular networks. The most
relevant aspects regarding the propagation characteristics
to achieve reliable high-rate communications are dis-
cussed, including propagation loss, diffraction and penetra-
tion ability, and directional antennas. The authors propose
an effective resource sharing scheme that allows non-inter-
fering D2D links to operate concurrently, taking into
account neighbor discovery for handoff and network inte-
gration for high-rate D2D communications with mobility.
The seventh article, “Hybrid Millimeter-Wave Systems: A
Novel Paradigm for HetNets” by Hani Mehrpouyan et al.,
proposes an mmWave heterogeneous architecture, hybrid
HetNet, which exploits the bandwidth and propagation
characteristics of the V- and E-bands to reduce the impact
of interference in HetNets. Two transceiver structures that
enable handoffs from the V-band to the E-band, and vice
versa are proposed. The eighth article, “10 Gb/s HetSNets
with Millimeter-Wave Communications: Access and Net-
working Challenges and Protocols” by Kan Zheng et al.,
introduces heterogeneous and small cell networks (Het-
SNets) in mmWave communications to increase spatial
spectrum reusability and efficiency. The authors focus on
the network and medium access control layers, taking into
account several deployment scenarios for backhaul and
user access. The authors discuss issues related to routing,
access control, and interference coordination.

Multimedia applications such as on-demand HD video,
IPTV, and ultra HDTV demand ultra-high throughput and
ultra-low latency. MmWave technologies such as IEEE
802.15.3c and IEEE 802.11ad are ideal candidates to han-
dle the data volumes in wireless multimedia data-intensive
applications, in particular to multiple users demanding dif-
ferentiated quality of service (QoS). MmWave multimedia
communications is therefore an important topic, and is
addressed in the next two articles. The ninth article, “Mil-
limeter Wave Multimedia Communications: Challenges,
Methodology, and Applications” by Dan Wu et al., defines
and evaluates several important metrics to characterize the
multimedia QoS in mmWave communications and jointly
takes into account several technical challenges, including
large-scale attenuation, atmospheric absorption, phase
noise, and limited gain amplifiers. The authors design a
QoS-aware multimedia scheduling scheme to achieve the
trade-off between performance and complexity, in which

accurate propagation analysis is carried out and suitable
countermeasure techniques are pointed out to satisfy the
QoS requirements. The final article, “Multimedia Resource
Allocation in MmWave 5G Networks” by Sandra Scott-
Hayward et al., presents an optimization solution, known
as particle swarm optimization (PSO), as an ideal candi-
date to handle a mixed set of multimedia applications. The
authors propose channel time allocation PSO as a reduced
execution time solution to successfully optimize the chan-
nel time allocation in a mixed multimedia wireless environ-
ment, even in scenarios where blockage exists in the
mmWave network.
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INTRODUCTION

In recent years video on demand, videoconfer-
encing, online gaming, e-education, and e-
health have been introduced to a rapidly
growing population of global subscribers using
devices such as laptops, tablets, and smart-
phones. The formidable growth in demand for
these communication services requires ever
increasing data throughputs. To cater to this
growing demand, many advanced technologies
have been adopted in the current fourth-gen-
eration (4G) systems, such as Long Term Evo-
lution (LTE) and Mobile WiMAX, to
substantially increase the transmission rate.
These technologies, including orthogonal fre-
quency-division multiplexing (OFDM), multi-
ple-input multiple-output (MIMO), multi-user
detection, advanced channel coding (e.g. turbo

and low-density parity-check, LDPC, coding),
adaptive coding and modulation, hybrid auto-
matic repeat request (HARQ), cell splitting,
and heterogeneous networking have made the
achievable spectrum efficiency very close to
the theoretical limits. Existing cellular systems
all operate below 10 GHz frequency bands
that are already heavily utilized. Therefore,
there is little space to further increase the
transmission rate in these frequency bands.
The attention of radio system designers has
been pushed toward ever higher segments of
the frequency spectrum in a quest for capacity
increase.

The millimeter wave (mmWave) band from
30 to 300 GHz offers large swathes of spectrum
[1], potentially forming the basis for the next
revolution in wireless communications. As pre-
dicted in [2], after excluding some subbands
with severe atmospheric absorption and assum-
ing 40 percent of the remaining spectrum
potentially becoming available over time, a pos-
sible 100 GHz new spectrum among the
mmWave band could be opened up for future
mobile communication use. However, this is an
optimistic forecast as this possible 100 GHz
spectrum is discretely distributed in the overall
mmWave band with distinct channel character-
istics and various service restrictions imposed
by regulators in different countries. Uniting
these discrete segments of bandwidths collec-
tively for mobile broadband communication use
will remain a great challenge. Comparatively,
the frequency bands 71–76 GHz and 81–86
GHz, collectively called the E-band, have been
released by the International Tele- communica-
tion Union (ITU) to provide broadband wire-
less services [3]. Different from the severe
oxygen absorption in the 60 GHz band, which
contributes about 15 dB/km of attenuation in
addition to free space losses, atmospheric
absorption above 70 GHz drops significantly to
less than 1 dB/km and rises again after 100
GHz due to molecular effects [4]. Therefore,
the E-band opens a large frequency window
with low atmospheric attenuation, making it
very suitable for long-distance wireless trans-
missions. This 10 GHz spectrum in the E-band,
which is about 50 times the bandwidth of the
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1 In the United States and
Canada, the E-band spec-
trum also includes 92–95
GHz except 94–94.1 GHz.

entire current cellular spectrum, is by far the
widest ever allocated by the Federal Communi-
cations Commission (FCC) at any one time,
and can provide 5 GHz bandwidth per channel
for accommodating multi-gigabits per second
and even higher data rates with greatly reduced
latency over large distances. 

There have already been some commercial
E-band wireless systems for fixed point-to-point
communications. For example, by utilizing the
leading-edge radio frequency (RF) monolithic
microwave integrated circuit (MMIC) technolo-
gy [5], the E-link 1000 G1 radio from the E-band
Communications Corporation can provide best-
in-class E-band link performance for gigabits-
per-second data rates over a distance of up to a
few kilometers. It has been forecast that in the
near future the fifth generation (5G) of cellular
communication systems will be developed over
untapped mmWave bands. The superior propa-
gation characteristics of E-band frequencies
make this band preferable over the other seg-
ments of mmWave bands. Although E-band
transceivers are presented with new design chal-
lenges such as increased phase noise, limited
amplifier gain, and the need for transmission
line modeling of circuit components, the elec-
tronics industry is rapidly developing, producing
component electronics with ever reducing physi-
cal sizes and power consumption. This means
the hardware preparation for a mobile commu-
nication system over E-band will be ready. The
combination of cost-effective complementary
metal oxide semiconductor (CMOS) technology
and high-gain steerable antennas at the devices
and base stations (BSs) will strengthen the viability
of E-band communications.

In this article we discuss the potential of
exploring the E-band spectrum for future mobile
communications. We first present a brief review
of the history of E-band spectrum and its light
licensing policy as well as benefits/challenges.
Then we introduce the propagation characteris-
tics of E-band signals, based on which some
potential fixed and mobile applications at the
E-band are investigated. In particular, we ana-
lyze the achievability of nontrivial multiplexing
gain in fixed point-to-point E-band links and
propose an E-band mobile broadband (EMB)
system as a candidate for the next generation
mobile communications. The channelization and
frame architecture of the EMB system are dis-
cussed in detail. Finally, we conclude the article
with a brief summary.

E-BAND SPECTRUM

A BRIEF HISTORY OF E-BAND

The E-band allocations for fixed services were
first established by the ITU at the 1979 WARC-
79 World Radio Communication Conference.
However, not much commercial interest was
shown in this band until the late 1990s, when the
FCC published a study on the use of themillime-
ter-wave bands [4]. Afterward, the FCC made a
historic ruling in 2002 to open up the E-band for
exclusive federal governmental use in the United
States. A novel “light licensing” scheme was
introduced in 2005 [6] and the first commercial
E-band radios were installed soon after. Canada
adopted the same bands with the same technical
specifications and licensing regimens as the Unit-
ed States in 2005. Also, in 2005 the European
Conference for Postal and Telecommunications
Administrations (CEPT) released a Europe-wide
band plan for fixed services in the E-band, which
was modified lat in 2009. In 2006 the European
Telecommunications Standards Institute (ETSI)
released technical rules for equipment operating
in the E-band. Similar specifications are also
effective or proposed for the United Kingdom
and Australia. Nowadays many parts of the world
have followed the United States and European
leads, and have opened up the E-band frequen-
cies for enabling gigabit-per-second speed point-
to-point wireless transmissions.

E-BAND FREQUENCY ALLOCATION
The E-band frequency allocation consists of the
two unchannelized bands of 71–76 GHz and
81–86 GHz,1 as shown in Fig. 1. This combined
10 GHz of spectrum is significantly larger than
any other frequency allocation, enabling a whole
new generation of wireless transmission to be
realized. In addition, different from the lower
microwave frequency bands, which are sliced
into subchannels of no more than 50 MHz, which
in turn limits the data rate transmitted over
them, the E-band spectrum is only divided into a
pair of 5 GHz channels and not further parti-
tioned. These two 5 GHz channels at E-band are
100 times the size of even the largest microwave
channel. Such an unpartitioned spectrum alloca-
tion allows us to support gigabit-per-second data
rates for each signal using relatively simple sys-
tem architectures and modulation schemes.
Radio equipment can take advantage of low-
order modulation modems, nonlinear power
amplifiers, low-cost diplexers, direct conversion
receivers, and many more relatively non-complex
wireless building blocks, leading to reduced sys-

Figure 1. E-band frequency allocation.
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tem cost and complexity with increased reliabili-
ty and overall radio performance.

LIGHT LICENSING FOR E-BAND
In many countries the conventional license applica-
tion of microwave bands from regulators requires a
long period measured in months or even years.
The corresponding licensing fee is determined by
formulas depending on either the transmission
data rate, the required bandwidth, or both. Such
formulas can result in prohibitively high license
fees for high-capacity systems. To promote E-band
commercialization, the national wireless link regu-
lators and administrators in many countries have
introduced innovative and streamlined “light
licensing” [7] schemes for managing this band, pro-
viding the E-band with an attractive alternative to
existing licensed frequency bands. The “light
licensing” policy allows the E-band licenses to be
applied for in minutes and at a cost of a few tens
of dollars per year, significantly faster and cheaper
than traditional licensing. Thousands of fixed E-
band radios have been registered and installed in
these countries. The typical E-band license fees in
several countries are listed in Table 1. 

The “light licensing” policy comes from three
unique characteristics of the E-band. First, since
there are very few E-band services currently, it is
argued that the spectrum at E-band frequencies
is no longer scarce. Second, the high frequencies
at E-band allow the systems to adopt highly
directional antennas and communicate via highly
focused “pencil beam” transmissions, leading to
dense configuration of communication links
without interference concern and thus a high
degree of frequency reuse. Third, the E-band
frequencies are configured as a single pair of
5 GHz channels, which makes the traditional
frequency planning/coordination unnecessary
and the related interference analysis significantly
simplified. Thus, the E-band administration and
cost of license are dramatically reduced. The
“light licensing” at the E-band reflects the ease
of coordinating, registering, and licensing, and
sets license fees that cover administrative costs,
but does not penalize the high data rates and
bandwidths that are required for ultra-broad-
band services. It is worth noting that despite the
name “light licensing,” the possession of such a
license still gives the link operator the same full
benefits of a traditional link license, including
link registration, “first come first served” rights,
and full interference protection.

BENEFITS OF E-BAND OVER
OTHER WIRELESS TECHNOLOGIES

There are many technologies available to pro-
vide wireless broadband connectivity and fiber-
like services. These technologies include WiFi,
60 GHz wireless, free space optics (FSO), and so
on. E-band wireless systems offer significant ben-
efits over them with the following advantages [8].

High antenna gains and allowable output
power: Thanks to the small wavelength of E-band
signals, it is possible to realize large gains from
relatively small antennas at E-band frequencies.
In addition, the FCC permits E-band radios to
operate with up to 3 W of output power, signifi-
cantly higher than that available at other
mmWave bands (e.g., 25 dB higher than the 10
mW limit at 60 GHz). The high antenna gain
and high output power allow E-band radios to
overcome the higher rain fading and foliage loss-
es experienced at E-band frequencies.

Guaranteed high data rates: E-band offers
much higher data rates, e.g. Gb/s and above,
than any other wireless technology. Such high
rates are guaranteed even under deteriorated
transmission conditions such as rain, which beats
WiFi, WiMAX, and other broad-coverage tech-
nologies whose system performance depends
heavily on the radio and user environments.

Long distance transmissions with robust
weather resilience: E-band wireless allows Gb/s-
level transmission over a very long distance up
to 12 miles, much longer than those supporting
similar data rate such as 60 GHz and FSO sys-
tems. This long-distance transmission is robust to
almost all environmental conditions such as fog,
dust, air turbulence, and other atmospheric
impairment that can disable optical links for hours.

Low-cost and rapid licensing policy provid-
ing guaranteed interference protection: Under
the “light licensing” policy, licenses for E-band
links can be obtained much faster and cheaper
than those for traditional microwave bands, and
in the meanwhile provide the full benefits of
traditional link licenses that grant full interfer-
ence protection from other nearby wireless
sources. Even in the unlikely event of interfer-
ence, the full weight of the wireless regulator is
available to identify and remove the interfer-
ence source.

Cost-effective fiber-like wireless solution: The
cost of high-capacity E-band wireless systems is
only a fraction of that of buried fiber alterna-
tives. Installed wireless systems have payback
periods of months compared to the costs of
trenching new fiber. Installing dedicated wireless
technology can often be more economical than
leasing fiber-provided high-capacity services.

A summary of the most important system
parameters and network characteristics of vari-
ous broadband techniques are detailed in Table 2.

TECHNICAL RESEARCH CHALLENGES OF
E-BAND COMMUNICATIONS

Although numerous benefits are presented
above, there are still some challenging technical
issues that must be addressed before commer-
cialization of the E-band frequencies. They
include:

Table 1. Typical E-band license structures and license fees in some countries.

Country License structure License fee

United
States Online light license $75 for 10-year license

United
Kingdom Light license £50 per year

Russia Light license Minimal registration fee

Australia Light license AU$187 per year

WANG_LAYOUT_Author Layout  1/7/15  5:36 PM  Page 170



IEEE Communications Magazine • January 2015 171

• Severe E-band propagation loss.
• Unclear channel modeling at such high fre-

quencies.
• High transceiver complexity in such large

MIMO systems with a massive number of
antennas.

• Hardware constraint imposed to E-band
transceiver design, where a large number of
antennas have to be driven by a limited
number of radio-frequency (RF) chains due
to the high cost and power consumption of
the latter.

However, as detailed in the rest of this article,
all these issues can potentially be, and are
already being, effectively addressed. The severe
propagation loss can readily be compensated
through deploying a large number of transmit/
receive antennas that provide significant beam-
forming gains. Several research groups have
already conducted E-band propagation measure-
ments in real urban environments [9], providing
some fundamental hints for the proper modeling
of E-band channels. Some initial and efficient
channel estimation algorithms [10] that utilize
the channel sparsity, and a hybrid precoder
design [11] that relieves the high hardware costs,
have also been proposed. All these develop-
ments have made E-band a very promising can-
didate frequency segment for future 5G wireless
broadband mobile communications.

E-BAND PROPAGATION
While signals at lower frequency bands propa-
gate for several tens of miles and penetrate easi-
ly through buildings, E-band signals can travel
only a few miles or less, and do not penetrate
solid materials very well. However, these charac-
teristics are not necessarily disadvantageous. In
fact, the propagation loss can be exploited to
reduce interference, increase frequency reuse,
and prevent eavesdropping, thus providing very
efficient spectrum utilization and increasing the
security of communication transmissions.

FREE SPACE PROPAGATION

Due to the small wavelength of E-band signals,
transmissions over the E-band are principally
contributed by line-of-sight (LoS) components.
According to the free space transmission model,
the path gain of the LoS link between two omni-
directional antennas with distance D is mathe-
matically expressed as

(1)

where GT and GR are, respectively, the gains of
transmit and receive antennas, and l is the sig-
nal wavelength. It is seen from Eq. 1 that given
GR, GT, and D, the path gain is proportional to
l2, indicating that the E-band transmissions suf-
fer much more power loss than those over con-
ventional microwave bands. For example, the
propagation at 75 GHz is 30 dB worse than that
at 2.4 GHz (the operating frequency for WiFi
networks). Thus, to guarantee the same signal
power (and in turn the same quality of service)
at the receiver, the transmitted power at 75 GHz
must be 30 dB higher than that at 2.4 GHz. This
makes the signal transmission/reception through
a single omnidirectional antenna practically
infeasible in E-band systems.

One approach to compensate for the severe
E-band power loss is to equip a massive number
of antennas at both link ends to provide a large
beamforming gain. Different from conventional
microwave systems where the large-size antennas
must be sufficiently spaced and may lead to
extraordinarily large transmitter/receiver aper-
ture sizes, this approach can easily be imple-
mented in E-band systems as the antenna size
and spacing scale down with the wavelength. The
synthesized low-cost antenna arrays can be elec-
tronically steered to provide adaptive yet highly
directional links, permitting a flexible deploy-
ment. In principle, the number of antenna ele-
ments that can be packed into a given aperture
size is increased by four times for every doubling

λ
π

=G G G
D(4 )

T R

2

2

Table 2. Comparison of different broadband techniques.

WiFi 3/4G 60 GHz FSO Fiber E-band

Data rate About 1 Mb/s,
unstable

About 10 Mb/s,
unstable

100~1000
Mb/s

100~1000
Mb/s

Up to 100s of
Gb/s Mutiple Gb/s

Transmission distance 20 yards 2 miles 500 yards 200 yards Up to 60 miles Up to 12 miles

Licensing free for
unlicensed use

Licensed spectrum
very scarce

Free for
unlicensed use Not regulated N/A Light license

License cost N/A High N/A N/A N/A Low

License application
period N/A Months/years N/A N/A N/A Minutes/hours

Guaranteed
interference protection No Yes No No Yes Yes

Installation time Hours Months/years Hours/days Hours/days Months/years Hours/days

Installation cost Low High Medium Medium High Medium
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of the operating frequency, providing about 6 dB
beamforming gain at each link end if these
antennas are compactly located to form an
equivalent directional antenna for steering a
“pencil beam.” When the beamforming gains at
both link ends are taken into consideration, the
overall power gain of the link then scales as 1/l2.
Therefore, the propagation at 75 GHz becomes
30 dB better than that at 2.4 GHz, which implies
a significant redeeming feature of multiple
antenna transmissions in the E-band.

BLOCKAGE, MULTIPATH, AND SCATTERING
Pure free space propagation between the trans-
mitter and receiver happens only when the LoS
component is present and no building/obstacle is
around. In practice, an E-band communication
link is always located within a building group
area, in which the buildings, cars, and even
human beings may either block the LoS trans-
mission or “bend” the signal impinging on their
surfaces. The corresponding propagation charac-
terizations of E-band signals are very different
from those of traditional microwave ones. Due
to the small wavelength on the order of several
millimeters, transmissions over E-band are effec-
tively blocked by obstacles such as wooden
boards and brick walls. In addition, E-band sig-
nals are also not prone to diffraction when
encountering an obstacle, which is similar to
light waves. Reflection constitutes the most
received signal power among all non-LoS
(NLoS) links. Principally, the signal power
received from each reflected link may be much
lower than that from a LoS link. This is because,
besides partial absorption by reflecting materials,
E-band signals encounter greater diffusion and
less specular reflection than microwave signals
due to the relatively “rougher” reflecting materi-
al surface compared to their signal. Even though,
it has been experimentally validated [9] that
these NLoS links can still provide substantial
link connection and coverage extension in
mmWave cellular systems, especially when LoS
transmissions are unavailable. According to the
E-band propagation measurements conducted by
NYU WIRELESS in the dense urban environ-
ment of New York City [9], the path loss expo-
nent for NLoS propagation is 5.88 with a shadow
factor of 14.19 dB, which is a result of several
different paths of great dynamic range supported
over a wide range of angles. Therefore, although
the large buildings on every city block and
crowded streets cause numerous blockages, they
also create reflections and scatters between the
transmitter and receiver with slightly more path
loss and fewer multipath components than those
measured at a lower frequency of 28 GHz. This
indicates that E-band transmissions will be able
to rely on multipath environments and direction-
al antennas to overcome additional propagation
loss at E-band. In addition, the smaller number
of multipath components relative to those of the
transmit/receive antennas endure the sparse
nature of the E-band propagation channel, which
may significantly reduce the operational com-
plexity involved in channel estimation and
transceiver design. Provided that the angle of
departure (AoD) and angle of arrival (AoA)
information of each path is available, we can

combine multipath components with different
AoDs/AoAs to significantly improve the path
loss exponents and link margins through beam-
forming and beam combining. This will make it
feasible to deploy a mobile communication net-
work over E-band with reasonable BS coverage
and acceptable outage performance.

OTHER ATTENUATION FACTORS AT E-BAND
In addition to the power loss during the free
space and reflected/scattered propagations,
transmission over E-band also suffers from some
other attenuation factors, as detailed below.

Atmospheric attenuation: When traveling
through the atmosphere, the E-band signals may
be absorbed by molecules of oxygen, water
vapor, and other gaseous atmospheric con-
stituents. Fortunately, these losses are merely
about 0.5 dB/km in total, much less than those at
60 and 100 GHz above, and close to that of the
popular microwave frequencies. This makes the E-
band frequencies very favorable for radio trans-
missions over many miles under clear conditions.

Fog and clouds: Since fog and cloud particles
are much smaller than the E-band wavelengths,
the attenuation caused by them is almost negligi-
ble, for example, only an attenuation of 0.4
dB/km is led by thick fog at density of 0.1 g/m3
(about a visibility of 50 m). Comparatively, the
attenuation for an FSO optical signal caused by
heavy fog could be about 200 dB/km due to the
similar magnitudes of the signal wavelength and
fog/cloud particles.

Dust and other small particles: Similar to fog
and cloud particles, the magnitudes of these par-
ticles are much smaller than the E-band wave-
lengths, making them essentially invisible to
E-band transmissions.

Rain: Transmissions at E-band experience
significant attenuation in the presence of rain [12],
which places practical limits on the link dis-
tances. For example, “heavy” rainfall at the rate
of 25 mm/h can lead to over 10 dB/km attenua-
tion at E-band frequencies. The corresponding
attenuation even reaches up to 30 dB/km in the
case of tropical rainfall with a rate of 100 mm/h.
Fortunately, most intensive rain tends to fall in
limited parts of the world, mainly the Equatorial
countries. In other countries such as the United
States, Canada, and Australia, such severe weath-
er generally occurs only in very short bursts. It
tends to fall in small and dense clusters within a
larger and lower-intensity rain cloud, and is usu-
ally associated with a severe weather event that
moves quickly across the link path. Therefore,
rain outage tends to be short and is only prob-
lematic on longer-distance transmissions. With
well understood information on rainfall charac-
teristics in particular regions, it is easy to design
E-band ratio links capable of overcoming the
worst weather conditions via adaptive transmit
power control, or predict the levels of weather
outage of longer links.

Ice crystals and snow: Ice crystals and snow
do not cause appreciable attenuation, even if the
rate of fall exceeds 125 mm/h. This is due to the
much reduced loss of ice compared to water.

Foliage: Foliage losses are significant at
E-band frequencies and may be a limiting prop-
agation impairment for E-band transmissions.
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For example, the foliage loss at 75 GHz for a
penetration of 8 m (roughly equal to the diame-
ter of a large tree) is about 20 dB. 

In summary, E-band propagations exhibit
comparable characteristics to those at the widely
used microwave bands, and with well character-
ized weather characteristics allowing rain fade to
be understood, link distances of several miles
can confidently be realized.

FIXED E-BAND APPLICATIONS
A wide range of fixed services are realizable
over E-band frequencies. The following are
some examples. 

Last-mile access: In many communities, the
last-mile access technique represents a major
remaining challenge because the cost of provid-
ing high-speed high-bandwidth services to indi-
vidual subscribers in remote areas can be higher
than the service provider would like. Laying wire
and fiber optic cables is an expensive undertak-
ing that can be environmentally demanding and
require high maintenance. Many experts believe
that broadband wireless networks will eventually
solve this difficulty and meet everyone’s needs.
E-band frequencies provide a promising solution in
terms of flexibility, speed, and cost of construction.

Wireless backhaul: With the rapid growth of
mobile data traffic, traditional backhaul that uti-
lizes narrow bandwidth is consequently regarded
as a potential bottleneck for the overall cellular
system. E-band offers a cost-effective and flexi-
ble alternative to fiber for future backhaul.
Access points and BSs can easily be connected
via E-band links, providing gigabit-per-second
backhaul capacity to solve this bottleneck prob-
lem.

Network recovery: In the case of fiber break-
age, a fixed point-to-point E-band link can be
used to provide temporary service restoration,
due to its much shorter setup time and lower
cost in comparison with those required to restore
the original fiber link.

Campus LAN: Fixed E-band links can also be
installed to directly build up a gigabit wireless
LAN within a building group (e.g., campus) as
the extension of fiber optic communication net-
works. High-speed gigabit access will be main-
tained within both the wireless and wired parts
of the overall communication network, but with-
out the problems and expenses related to fiber
installation. 

Storage access: Machine-to-machine connec-
tivity for storage area networks could easily be
established via fixed point-to-point E-band links
with excellent data security and high availability.

In all the above applications, both terminals
of a communication link are usually fixedly
located (e.g., on the tops or side walls of build-
ings) such that LoS transmissions are guaran-
teed. Therefore, the corresponding channel is
mainly contributed by LoS transmissions, and
other effects such as multipath, foliage loss, and
atmospheric stratification are not significant due
to the extremely narrow beams in which the
radiation propagates. The primary sources of
link impairments come from adjacent link inter-
ference, rain attenuation, and antenna perturba-
tion. The adjacent link interference occurs when

the LoS power of one link is directed into the
main lobe or a side-lobe of the receive antennas
in adjacent links. This impairment can be avoid-
ed in advance via proper organization of link
deployments. Rain attenuation is well under-
stood, and the resultant impairment can be com-
pensated via adaptive transmit power control.
The antenna perturbation, potentially caused by
wind induced pole sway or other environmental
concerns, may lead to severe mismatch between
the directivities of transmit/receive antennas.
Some robust and computationally efficient beam
alignment technique may be required to combat
this problem. 

A main concern for fixed E-band systems is
whether a high-capacity link can be guaranteed
between the transmitter and receiver to support
gigabits or even tens-of-gigabits throughputs
over a given distance. As previously mentioned,
multiple antenna techniques are essential in the
E-band to provide beamforming gain to compen-
sate for the severe propagation loss. To further
enhance the link capacity, we need to rely on
multiple antenna techniques to achieve a multi-
plexing gain such that transmissions of multiple
spatially independent signal streams can be sup-
ported simultaneously without interfering with
each other. However, this is not a trivial problem
in the E-band systems. Unlike rich-scattering
microwave channels where independent Rayleigh
faded coefficients between different antenna
links enable the achievable multiplexing gain to
increase linearly with the minimum number of
transmit/receive antennas, the fixed E-band
channels are dominated by nearly deterministic
LoS components, and the achievable multiplex-
ing gain heavily depends on the antenna deploy-
ments at both link ends.

In spite of this, it has been shown [13, 14]
that the maximum multiplexing gain is still prin-
cipally achievable in fixed E-band channels, pro-
vided that the geometrical distributions of the
antennas at both link ends are carefully designed.
For example, in an E-band LoS MIMO channel
with aligned uniform linear antenna arrays
(ULAs) at both the transmitter and receiver, the
maximum multiplexing gain is achieved when the
following Rayleigh distance criterion is fulfilled [13]

(2)

where Nt (Nr) and dt (dr) are, respectively, the
number and spacing of the transmit (receive)
antennas. In this case, the channel contains
min{Nt, Nr} eigenmodes with equal channel
gains, indicating that the maximum multiplexing
gain, min{Nt, Nr}, is indeed achievable, and thus
that many spatially independent signal streams
can be supported simultaneously. Similar obser-
vations have also been made in the general situ-
ation when the ULAs at both ends have arbitrary
orientations [14]. However, the antenna spac-
ings, dt and dr, in a practical E-band LoS MIMO
system may be limited by the physical sizes of
the transmitter/receiver and cannot be arbitrarily
large. Consequently, the communication distance
that satisfies the Rayleigh distance criterion is
also limited, indicating that the maximum multi-
plexing gain is not always achievable in practice. 
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Figure 2 shows all the eigenvalue curves of an
aligned ULA-based E-band LoS MIMO channel
with 20 antennas at both ends (i.e., Nt = Nr =
20). In Fig. 2 we assume a far-field distance
between the two link ends such that the channel
coefficients for all antenna links have approxi-
mately the same amplitude, which is normalized
to 1 for convenience. It is seen that for the E-
band system beyond the Rayleigh distance (i.e., D
> DRay), although the channel may still be of full
rank, some of its eigenmodes are very poor, and
signal transmissions over them will be very inef-
ficient in practice. For convenience, we denote
by mm(D) the mth largest eigenvalue of a ULA-
based E-band LoS MIMO channel gain matrix
and account the mth eigenmode as an effective
eigenmode if mm(D)/m1(D)  g , where g is a
threshold related to the system working signal-
to-noise ratio (SNR). As a consequence, the
number of effective eigenmodes can be referred
to as the effective degree of freedom (EDOF) of
the channel. It is shown in [15] that when Nt and
Nr are sufficiently large, the farthest distance
that can provide an EDOF of m (and in turn can
support m spatially independent signal streams)
is mathematically given by

(3)

where D(m)
max is referred to as the maximum effec-

tive multiplexing distance of EDOF-m, Dt =
(Nt – 1)dt and Dr = (Nr – 1)dr are the aperture
sizes of the transmit and receive ULAs, respec-
tively, and cm(g) is a constant function. Equation
3 indicates that the farthest distance that can
support a given number of spatially independent
signal streams at a finite SNR is mainly deter-

mined by the product of the aperture sizes of the
transmit/receive ULAs, instead of the numbers
of antennas at both ends. Hence, to support a
higher number of spatially independent signal
streams in a ULA-based E-band LoS MIMO
channel, we must either increase the product of
transmit/ receive aperture sizes or reduce the
communication distance. 

E-BAND MOBILE BROADBAND
COMMUNICATIONS

In this section we discuss the feasibility and chal-
lenge of establishing an E-band mobile broad-
band (EMB) network. As mentioned earlier,
E-band signals do not penetrate solid materials
very well. This implies that the overall EMB net-
works can be effectively isolated into indoor and
outdoor networks by the brick walls of buildings.
For indoor networks, plenty of reflecting materi-
als are present, making NLoS transmissions (also
called diffuse links) very common in such sce-
narios. Therefore, indoor mobile users can easily
access the network via access points installed in
each room without suffering from weather
impairment. The Doppler effect is not a concern
either as the relatively small indoor serving area
restricts user mobility. Since this scenario has
been extensively investigated for communication
over other segments of mmWave bands such as
60 GHz, we do not discuss it here. In what fol-
lows, we assume that handoff between indoor
and outdoor networks is guaranteed via the
access points equipped at the entrances of the
buildings and mainly focus on the outdoor net-
works. 

A common myth in the wireless engineering
community is that rain and foliage attenuation
make E-band spectrum practically useless for
outdoor mobile communications. However, the
outdoor EMB network can overcome these issues
and provide a seamless user experience after
adopting the following potential techniques.

DENSE EMB BS DEPLOYMENT
To guarantee a reasonably high probability of
successful link connection between the BSs and
mobile users and provide sufficiently good cover-
age, it is preferable to equip BSs densely in a
given EMB network area so as to combat both
the severe path attenuation experienced by E-band
signals and the possible block of LoS transmis-
sions caused by surrounding buildings/obstacles.
The BS antennas could be located adaptively
according to the topography and architectural
construction of the serving area, e.g. on the sur-
face of buildings or the top of lampposts along
the streets and at each street corner. The E-band
propagation measurements conducted by NYU
WIRELESS in the dense urban environment of
New York City [9] have revealed that for inter-
site distances up to 200 meters, atmospheric
attenuation is of a negligible degree and the rain
attenuation is only about 2 dB for a heavy rain-
fall of 25 mm/hr. Therefore, a cell size on the
order of about 200 meters, similar to today’s
microcell sizes, is sufficient to guarantee quali-
fied LoS links in urban environments. Thanks to
the distinctive narrow beam technique adopted
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Figure 2. The eigenvalue curves for the normalized channel gain matrix of a
ULA-based E-band LoS MIMO channel with 20 antennas at both the
transmitter and receiver (i.e., Nt = Nr = 20).
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at E-band, the interference among adjacent
EMB BSs can be significantly supressed and thus
their coverage areas can be largely overlapped. 

ADAPTIVE BEAMFORMING
Beamforming is another efficient technique to
overcome path attenuation. At the transmitter,
the signal is emitted from different antennas
with different phases and amplitudes, creating
constructive or destructive patterns at intended
or undesired receivers. At the receiver, signals
from different receive antennas are combined
together using a set of weight coefficients such
that the power or SNR of the collected signal
after combination is maximized. When an LoS
link is available between the mobile user and the
BS, proper beamforming/combining patterns
that point to each other can be generated at
both link ends so as to significantly enhance the
link quality. On the other hand, when an LoS
link is unavailable, adaptive beamforming is still
capable of enhancing the NLoS link quality by
exploiting multipath in urban environments. In
this case, the surrounding buildings, especially
those with smooth surfaces made of glass or
marble, could provide stronger reflection and
less diffusion. Thus, the signal transmission and
reception can be directed to such strong reflect-
ed NLoS links using adaptive beamforming. Sat-
isfactory link quality can still be achieved
together with proper adaptive transmit power
control. 

SPARSE CHANNEL ESTIMATION
To explore the potential benefit of adaptive
beamforming, accurate and timely channel state
information (CSI) is crucial in an EMB network.
Recall that a massive number of antennas are
necessarily required at one or both link ends to
provide sufficient power gain in compensating
the severe E-band propagation loss. This indi-
cates a significant increase of CSI overhead to
be estimated at the receiver and fed back to the
transmitter. Fortunately, recent research results
[9] have revealed that due to the much higher E-
band signal frequencies, an E-band channel gen-
erally consists of a much smaller number of
paths between the transmitter and receiver than
its antenna numbers equipped at both link ends,
even in the dense urban environment. This indi-
cates that an E-band channel can exhibit a sparse
nature after being converted into the beam-
space domain, and by utilizing this sparse prop-
erty, the CSI overhead in an EMB network can
be significantly reduced. A channel estimation
algorithm that explores this sparsity in EMB net-
works has already been proposed [10], which
directly works on the sparse version of the chan-
nel matrix after it has been converted into the
beam-space domain and can quickly estimate the
AoDs/AoA and fading coefficient of each path
in a bi-section searching manner. More efficient
and advanced channel estimation approaches are
also under investigation.

HYBRID TRANCEIVER DESIGN
Due to user mobility, the beamforming/combin-
ing vectors need to be adaptively adjusted so
that the beams are always pointing to each other
as the mobile user moves. However, different

from the adaptive beamforming technique for
traditional microwave that can be implemented
digitally at baseband, the adaptive beamforming
design in E-band is restricted by the hardware
constraint, where a large number of antennas
are driven by a limited length of RF chain due
to the high cost and power consumption of the
latter. Hybrid digital-and-analog precoder/com-
biner design is a practical solution to this diffi-
culty [11]. With hybrid precoding/combining, the
transmitters/receivers are able to apply a high-
dimensional RF precoder, implemented via ana-
log phase shifters, followed by a low-dimensional
digital precoder that can be implemented at
baseband. Near optimal unconstrained perfor-
mance can be achieved at practically low cost. 

USER COOPERATION
When the surrounding buildings of an E-band
network have relatively rough surfaces, the
reflected signal power may be much reduced,
and the link quality cannot be guaranteed if the
LoS link between the mobile user and BS is
blocked. User cooperation may provide a solu-
tion to this situation. Specifically, we can build
up certain reward mechanisms to encourage
vacant users with good-quality links to BSs to
serve as relays and help forward data for other
users with bad link qualities. The overall net-
work may work as follows. First, all the EMB
BSs continuously broadcast their pilot signals
selected from a pilot set P1 through a signaling
channel. The pilot signals used by different BSs
are referred to as level-1 pilots and assumed to
be mutually orthogonal. Each mobile user in the
serving area, whether it has data to transmit/
receive or not, estimates the qualities of the
links to different BSs based on the received
level-1 pilot signals. These mobile users are then
classified into directly served (DS) users and
indirectly served (IS) users, according to the link
qualities to the surrounding BSs. A DS user
refers to a mobile user that has at least one BS
to which the link quality is better than a certain
threshold. Contrarily, an IS user refers to the
user whose link qualities to all BSs are below the
threshold. The operations for DS and IS users
are different and introduced separately below. 

Operation for DS users: Each DS user choos-
es the BS with the best link quality as its serving
BS and registers to its serving BS for future data
transmission, reception, or forwarding. If a DS
user has data to transmit/receive, a traffic chan-
nel is assigned by the serving BS for performing
data transmission/reception in a similar way to
the operation in traditional cellular networks.
Otherwise, if this DS user is vacant, it will keep
listening to the channel and, in the meanwhile,
broadcast the link quality information between it
and the serving BS together with a pilot signal
(referred to as level-2 pilot) selected from anoth-
er pilot set P2. By this means and assuming that
all the pilots in P1 and P2 are mutually orthogo-
nal, these vacant DS users will serve as potential
relays to help the data forwarding of IS users.

Operation for IS users: After failing to con-
nect to any BS due to lack of both LoS and
strong NLoS reflected links, an IS user will mea-
sure the qualities of the links to all the sur-
rounding vacant DS users who are broadcasting

With hybrid precod-

ing/combining, the

transmitters/receivers

are able to apply a

high-dimensional RF

precoder, imple-

mented via analog

phase shifters, fol-

lowed by a low-

dimensional digital

precoder that can be

implemented at

baseband. Near opti-

mal unconstrained

performance can be

achieved at 

practically low cost.

WANG_LAYOUT_Author Layout  1/7/15  5:36 PM  Page 175



level-2 pilots, based on which the overall quali-
ties of all the possible IS user-vacant DS user-BS
links are calculated. Afterward, this IS user
sends a request to the vacant DS user through
which the overall two-hop link quality is the
best. Upon receiving and accepting this request,
the selected vacant DS user then builds up an
indirect link between its serving BS and the
served IS user, helping the latter to register to
the former indirectly. When data transmission/
reception is required by this IS user, the selected
DS user applies for a traffic channel fofrom its
serving BS, enabling the data of this IS user to
be forwarded to/from the core network.

HYBRID EMB AND 4G SYSTEMS
Due to the nature of E-band signal propagation,
it is possible that even with the abovementioned
techniques, some dead spots still exist in which
the mobile users cannot be served by the EMB
network. Therefore, a mechanism that supports
emergency communications when the communi-
cations over the E-band are not successful should
be considered as part of the EMB system design.
A hybrid EMB and the current 4G cellular net-
work infrastructure may be adopted to provide
better coverage and seamless user experience, as
well as preserve the benefit of gigabit transmis-
sions at E-band. In such a hybrid network, the
overall E-band frequencies are mostly utilized
for data transmission. The system information,
control channel, and feedback channel are imple-
mented over the current 4G frequency band. In
addition, some 4G cellular frequencies should be
preserved for data transmission of the mobile
users at dead spots.

CHANNELIZATION AND
FRAME STRUCTURE

Although ITU has released the E-band frequen-
cies for fixed and mobile services, there has been
no specific recommendation regarding the use of
the E-band or sharing arrangements with other
services. Nevertheless, many countries have
issued their E-band channelization plans to pro-
mote its commercialization. Figure 3 summarizes

the E-band channelization plans in several rep-
resentative areas. In the United States and
Canada, both the 71–76 and 81–86 GHz bands
are divided into four unpaired 1.25 GHz seg-
ments (eight in total) without mandating specific
channels within them, and these segments may
be aggregated without limit. In Europe, the
United Kingdom, and Australia, a 125 MHz
guard band is set at the top and bottom of each
5 GHz sub-band of the E-band spectrum to pre-
vent potential interference to and from adjacent
bands. In particular, the United Kingdom and
Australia have no explicit channel plan for the
remaining segments of the E-band, while Europe
further divides each of the two 4.75 GHz bands
into nineteen 250 MHz channels and allows
aggregation of any number of channels from 1 to
19. Furthermore, the specified channels may be
used for either time-division duplex (TDD) or
frequency-division duplex (FDD) systems either
within the single band or in combination with
other bands.

Here we propose a possible frame structure
for EMB systems based on the European chan-
nelization plan. Note that since the European
channelization plan is compatible with that of
the United Kingdom and Australia, our pro-
posed frame structure is also applicable to the
latter two countries. Following the current 4G
systems, we choose OFDM as the multiplexing
scheme for EMB due to its superiority in effi-
cient multiple access and simpler equalization at
the receiver. As shown in Fig. 4, the durations of
one frame and subframe are chosen to be 10 ms
and 1 ms, respectively, which are the same as
those of LTE systems in order to facilitate hybrid
EMB and 4G operation.

The other parameters in the OFDM
numerology are designed as follows. Since the
bandwidth of each channel in the European
channelization plan is 250 MHz, we choose the
sampling rate as 30.72 MHz × 8 = 245.76 MHz,
where 30.72 MHz is a popular frequency at
which a good trade-off can be achieved between
clock accuracy and cost. In addition, we select
the subcarrier spacing to be 480 kHz based on
the following reasons:
• First, from the implementation viewpoint,

the fast/inverse fast Fourier transform
(FFT/IFFT) size, denoted by K, is typically
a power of 2, meaning that the subcarrier
spacing should have a form of 30.72 × 2–k MHz
for some integer k. The value of 480 KHz
satisfies this form when k = 8. 

• Second, due to the high directional trans-
mission characteristic of EMB, the corre-
sponding maximum delay spread may be
limited to a few nanoseconds, which in turn
leads to a much wider coherent bandwidth
than that in LTE. Accordingly, the subcarri-
er spacing of 480 kHz is small enough to
stay within the coherent bandwidth of most
situations in EMB. 

• Third, by assuming that the moving speed of
mobile users is no more than 120 km/h, the
resultant Doppler shift, fd, is at most 120 km/h
× 86 GHz/(3 × 108m/s)  10 kHz. This value
is much less than 480 kHz and thus can
keep intercarrier interference due to
Doppler sufficiently low. 
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Figure 3. E-band channelization in: a) the United States and Canada; 
b) the United Kingdom and Australia; c) Europe.
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• Fourth, with a reasonable clock accuracy of
10 ppm, the corresponding clock drift at
E-band is at most 10 ppm × 86 GHz = 860 kHz,
which should be less than two times the
subcarrier spacing to enable simple system
synchronization and acquisition. 

• Finally, the 480 kHz subcarrier bandwidth
indicates an FFT/IFFT size of 512 points
for the overall 250 MHz bandwidth of each
channel, which is small enough in complexi-
ty because this size takes about 20 percent
of the RX digital baseband complexity. 
Furthermore, since the channel coherent time

is Tc = 1/fd  0.1 ms determined by the above
calculated Doppler shift, we divide each sub-
frame into 32 slots such that each slot has a
duration of 31.25 ms, which is less than the chan-
nel coherent time. The number of OFDM sym-
bols in each slot is set to 14 with the
corresponding cyclic prefix (CP) lengths being
about 0.179 ms (44 samples) for the first OFDM
symbol and 0.146 ms (36 samples) for the remain-
ing 13 OFDM symbols. Such a design leads to a
CP overhead of about 6.7 percent and provides
sufficient margin to cope with the maximum
delay spread and synchronization error.

CONCLUSIONS
In this article we have introduced the back-
ground and propagation characteristics of E-band
transmissions. In particular, the potential of
exploring the E-band spectrum for mobile broad-
band communications in the coming few decades
is discussed. E-band transmissions rely heavily
on directional beamforming with very narrow
beam widths, allowing effective suppression of
interference among adjacent E-band mobile
broadband BSs and significant overlap of their
coverage areas. Also, because of directional
beamforming, a key challenge in the E-band
mobile broadband network is to guarantee good
coverage of the overall network, especially when
some mobile users do not have LoS links to the
surrounding BSs. Several techniques have been
discussed that can potentially solve the coverage
problem and provide good link qualities regard-
less of the locations of the mobile users in the
network area. A hybrid EMB and 4G system
may provide a good trade-off between the cover-
age and data rate. 
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INTRODUCTION

In recent years, mobile data traffic has been dra-
matically increased and is expected to continue
its growth. To cope with the growing demand on
mobile traffic, a radio access technology needs
to be enhanced by improving spectral efficiency,
increasing frequency bandwidth, or increasing
cell density. However, the spectral efficiency of
point-to-point communication is close to the the-
oretical limit. Cell densification has difficulty
handling a large amount of intercell interference
since cells may be deployed in an unplanned
manner, and the signaling for interference man-
agement is limited by non-ideal backhaul links of
networks. Taking the aforementioned challenges
into account, a straightforward way to deal with
the traffic demand is to increase bandwidth for
communications. In this sense, the millimeter-

wave (mmWave) band is recently being consid-
ered as one of promising bands for cellular net-
works [1] since abundant contiguous frequency
resources are available, while the frequency
bands under 5 GHz are very fragmented and
crowded.

Among the differences of propagation char-
acteristics between legacy cellular bands under 5
GHz and mmWave bands (e.g., 28, 38, 60, and
70 GHz), the most notable one is the path loss
difference. When isotropic antennas are consid-
ered at the transmitter and receiver sides, the
path loss in free space increases by the frequen-
cy squared. Moreover, the penetration loss at
mmWave bands is larger than that at legacy cel-
lular bands. On the other hand, a large number
of antenna elements can be packed into a small
form factor in mmWave bands due to the much
smaller wavelength than legacy cellular bands.
Hence, the severe path loss of the mmWave
bands can effectively be alleviated because a
high beamforming gain is obtained using a large
number of antenna elements. Moreover, a mas-
sive multiple-input multiple-output (MIMO) sys-
tem [2], where hundreds of antennas are
implemented at a base station (BS), becomes
more feasible and can be useful for transmitting
signals over a long distance in the outdoor envi-
ronment. In [3], a beamforming algorithm for
mmWave cellular communications is presented.
The results of extensive propagation measure-
ment campaigns in indoor and outdoor environ-
ments are shown in [4, 5]. By virtue of the
beamforming technique and the propagation
measurement results, the mmWave cellular net-
work is being considered as a candidate technol-
ogy for fifth generation (5G) mobile broadband.

To fully exploit the beamforming gain, the
beam direction should be well aligned with the
direction of the propagation path. The conven-
tional way to find the best beam direction is to
utilize the reference signal for beam quality esti-
mation and exchange the information about the
best beam direction between a BS and a mobile
station (MS), as in IEEE 802.11ad protocol. This
method will work well when the MS has a con-
nection with its serving BS; that is, control sig-
nals conveying the beam index can be
transmitted through an established radio link.

ABSTRACT

The mmWave band has been utilized for
indoor applications in IEEE 802.11ad and for
point-to-point wireless backhaul solutions. Very
recently, mmWave communications has come
into the spotlight as an enabling technology for
5G cellular networks by virtue of development of
mmWave beamforming technology and channel
measurement campaigns in outdoor environ-
ments driven by academia and industry. A high
path loss in the mmWave band can be alleviated
by adaptive beamforming using antenna arrays;
aligning transmit and receive beams in direction
can result in high beamforming gains. When we
consider the cellular network in the mmWave
band, random access, which is primarily used for
initial access and handover, is the very first issue
in system design. Since random access cannot
fully benefit from beamforming due to the lack
of information on the best transmit-receive
beam pair, the design of the random access
channel, RACH, becomes more challenging,
especially in non-line-of-sight channels. In this
article, we analyze fundamental issues of RACH
in mmWave cellular communications and pre-
sent possible approaches to address these issues.
Furthermore, research challenges and future
directions are discussed.
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However, there are circumstances when commu-
nication using the best beam pair may not be
feasible. More specifically, when the MS access-
es the network initially using a random access
channel (RACH), the best beam pair cannot be
known a priori. Hence, it is difficult to set the
beam directions at both the MS and BS for
RACH preamble transmission and reception,
respectively. Since the RACH is also used for
important procedures such as handover in cellu-
lar networks, the RACH design is a critical issue
that needs to be resolved first.

In this article, the random access procedure
in traditional cellular networks is reviewed, and
the important issues in designing RACH for
mmWave cellular networks are analyzed. To
address those issues, possible approaches are
presented, and research challenges are dis-
cussed. The random access issue in mmWave
beamforming cellular systems, to the best of our
knowledge, has not been thoroughly investigated
in the literature yet.

RANDOM ACCESS IN
TRADITIONAL CELLULAR NETWORKS

In this section, we review random access in tradi-
tional cellular networks to better understand the
related issues of random access in mmWave cel-
lular networks. In a cellular network, an MS
needs to establish a radio link with a BS for data
transmission and reception. To establish the
radio link, the MS first acquires synchronization
in downlink and then accesses the network using
the RACH, as in Long Term Evolution (LTE)
standard [6]. The RACH can be used for various
purposes: initial access, handover, maintaining
uplink synchronization, and scheduling request.
Among these various purposes, we focus on ini-
tial access and handover. In general, the random
access procedure consists of four steps, as illus-
trated in Fig. 1. In the first step, the MS ran-
domly selects one among a set of preamble
signatures. The selected preamble is transmitted
from the MS to the BS using the time-frequency
resources indicated in the system information
broadcast by the BS. In the second step, if the
BS successfully detects the random access
preamble, the BS transmits the random access
response (RAR), which includes the index of the
detected preamble sequence, the uplink timing
information, and the indication of the resource
allocation for the next step. In the third step, the
random access message, including the identity of
the MS, is transmitted from the MS to the BS.
Finally, the identity of the MS is transmitted
from the BS to the MS, confirming that the ran-
dom access procedure is successfully completed
for the MS. In the remainder of this article, we
focus on the first step in which the preamble is
transmitted from the MS and detected at the BS.

MMWAVE BEAMFORMING
CELLULAR NETWORKS

In an mmWave cellular network, highly direc-
tional beamforming is used at both the BS and
MS, unlike the traditional cellular network. By

virtue of very small wavelengths ranging from 1
to 10 mm in the mmWave bands, a large number
of antenna elements can be packed into a small
device. However, due to the high cost and com-
plexity of hardware implementation, it is feasible
to have only one or a few digital chains, each
connected to a set of antenna elements that
forms an analog beam. The transmitter selects a
transmit beam pattern, which determines the
phase shifter weights to steer the beam in a cer-
tain direction. Similarly, the receiver selects a
receive beam pattern to receive the signals in a
certain direction. To obtain a high beamforming
gain, transmit and receive beam directions should
be well aligned with each other. When the MS is
in the connected state, the index of the best
transmit beam of the BS is fed back from the MS
to the BS periodically using the uplink control
channels, and the best transmit beam of the MS
can be reported through the downlink control
channels so that the data can be transmitted
using the best beam pair in downlink and uplink.

The candidate frequency bands appropriate
for 5G mmWave communications would be
around 30 and 60 GHz. Since the free-space
path loss and oxygen absorption at the 60 GHz
band is larger than at the 30 GHz band, the sig-
nal attenuation at 60 GHz is larger than at 30
GHz. Hence, 60 GHz may be more appropriate
for mmWave indoor communications in which
line of sight (LOS) or short distance transmis-
sion are dominant, while 30 GHz may be more
suitable for mmWave outdoor communications
in which non-LOS (NLOS) or relatively long dis-
tance transmission should be supported.

RANDOM ACCESS IN MMWAVE
CELLULAR NETWORKS: 

OMNIDIRECTIONAL ANTENNA VS.
DIRECTIONAL ANTENNA

There are some cases in which the best direction
cannot be previously known at either the BS or
the MS. Those cases are as follows:
• When the MS tries to access the network

initially
• When the MS recovers from a radio link

failure (RLF)
• When the MS performs a handover proce-

dure

Figure 1. The random access procedure in legacy cellular networks.
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In these cases, the random access procedure is
commonly performed between the MS and the
BS. Since the best beam pair is not known, the
MS has no choice but to transmit the RACH
preambles in multiple directions; thus, only a
few of those transmissions can achieve a high
beamforming gain when the transmit and receive
beams are almost aligned. With this in mind,
one might ask whether beamforming is still use-
ful although transmit and receive beams are not
well aligned yet. In this section, we try to answer
that question in part by comparing RACH per-
formance between two cases with and without
beamforming, and analyzing the reasons for per-
formance difference.

An exemplary frame structure for the random
access preamble transmission (i.e., the first step)
is shown in Fig. 2. We simply extend the legacy
RACH frame for a single preamble to the case
of multiple preambles. The RACH frame con-
sists of consecutive Nslot RACH slots. Each
RACH slot consists of the RACH cyclic prefix
(RCP), the preamble sequence, and the guard
time (GT) [6]. For example, if there are Nslot =
MBS × MMS RACH slots in a RACH frame
where MBS is the number of receive beams at
the BS and MMS is the number of transmit beams
at the MS, the following procedure can be per-
formed. When the first transmit beam of the MS
is used for MBS preamble transmissions, the BS
can receive the signals using MBS different
receive beams. This is repeated MMS times by
changing the transmit beam of the MS. Using all
the received signals, preamble sequence detec-
tion is performed at the BS.

EVALUATION METHODOLOGY
There are two important performance metrics
that are commonly used to evaluate the perfor-
mance of RACH: the false alarm probability
and the miss detection probability. The false
alarm probability is the probability that a
preamble sequence is detected when the pream-
ble signatures are not transmitted from the MS
during the corresponding RACH frame in Fig.
2. The miss detection probability is the proba-
bility that a preamble sequence is not detected
when the preamble signature is transmitted in
each RACH slot in the corresponding RACH
frame. We evaluate the performance of RACH
in terms of the miss detection probability when
the false alarm probability is set to 0.1 percent.
To analyze the effects of beam steering at the
transmitter and the receiver, the IMT-Advanced
channel model, which is a geometry-based
stochastic model, is adopted [7]. The NLOS
channel condition is assumed in the urban
microcellular (UMi) environment. The mobile
velocity is set to 3 km/h. The cell is divided into

three sectors, and a BS covers one sector. Uni-
form linear arrays are used at both the trans-
mitter and the receiver. There is a single MS
that transmits the preambles during one RACH
frame. The power delay profiles (PDPs) for
multiple received signals are summed. The sig-
nature is then detected by searching the peak in
the summed PDP and comparing with the pre-
determined threshold.

COMPARISON OF RACH PERFORMANCE
A single digital chain is used at the BS and MS,
respectively. The miss detection probability is
plotted vs. signal-to-noise ratio (SNR) with dif-
ferent numbers of antenna elements and differ-
ent numbers of beams. The number of RACH
slots in a RACH frame is Nslot = 16. Within the
RACH frame, the whole transmit-receive beam
sweeping is repeated Nslot/(MMSMBS) times for
fair comparison; that is, the total random access
duration is the same for each case. In Fig. 3, it is
seen that increasing the number of antenna ele-
ments at either the transmitter or receiver pro-
vides a large performance gain compared to the
case of an omnidirectional antenna (i.e., NMS =
NBS = 1). We can conclude that a performance
gain of the directional antenna over the omnidi-
rectional antenna can still be achieved even if a
preamble is not always transmitted and received
with the best beam pair.

ARRAY AND DIVERSITY GAINS WITH
BEAMFORMING IN MULTIPLE DIRECTIONS

The performance gains of beamforming in multi-
ple directions compared to the omnidirectional
antenna are twofold: the array gain and the
diversity gain. In this subsection, it is assumed
that the number of antenna elements at the BS
is equal to one (i.e., NBS = 1) without loss of
generality. In the case of independent fading
channels of antenna elements, there is no array
gain of multiple transmit antenna elements over
a single transmit antenna element (i.e., NMS =
1). On the other hand, if the fading is fully cor-
related (i.e., the correlation matrix of the chan-
nel is the rank-one matrix), the average received
SNR will ideally be NMS times larger than the
independent fading case. Since the antenna ele-
ments will be closely spaced in mmWave com-
munications, there will be some array gain for
partially correlated channels. In addition, the
multiple preambles are transmitted in different
directions during a RACH frame, thereby pro-
viding multiple signal branches at the receiver.
Thus, the diversity gain can be achieved. There-
fore, one can still obtain both the array gain and
diversity gain from beamforming even if the
preamble transmissions are performed in multi-

Figure 2. The frame structure for random access in mmWave beamforming cellular networks.
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ple directions. Similarly, in [8], it was observed
that the array and diversity gains can be obtained
when the MS receives the signals from multiple
BSs using beamforming in a cellular network,
although the article is not specifically related to
random access.

CRITICAL ISSUES IN
RANDOM ACCESS IN

MMWAVE CELLULAR NETWORKS

As shown in the previous section, it is better to
use the beamforming technique for random
access preamble transmissions using directional
antennas. Based on this observation, a random
access procedure in mmWave cellular networks
is illustrated in Fig. 4. In the first step, pream-
bles are transmitted repeatedly in multiple direc-
tions at the MS and received in multiple
directions at the BS. The information about the
best transmit beam index at the BS should also
be conveyed in this step so that the best transmit
beam can be used at the BS in the next step.
The RAR is transmitted from the BS using the
best transmit beam and received at the MS using
the best receive beam in the second step. Simi-
larly, the third and fourth steps are performed
using the best transmit-receive beam pair.

This naïve approach for preamble transmis-
sion in the first step may cause a problem. A
high beamforming gain can be achieved only
for a few of all transmit and receive beam pairs.
Most preamble transmissions cannot obtain a
high beamforming gain due to the misalignment
of transmit and receive beam directions. There-
fore, the preamble duration for RACH should
be much longer than that of other uplink con-
trol and data channels that use the best beam
pair in order to achieve target coverage (e.g., a
cell radius of a few hundred meters). Consider-
ing that the path loss difference between legacy
bands under 5 GHz and mmWave bands around
30 GHz may be more than 20 dB in a UMi envi-
ronment assuming path loss models in [7], the
total duration of a RACH frame is expected to
be a few tens of milliseconds, which is much
longer than 1 ms in LTE. Hence, it will have a
great impact on the initial access, RLF recov-
ery, handover, uplink-downlink configuration,
and beam scheduling. In the following, we dis-
cuss each issue in more detail. It is worth not-
ing that the access method may not be a
problem in IEEE 802.11ad because the service
range of the protocol is very short, a few tens
of meters at most.

IMPACTS OF LONG DURATION OF THE
RANDOM ACCESS PREAMBLE

We identify the important issues in the mmWave
cellular network by scrutinizing the impacts of
four different aspects.

Initial Access and RLF Recovery — For initial
access (i.e., moving from idle mode to connected
mode), the random access procedure is per-
formed. In order to reduce power consumption,
an MS should spend as much time as possible in

the idle state. This means that the transition
time from idle state to connected state should be
short. Due to the long duration of random
access, however, it is not easy to design an effi-
cient procedure related to state transition. In
addition to the initial access, when the RLF
occurs, the MS re-establishes the connection
using random access. As the random access
duration is long, the service interruption time
may also be long, and thus the user experience
may be heavily affected.

Handover — There will be a large number of
small cells in mmWave cellular networks. As an
MS moves across cells, the handover for the
MS may occur frequently. Thus, handover time
should be very short for guaranteeing the quali-
ty of experience (QoE) of MSs in the network.
However, because the time required for hand -
over completion may be long due to the ran-
dom access procedure, the QoE of users may
be severely degraded, especially for real-time
services such as voice over IP (VoIP). Although
a non-contention-based random access proce-
dure can be performed in handover (i.e., a ran-
dom access preamble signature is assigned by
the BS), the fact that the MS should transmit
the multiple preambles in multiple directions is
the same as the case of the contention-based
random access procedure in mmWave cellular
networks.

Uplink-Downlink Configuration — In
mmWave systems, time-division duplex (TDD)
may be more appropriate than frequency-divi-
sion duplex (FDD) since radio resource efficien-
cy and spectrum flexibility are important in such
a wideband system. Due to the long RACH
frame, however, many uplink time slots are

Figure 3. The miss detection probability vs. SNR where Nslot = 16. The
symbol (NMS,NBS,MMS,MBS) denotes an antenna and beam configuration
where NMS and NBS are the numbers of antenna elements at the MS and
BS, respectively; and MMS and MBS are the numbers of beams at the MS
and BS, respectively.
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needed. Hence, it is not flexible to configure the
uplink-downlink ratio in the TDD system accord-
ing to the uplink-downlink traffic ratio.

Beam Scheduling — The number of receive
beams that can be simultaneously used in a
time slot is limited by the number of receive
digital chains at the BS. If the number of
receive digital chains is small,  the beam
scheduling flexibility for data will be low. For
example, when there is only one receive digital
chain at the BS, it has no choice but to sched-
ule an MS in a time slot where the best receive
beam at the BS for the MS is the same as that
used for receiving the RACH preamble in the
time slot. Moreover, the problem becomes
more serious when the uplink data signals for
different MSs are multiplexed in the frequency
domain rather in the time domain.

POSSIBLE APPROACHES TO
ADDRESS THE ISSUES

As mentioned earlier, the main problem of ran-
dom access is that the total duration of the
RACH should be very long since multiple
preambles should be transmitted for all transmit
and receive beam pairs. To overcome this chal-
lenge, we present candidate solutions in the fol-
lowing subsections. One might think that RACH
performance would be improved if the preamble
bandwidth gets wider. However, we would like
to note that RACH performance does not
depend much on the preamble bandwidth basi-
cally given a preamble duration [6].

ENHANCED PREAMBLE
DETECTION PERFORMANCE

If we improve the performance of preamble
detection, the RACH duration can be reduced
for a given cell coverage. The performance
depends on the preamble sequence design and
the preamble detection algorithm at the receiver.
It may not be easy to improve the performance
by designing a new preamble sequence since the
Zadoff-Chu (ZC) sequence [9] used in LTE
already has desired properties such as ideal cyclic
autocorrelation and minimum cross-correlation.
However, one can improve the performance by
enhancing the detection algorithm. For example,
the conventional detection algorithm is based on
the assumption that the channel response is near-
ly flat over RACH subcarriers. In practice, how-
ever, it is more likely that the MS experiences
frequency-selective fading channels. From this
point of view, an enhanced detection algorithm
was proposed in [10] by taking into account the
frequency selectivity of the channel. In mmWave
systems, multiple signals are received at the BS;
thus, the performance will depend on how those
signals are combined. Therefore, a novel combin-
ing algorithm needs to be developed to improve
RACH performance.

MULTIPLE DIGITAL CHAINS AT THE BS
One possible way to improve RACH perfor-
mance (i.e., reduce the required SNR) is to use
multiple digital chains at the BS. For example,
by steering multiple receive beams in the same
direction simultaneously, the received signals can
be non-coherently accumulated, resulting in per-
formance gain. In Fig. 5, we compare the perfor-
mance when the number of receive digital chains
at the BS is 1, 2, or 4 while the MS still has a
single digital chain. It is seen that about 3 dB
gain is obtained in terms of the required SNR
satisfying the 1 percent miss detection probabili-
ty when the number of digital chains is doubled.
Since the performance will depend on how the
multiple beams are steered, it is an interesting
issue to determine the directions of multiple
receive beams for the RACH.

EXPLOITING BEAM RECIPROCITY
If the mmWave system operates in TDD mode,
one can exploit the channel reciprocity for the
random access procedure. If the channel
reciprocity holds, the random access procedure
can be designed so that the MS transmits a
preamble in the best direction only and obtains a
high beamforming gain. However, the channel
reciprocity may not hold due to different charac-
teristics of the RF circuitry of the transmitter
and receiver. Fortunately, for the purpose of a
RACH, it will suffice to have beam reciprocity;
that is, the best transmit-receive beam pair in
downlink is the same as the best receive-transmit
beam pair in uplink. Therefore, it is important to
calibrate RF circuits for ensuring beam reciproc-
ity, especially in NLOS environments.

CELL DEPLOYMENTS
Since the path loss of an LOS channel is much
smaller than that of an NLOS channel, one
approach to solve the earlier problems is to

Figure 4. The random access procedure in mmWave beamforming cellular
networks.
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carefully deploy BSs in locations where an LOS
link between BS and MS can easily be formed.
In order to cover a large area with this con-
straint, however, a large number of BSs will be
needed. Therefore, the cell planning method
becomes more important in mmWave cellular
networks.

CONCLUSIONS
An overview of random access in mmWave
beamforming cellular networks is presented. We
have analyzed the important issues in the design
of a random access channel with respect to ini-
tial access, handover, uplink-downlink configura-
tion, and scheduling. Through numerical
simulations, it is shown that the performance
gain from beamforming in multiple directions
without knowledge of the best beam pair can
still be achieved. As having a large number of
antenna elements is not a fundamental solution,
we present another approaches and discuss the
research challenges. The research on random
access for the mmWave cellular network is still
at an early stage. We expect that more research
on random access will be conducted for success-
ful development of the mmWave cellular net-
work for 5G mobile broadband.

REFERENCES
[1] Z. Pi and F. Khan, “An Introduction to Millimeter-Wave

Mobile Broadband Systems,” IEEE Commun. Mag., vol.
49, no. 6, June 2011, pp. 101–07.

[2] E. G. Larsson et al., “Massive MIMO for Next Genera-
tion Wireless Systems,” IEEE Commun. Mag., vol. 52,
no. 2, Feb. 2014, pp. 186–95.

[3] W. Roh et al., “Millimeter-Wave Beamforming as an
Enabling Technology for 5G Cellular Communications:
Theoretical Feasibility and Prototype Results,” IEEE
Commun. Mag., vol. 52, no. 2, Feb. 2014, pp. 106–13.

[4] T. S. Rappaport et al., “Millimeter Wave Mobile Com-
munications for 5G Cellular: It Will Work!,” IEEE Access,
vol. 1, May 2013, pp. 335–49.

[5] T. S. Rappaport et al., “Broadband Millimeter-Wave
Propagation Measurements and Models Using Adap-
tive-Beam Antennas for Outdoor Urban Cellular Com-
munications,” IEEE Trans. Antennas Propag., vol. 61,
no. 4, Apr. 2013, pp. 1850–59.

[6] S. Sesia, I. Toufik, and M. Baker, LTE – The UMTS Long
Term Evolution: From Theory to Practice, 2nd ed.,
Wiley, 2011. 

[7] ITU-R M.2135-1, “Guidelines for Evaluation of Radio
Interface Technologies for IMT-Advanced,” 2009.

[8] B. Friedlander and S. Scherzer, “Beamforming versus
Transmit Diversity in the Downlink of a Cellular Com-
munications System,” IEEE Trans. Vehic. Tech., vol. 53,
no. 4, July 2004, pp. 1023–34.

[9] D. C. Chu, “Polyphase Codes with Good Periodic Corre-
lation Properties,” IEEE Trans. Info. Theory, vol. 18, no.
4, July 1972, pp. 531–32.

[10] L. Sanguinetti, M. Morelli, and L. Marchetti, “A Ran-
dom Access Algorithm for LTE Systems,” Trans. Emerg-
ing Tel. Tech., vol. 24, no. 1, Jan. 2013, pp. 49–58.

BIOGRAPHIES
CHEOL JEONG (cheol.jeong@ieee.org) received his B.S.
degree in electrical and electronics engineering from Yonsei
University, Seoul, Korea, in 2003, and his Ph.D. degree in
electrical engineering from Korea Advanced Institute of Sci-
ence and Technology (KAIST), Daejeon, in 2010. From
August 2010 to July 2011, he was with the Department of
Electrical and Computer Engineering, Queen’s University,
Kingston, Canada, as a postdoctoral fellow. In September
2011, he joined the Samsung Electronics, where he is cur-
rently a senior engineer. His research interests include
MIMO relay communications, physical layer security, and
millimeter-wave communications.

JEONGHO PARK (jeongho.jh.park@samsung.com) received his
Ph.D. degree in electronic engineering from Yonsei Univer-
sity. Since he joined Samsung Electronics in 2005, he has
mainly been engaged in development of wireless commu-
nications and standardization including IMT-Advanced sys-
tems. Currently, he is the director of the Communications
Research Team at the Samsung Electronics DMC R&D Cen-
ter, and his research interest includes beyond-4G and 5G
technologies.

HYUNKYU YU received his B.S., M.S., and Ph.D. degrees in
electrical and electronic engineering from Yonsei University
in 2000, 2002, and 2006, respectively. Since 2006 he has
been a senior research engineer at Samsung Electronics.
His primary interests are focused on next generation wire-
less communication systems.

Figure 5. The miss detection probability vs. SNR where Nslot = 16. The
number of digital chains is 1, 2, or 4.
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INTRODUCTION

Studies on the fifth generation (5G) wireless
communication system are gaining more momen-
tum worldwide in an attempt to provide solu-
tions for the exponential increase of mobile data
traffic by 2020. Although 5G is in its embryonic
stage, some trends have appeared in how to
design 5G networks, such as to make it green
and soft, as proposed by China Mobile [1]. Mul-
tiple research topics have been identified as 5G

candidates, including large-scale antenna systems
(LSAS), non-orthogonal multiplex access, full
duplex, spectrum sharing, high-frequency bands
(e.g., millimeter-wave, mmWave), high-density
networks, new network architecture, new wave-
form design, and so on. These technologies may
have great potential in system performance
improvement in 5G. 

The fundamental premise of LSAS [2] is that
the number of base station antennas is much
larger than the number of single antenna termi-
nals. Theoretically, LSAS with full digital beam-
forming (BF) can yield the optimal performance,
significantly increasing the system energy effi-
ciency (EE) and spectrum efficiency (SE) via
multiuser BF [3]. However, implementing LSAS
in lower frequency bands is difficult since the
much larger physical footprints of LSAS base
stations will not only bring significant tower con-
struction challenges, but also lead to increasing
concerns about possible health effects. Higher
frequency bands like mmWave [4] are appealing
for LSAS, since the physical array size of LSAS
can be greatly reduced due to the decrease in
wavelength. Another differentiating feature that
makes mmWave especially attractive in 5G is
that large chunks of underutilized spectrum are
available, which can be potentially utilized to
provide significant system capacity improve-
ments. Recently, mmWave outdoor channel
measurement results [5], advances in hardware
design [6], a successful outdoor trial [7], and the
availability of abundant spectrum in mmWave
have encouraged the wireless industry to consid-
er mmWave for cellular systems [8]. 

When a large number of antennas are imple-
mented to achieve better BF gains, however,
implementing the same number of transceivers
may not be feasible due to excessive demand on
real-time signal processing for high BF gains
[11], high power consumption, and high cost
(especially the high cost and power consumption
of mixed-signal devices in mmWave systems). A
BF structure with a much lower number of digi-
tal transceivers than the total antenna number
will therefore be more practical and cost effec-
tive to deploy. One interesting approach to
reducing the transceiver number is via analog
BF [6, 7], where each transceiver is connected
with multiple active antennas, and the signal
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With the severe spectrum shortage in conven-
tional cellular bands, large-scale antenna systems
in the mmWave bands can potentially help to
meet the anticipated demands of mobile traffic
in the 5G era. There are many challenging issues,
however, regarding the implementation of digital
beamforming in large-scale antenna systems:
complexity, energy consumption, and cost. In a
practical large-scale antenna deployment, hybrid
analog and digital beamforming structures can
be important alternative choices. In this article,
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(the number of transceivers) by M (the number
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phase on each antenna is controlled via a net-
work of analog phase shifters. Generally, each
transceiver generates one beam toward one user
in analog BF. When the user number simultane-
ously served is much smaller than the antenna
number (this is generally true in an LSAS sys-
tem), the transceiver number can be designed to
be much smaller than the antenna number. How-
ever, there may be severe inter-user interference
when users are not adequately spatially separat-
ed. Digital BF over transceivers can then be uti-
lized to achieve multiple data stream precoding
on top of analog BF [9–12] to further enhance
the performance.

Two hybrid BF structures that have drawn
much attention of researchers are shown in Fig.
1, with N being the transceiver number and NM
being the antenna number. In structure 1 each
transceiver is connected with all antennas, such
that the transmitted signal on each of the N digi-
tal transceivers goes through NM RF paths
(mixer, power amplifier, phase shifter, etc.) and
summed up before being connected with each
antenna element [9, 10], as shown in Fig. 1a.
Analog BF is performed over NM RF paths per
transceiver, and digital BF can then be per-
formed over N transceivers. This structure is a
natural combination of analog BF and digital
BF, and achieves full BF gain for each transceiv-
er. However, the complexity of this structure is
rather high; for example, the total number of RF
paths is N2M.

An N × M hybrid BF structure is shown in
Fig. 1b, where each of the N transceivers is con-
nected to M antennas. Analog BF is performed
over only M RF paths in each transceiver, and
digital BF is performed over N transceivers [8,
11]. This structure is more practical for base sta-
tion antenna deployment in the current cellular
systems, where each transceiver is generally con-
nected to a column of antennas. Compared to
structure 1, the BF gain per transceiver is 1/N the
gain in structure 1, but with much reduced com-
plexity, the total number of RF paths being NM.

Recently, there has been growing interest in
hybrid BF structure design for mmWave com-
munication. For structure 1, a simple precoding
solution was proposed assuming only partial
channel knowledge at the base station and
mobile station in the form of angle of arrival
(AoA) and angle of departure (AoD) knowledge
[9]. The spatial structure of mmWave channels
was further exploited in [10] to formulate the
single-user precoding/combining problem as a
sparse reconstruction problem. AoA estimation
and beamforming algorithms were proposed in
[11] for structure 2. A successful mmWave out-
door trial was carried out in Korea, in which the
hybrid BF of structure 2 was implemented [7].
There are still many challenging issues regarding
hybrid BF structures:
• What is the performance gap compared to

digital BF?
• Does a larger transceiver number N always

lead to better EE, and what is the EE-SE
optimal design?

• How can we design efficient reference sig-
nals (RSs) for better availability of the
channel state information at the transmitter
side?

This article addresses the above important
issues on how LSAS with hybrid BF structure
can potentially be utilized in mmWave systems
with a focus on the N by M hybrid BF structure.
The optimal analog BF and digital BF design are
investigated for a multi-user BF scenario. The
EE-SE relationship of the N × M hybrid BF
structure is analyzed, paving a path to an EE-SE
optimized design. A downlink RS design is dis-
cussed. Beam domain RSs based on hybrid BF
are presented, which outperform RSs based on
analog BF. This article is finally summarized.

HYBRID ANALOG BF AND
DIGITAL BF DESIGN

This section studies the hybrid BF strategies for
the two structures shown in Fig. 1, especially for
the case of a sufficiently large antenna number.
Suppose there are N downlink users, each hav-
ing a single antenna. Denote H as the downlink
channel with the size of N × NM, A as the ana-
log BF matrix with the size of NM × N, D as the
digital BF matrix with the size of N × N, s as the
N user data vector with the size of N × 1, and n
as the noise vector, respectively. The received
signal in the downlink is expressed as y = HADs
+ n.

DESIGN FOR STRUCTURE 1 
As shown in Fig. 1a, the digital signal from each
transceiver can be delivered to any antenna after
analog weighting. The ith column of A is thus
the analog BF vector for all NM antennas on the
ith transceiver, i = 0, …, N – 1. From matrix
theory, it can be derived that the channel capaci-
ty can be achieved when the hybrid BF transmits
signals over the largest N eigenvectors of H. The
power allocation can be carried out following
the water-filling method. A good reference on
joint D and A design can be found in [10].

Figure 1. Hybrid BF structures.
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Note that the upper bound on the channel
capacity with effective channel HA can be
achieved when HA has N equal singular values
[2]. When M is large enough, HA turns out to be
a diagonal matrix with equal diagonal elements
if we take A to be exactly the normalized conju-
gate transpose of H. By doing so, there is negli-
gible inter-user interference, and hence the
upper bound of N-user capacity can be achieved.
Correspondingly, the optimal D is an identity
matrix, indicating that there is actually no need
to implement digital BF across the transceivers.
Although the optimal N user channel capacity
can be achieved under this structure, the analog
weighting should be done N2M times in total,
which brings high implementation complexity. 

DESIGN FOR STRUCTURE 2 
For the N × M hybrid BF structure in Fig. 1b,
the digital signal from each transceiver can only
be delivered to M antennas. Therefore, analog
BF matrix A has a different structure from that
in structure 1, A = diag[A0, …, AN–1], where Ai, i
= 0, …, N – 1 is the M × 1 analog precoder on
the ith transceiver. Suppose H and A are known;
the digital BF matrix D can then be designed
with traditional multiple-input multiple-output
(MIMO) theories (e.g., to maximize the sum
rate). To the best of the authors’ knowledge, the
joint optimal design of D and A is still an open
issue. 

When M is large enough, by partitioning the
ith row of H (denoted by hi) into N consecutive
parts with equal number of elements, and design-
ing Ai to be exactly the normalized conjugate
transpose of the ith part of hi, again HA becomes
exactly a diagonal matrix with equal diagonal
elements. The capacity upper bound can then be
achieved. Correspondingly, the optimal D is also
the identity matrix. Note that the diagonal ele-
ments of HA are actually the BF gains, which is
N times higher in structure 1 than that in struc-
ture 2. This leads to roughly Nlog2N b/s/Hz
capacity loss in structure 2. 

EE-SE ANALYSIS OF THE
N × M BF STRUCTURE

From earlier, when the user number equals the
transceiver number, structure 1 can achieve the
same channel capacity as that achieved by the
traditional digital BF structure ; whereas the
capacity achieved by structure 2 is lower than
that achieved in structure 1. For both structures,
the required number of transceivers is much
smaller than that in the digital BF structure.
This section continues to investigate the optimal
transceiver number N in terms of EE-SE co-
design [1]. The analysis is focused on structure 2
(i.e., the N × M BF structure) since its complexi-
ty is much lower than that of structure 1, and the
capacity loss is not significant with a practical N.

EE-SE RELATIONSHIP
Consider the N × M BF structure: perfect ana-
log BF is assumed within M antennas per
transceiver for one user (in total there are N
users). There is zero inter-user interference with
the assumption of a large enough M or via proper

user scheduling even when M is not so large. For
example, the beamwidth of the analog beam gen-
erated by a 50-element linear antenna array with
half wavelength spacing can be as small as 2˚. It
would not be difficult to schedule, say, N = 10
users with negligible inter-user interference in
one cell. The N user sum capacity of this struc-
ture is derived as C = WNlog2(1 + MPhSE/WN0),
where W is the system bandwidth, P is the total
power of M power amplifiers (PAs) per
transceiver, hPA is the PA efficiency, and N0 is
the thermal noise density. Channel gain is
assumed to be 1. The SE of this structure is writ-
ten as hSE = C/W.

An accurate power model is needed to calcu-
late the EE. However, this is not straightfor-
ward, since base stations have different types
(macro, pico, femto) and are generally produced
by different vendors with various implementa-
tion technologies. In this section, the following
simple power model is used — Ptotal = NP +
Pstatic = NP + NP0 + Pcommon + NMPrf_circuit —
where Ptotal is the total power, NP is the RF
power of total N transceivers, Pstatic is the static
power of the base station, including the part of
power NP0 that scales with the number of
transceivers N, Pcommon, which is common for
any transceiver number, and NMPrf_circuit, which
scales with total antenna number NM. The EE-
SE relationship can be written as

(1)

EE-SE RELATIONSHIP AT THE GREEN POINTS
As shown in [13], the EE-SE relationship based
on Shannon’s theory is monotonic, where a high-
er SE will always lead to a lower EE. When the
circuit power is considered, however, there is a
green point on the EE-SE curve where the maxi-
mum EE, h*EE, is achieved. Two cases are dis-
cussed here for the N × M hybrid BF structure,
the case when NM = L (i.e. the total antenna
number is fixed to be L, but N and M are vari-
able), and the case when N and M are indepen-
dent. The analytical goal of the first case is to
find the optimal number of transceivers and,
correspondingly, the optimal number of anten-
nas per transceiver given the total number of
antennas, while the investigation on the second
case is to explore how the independent N and M
should be jointly optimized. 

It can be derived [12] based on Eq. 1 that
there is only one green point on the EE-SE
curve for each case (i.e., there is only one h*SE
that maximizes the EE performance). The rela-
tionship between h*EE and h*SE is further given as
lg(h*EE) = –h*SE lg2/N + lg(MhPA /N0ln2); that is,
lg(h*EE) scales with h*SE linearly with a slope
of –lg2/N. Similar to the EE-SE relationship with
classic Shannon theory, a higher h*SE will always
lead to a lower h*EE. Interestingly, the relation-
ship between h*EE and h*SE is independent of P0,
Pcommon, Prf_circuit, and W, although, as can be
seen from Eq. 1, h*SE and h*EE are determined
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based on all the other parameters. The EE-SE
relationship was also investigated in [14] for
MIMO systems, which also showed a similar
trend. 

Assume W = 2 × 107 Hz, N0 = 10–17 dBm/Hz,
and a channel gain of –100 dB. The EE-SE rela-
tionship is depicted for two scenarios, the sce-
nario with N = 4 and M = 100, and the scenario
with N = 8 and M = 50. For each scenario, four
(Prf_circuit, Pcommon, P0) combinations are simulat-
ed, including (1 W, 50 W, 1 W), (5 W, 100 W, 5
W), (5 W, 100 W, 2 W), and (1 W, 50 W, 3 W).
EE (bits per Joule) is depicted in log-scale, and
SE (bits per second per Hertz) is depicted in lin-
ear scale. As shown in Fig. 2, the EE-SE curve is
different with different (Prf_circuit, Pcommon, P0)
combinations. On each curve, there is only one
green point. Also, the green points are actually
in a straight line for both scenarios, with a large
slope in the first scenario. This indicates that in
the EE optimal design, a smaller transceiver
number N brings more EE performance
improvement with a given SE reduction.

With the above analysis, therefore, it is
expected that the system operates at the green
point. Also, it is important that h*SE satisfies the
system SE requirement. Besides, h*EE should be
high enough. These require careful design of the
following parameters: P0, Pcommon, Prf_circuit, W,
hPA, N, and M. For example, when other param-
eters are given, N can be designed to maximize
h*EE. The optimal N in terms of EE-SE co-design
is discussed in the following.

HOW DOES N AFFECT EE-SE?
When the required SE is predetermined, it is
desirable that the transceiver number N is opti-
mized, yielding the highest EE performance with

the minimum transceiver number. Based on Eq.
1, it is found that in the cases NM = L and inde-
pendent N and M, for any given SE, there is only
one optimal N to yield the best EE. A detailed
proof can be found in [12]. The practical mean-
ing of the existence of the optimal N is that with
a given SE, a system designer does not need to
implement too many transceivers to achieve the
best EE performance. 

Assume Prf_circuit = 1 W, Pcommon = 50 W, P0
= 1 W, hPA = 0.375, W = 2 × 107 Hz, N0 =
10–17 dBm/Hz, and a channel gain of –100 dB.
Considering the NM = 500 case, the impact of N
(from 1 to 10) on EE performance is shown in
subplot 1 of Fig. 3, where five SE values are sim-
ulated. Note that since N and M are integers,
there are only five valid (N, M) combinations for
NM = 500, that is, (1,500), (2,250), (4,125),
(5,100), and (10,50). It can be observed that on
each curve there is one optimal N that yields the
highest EE. For example, when SE is 20 b/s/Hz,
the optimal N is 4. When SE is 8 b/s/Hz, the
optimal N is just 1. The case when N is larger
than 10 is not shown in the figure, since it may
be difficult to schedule users with negligible
inter-user interference when M is very small.

When N and M are independent, the impact
of N on EE performance is shown in subplot 2
in Fig. 3, where M = 50, and other parameters
are the same as those in subplot 1. Similar to the
fixed NM case, on each curve there is one opti-
mal N. For example, when SE is 40 b/s/Hz, the
optimal N is 6. Different from the fixed NM
case, the EE performance is very sensitive to N,
because the total antenna number scales with N. 

In a practical system operation, the SE
requirement may vary according to the traffic
load and service types. For example, as shown in

Figure 2. EE-SE relationship at the green points.
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subplot 2 in Fig. 3, with the maximum 40 b/s/Hz
SE requirement, the optimum N should be
designed to be 6. But when the SE requirement
is reduced to 8 b/s/Hz, the optimal N should be
1. Therefore, it is important that for the possible
SE range, the system can be designed with the
largest optimal N, and selects the best N accord-
ing to the SE requirement via transceiver on/off.
This can help to further enhance the EE perfor-
mance according to the system traffic load.

RELATIONSHIP BETWEEN THE
GREEN POINT EE AND N

Given the transceiver number N, there is only
one green point on EE-SE curve. We have
shown that for any SE, there is one optimal N.
But it is still unclear whether h*EE(N) at the
green point is the highest EE performance of all
N. Based on Eq. 1, it can be derived that when
N and M are independent, a larger N always
results in a higher h*EE. When NM = L, howev-
er, the impact of N on h*EE(N) is determined
based on the parameters in Eq. 1 [12]. 

One example is shown to illustrate how N
impacts h*EE(N). Assume Prf_circuit = 1 W, Pcom-
mon = 50 W, P0 = 1 W, hPA = 0.375, W = 2 ×
108 Hz, N0 = 10–17 dBm/Hz, and a channel gain
of –100 dB. Note that a much larger bandwidth
is considered here for a smaller optimal N in the
simulation. The EE-SE curves with different N
are shown in subplot 1 of Fig. 4 for NM = 800,
with N being 1, 2, 4, 5, 8, 10, and 16. It can be
found that as N increases from 1 to 8, h*EE(N)
increases, but when N increases from 8 to 16,
h*EE(N) decreases. The optimal transceiver num-

ber is therefore 8. Transceiver numbers larger
than 16 are not shown in this figure. For the
independent N and M case, the impact of N
(from 1 to 10) on h*EE(N) is shown in subplot 2,
with M = 50. As N increases, the green point
EE also increases monotonically. The intuition is
that given one required SE value, we need to
optimize the system parameters such that the
EE achieved via the optimal transceiver number
N is exactly at the green point of its EE-SE
curve.

REFERENCE SIGNAL DESIGN
Based on the earlier analysis, hybrid BF struc-
tures can achieve optimal channel capacity with
a much smaller number of transceivers N opti-
mized in terms of joint EE-SE co-design. This
section discusses possible reference signal design,
which determines to what extent the LSAS with
hybrid BF structure helps to enhance system
performance.

Generally, there are two methods to obtain
downlink CSI: via uplink sounding in a time-divi-
sion duplex (TDD) system or downlink RSs. The
first method is not trivial in LSAS, because the
downlink/uplink channel reciprocity calibration
using traditional methods at a base station may
not function well due to high complexity of the
calibration circuits. In addition, the N × M struc-
ture makes it difficult to accurately measure the
CSI per antenna. The second method has issues
as well, since the antennas connected to each
transceiver are actually one logical antenna, and
how the reference signals should be transmitted
is still not well understood. Therefore, one prac-

Figure 3. N vs. EE with different SE values.
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tical assumption on channel information avail-
ability in LSAS with hybrid BF structure is that
partial channel information like AoA and AoD
are known, as used in [9]. Two beam domain
downlink RS designs for the AoD estimation,
RSs with analog BF and RSs with hybrid BF, are
discussed below.

BEAM DOMAIN RSS WITH ANALOG BF 
Since per antenna channel state information
(CSI) is difficult to measure accurately, beam
domain RS is more practical for this N × M BF
structure, especially in line of sight (LOS) envi-
ronments. One straightforward design is that
each transceiver transmits one predefined beam
via analog BF over M antennas, such that there
are N simultaneous beams with different main
beam directions (i.e., AoD in the downlink).
Mobile users then feed back the index of the
received beam with the highest signal power,
and the base station will transmit to each user
with the corresponding beam. The accuracy of
this design depends on the RSs’ coverage and
transceiver number N. With a given transceiver
number N, it is difficult to improve AoD estima-
tion accuracy. In the next subsection, one beam
domain RSs design with hybrid BF is presented.

BEAM DOMAIN RSS WITH HYBRID BF
Consider the N × M structure with a linear
antenna array in an orthogonal frequency-divi-
sion multiplex (OFDM) system. As shown in Fig.
5a, on the kth subcarrier the reference signal sk
first passes through the digital BF, and then,
after the digital-to-analog conversion, passes

through the analog BF. The same analog BF
with a main beam direction f0 is applied to all
transceivers, while the digital BF matrix Dk is
diagonal with the ith (i = 1, …, N – 1) diagonal
element being exp(ja i), where a i is the phase
shift on the ith transceiver. By choosing proper
phase shift on each transceiver, the sum array
factor (AF) of all NM antennas in a direction f
around f0 can be maximized, with the corre-
sponding maximum value being N times that of a
single transceiver analog BF. More details on
hybrid BF design can be found in [15] for both
the linear array and planar array cases. There-
fore, for a given analog BF, the main beam
direction of the hybrid BF is determined by the
digital BF weights. This leads to the following
beam domain RS design based on hybrid BF.

As shown in Fig. 5b, the RSs occupy 2K + 1
consecutive subcarriers, which are assumed to be
well within the channel’s coherent bandwidth. In
the sth OFDM symbol, the main beam direction
of the analog BF is set to be f0,s for all
transceivers. While the main beam direction of
the hybrid analog and digital BF on the kth (k =
0, 1, … 2K) subcarrier is f0,s +(K – k) D, with D
being the beam spacing. The digital BF weight
on the ith transceiver on the kth subcarrier in
the sth OFDM symbol can readily be calculated
accordingly. With the feedback of the subcarrier
index on which the signal power is the largest,
the base station knows the AoD information,
such as the kth subcarrier corresponds to an
AoD of f0,s +(K – k) D. This is because within
the coherent bandwidth the channel response is
the same for all subcarriers, and therefore, the

Figure 4. EE-SE curves with different N.
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difference in received signal power on different
subcarriers only comes from different digital BF
weights.

AOD ESTIMATION PERFORMANCE COMPARISON
Consider the cell area covered by 2K + 1 hybrid
analog and digital BF beams shown in Fig. 5b,
which is roughly 2KD. The AoD estimation accu-
racy of RSs with hybrid BF is therefore D. As
shown in Fig. 5c, however, for RS beams with
analog BF per transceiver (totally N beams) to
cover the same area, the AoD estimation accura-
cy is 2KD/N. In LOS environments where the
channel response is rather flat in frequency
domain, 2K can be very large, indicating that
RSs design with hybrid BF has much better AoD
estimation performance than RSs with analog
BF. According to the measurement results on 38
GHz [5], more than 80 percent of the non-LOS
(NLOS) links had root mean square (RMS)
delay spreads under 20 ns, and 90 percent of the
NLOS links had RMS delay spreads under 40 ns.
This indicates that the coherent bandwidth in
NLOS environments can also be very large.
Therefore, a large 2K/N is possible even in
NLOS environments.

ILLUSTRATION OF HYBRID BF
The effect of hybrid BF is shown in Fig. 6. A 32-
element linear antenna array (with half wave-
length antenna spacing) is simulated, where the
transceiver number is 4, and antenna number
per transceiver is 8. The max array gain is
achieved at azimuth 90˚. The first curve is AF of

8 antenna elements analog BF with main beam
direction at azimuth 90˚. The second curve is
the AF envelope of the 32-element hybrid ana-
log and digital BF. It can be seen that the ampli-
tude of the second curve is exactly four times
that of the first curve. With same analog BF per
transceiver, seven digital BF designs are shown,
with main beam direction of azimuth 84˚, 86˚,
88˚, 90˚, 92˚, 94, and 96˚, respectively. As shown
in Fig. 6, the main beam direction can be con-
trolled with hybrid BF design. 
Some observations are summarized:
• The further the main beam direction of the

hybrid BF is away from the analog BF main
beam direction, the smaller the gain. There-
fore, the coverage of the beams is limited.

• The hybrid BF designed for 90˚ is actually
the analog BF with all antennas.

• Users located at certain AoD f within the
range of 84˚ to 96˚ will find the hybrid BF
designed for direction f has the largest sig-
nal power. 

CONCLUSIONS
The marriage of LSAS and mmWave technolo-
gies is expected to bring significant EE and SE
enhancement to 5G. The high cost and power
consumption of mixed-signal devices in mmWave
systems, however, makes hybrid BF structure
with a much reduced transceiver number a possi-
ble solution. In an attempt to shed some insight
on how hybrid BF can be potentially utilized in
mmWave 5G, this article has addressed some

Figure 5. RS design for the N × M hybrid BF structure: a) hybrid BF for beam domain RSs; b) beam
domain RSs with hybrid BF on different subcarriers; c) beam domain RSs with M antenna analog BF.
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important issues. We have discussed the optimal
digital and analog BF design, showing that the
investigated hybrid BF structures can achieve the
multi-user channel capacity. The EE-SE rela-
tionship of the N × M hybrid BF structure have
been analyzed, paving a path for an EE-SE opti-
mized design. Finally, we have discussed beam
domain RSs. The design based on hybrid BF is
featured by the same analog BF on each
transceiver, on top of which digital BF is
designed to maximize the gain in a certain direc-
tion around the main beam direction of the ana-
log BF. Much better AoD estimation
performance can be achieved compared to beam
domain RSs with analog BF. 

Future work may include more efficient sin-
gle-user and multi-user BF schemes, RS design
and feedback mechanism, frame structure, pro-
tocol, and signaling design. Also, more effort is
needed to investigate the impact of system
parameters like W, P0, Prf_circuit, Pcommon, and
antenna spacing on optimal N and M design in
terms of joint EE-SE optimization. It is expected
that LSAS with mmWave can play an important
role in future cellular communication systems.
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INTRODUCTION

The next generation of cellular systems (5G) is
expected to meet the rapidly growing demands
for data through densification of networks using
high-capacity small cells [1]. As networks become
dense (through small cell deployments):
• The cost of bringing fiber to every small cell

becomes prohibitively expensive [2].
• Intercell interference increases and becomes

a limiting factor in achieving higher cell
capacities [3].

• Handover is more frequent, causing the
associated handover signaling overhead to
increase [4].
Using wireless technologies to lower the cost

of wiring (digging/trenching to lay wire/fiber in
the ground) a cell, for instance, by deploying
point-to-point microwave links, is already a well
accepted approach [5]. However, even to meet
4G cellular data rate requirements, the number
of point-to-point microwave links is already very
high [6, 7], and 5G networks are likely to be
even more dense. The first identifiable issue
therefore is a cost-effective method for connecting
5G BSs to the network (base station, BS, to net-
work communication).

Intercell interference management necessarily
involves inter-BS communication. Extensive
studies in Third Generation Partnership Project
(3GPP) working groups have revealed that laten-
cy is a particularly sensitive issue for the achiev-
able performance of cell edge throughput and/or
interference mitigation schemes such as coordi-
nated multipoint (CoMP) [8]. The second issue in
densification therefore is low-latency inter-BS
communication (BS to BS communication).

The third issue in network densification is
reducing the number of handovers. To reduce
the handovers in a dense small cell network,
ongoing studies consider user-centric virtual cells
such as Cloud Cell [9] requiring very low-latency
communication between BSs (BS to BS communi-
cation).

In summary, providing low latency and cost
effective backhauling mechanisms for connecting
5G BSs to the other 5G BSs and to the network
forms the key challenge for dense deployment of
5G networks.

Here, we consider a point-to-multipoint
(PMP) architecture as the basis for a scalable
approach to fundamentally address the cost and
latency issues described above. In particular, a
point-to-multipoint approach will lower:
• Per-link hardware costs compared to a dedi-

cated point-to-point link approach. Signifi-
cant savings in the annual total cost of
ownership (TCO) of up to 50 percent can
be achieved using the PMP architecture [7]. 

• Inter-BS communication latency. BSs with
point-to-multipoint capability can commu-
nicate with multiple BSs directly (creating a
mesh topology wherein not all the links are
simultaneously active, but any link can be
established on demand (cost effective com-
pared to n2 dedicated links to interconnect
n BSs). 
To further lower the costs, we consider an in-

band approach. The term in-band here means
that the access link (BS to mobile station, MS,
link) as well as the backhaul link (BS-to-BS links
or BS to access gateway, AGW, links) are multi-
plexed on the same frequency band. The advan-
tages of an in-band approach are: 
• Cost to the operator of buying separate fre-

quency licenses for backhauling is eliminat-
ed (facilitates spectrum reuse).

• A single radio unit is able to serve the back-
haul link as well as the access link (facili-
tates hardware reuse).

ABSTRACT

Cost-effective and scalable wireless backhaul
solutions are essential for realizing the 5G vision
of providing gigabits per second anywhere. Not
only is wireless backhaul essential to support net-
work densification based on small cell deployments,
but also for supporting very low latency inter-BS
communication to deal with intercell interference.
Multiplexing backhaul and access on the same fre-
quency band (in-band wireless backhaul) has obvi-
ous cost benefits from the hardware and frequency
reuse perspective, but poses significant technology
challenges. We consider an in-band solution to
meet the backhaul and inter-BS coordination chal-
lenges that accompany network densification.
Here, we present an analysis to persuade the read-
ers of the feasibility of in-band wireless backhaul,
discuss realistic deployment and system assump-
tions, and present a scheduling scheme for inter-
BS communications that can be used as a baseline
for further improvement. We show that an in-
band wireless backhaul for data backhauling and
inter-BS coordination is feasible without signifi-
cantly hurting the cell access capacities.
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In the current wireless backhaul market [6,
7], out-of-band solutions are prevalent. Even
with the higher efficiencies offered by the
4G/Long Term Evolution-Advanced (LTE-A)
system, out-of-band solutions are chosen due
to the extreme capacity crunch experienced by
operators in the expensively licensed frequen-
cies used for access [10, 11]. At millimeter-
wave (mmWave) frequencies, however, much
wider channel bandwidths can be deployed,
and an in-band backhaul approach becomes
particularly attractive. The combination of the
availability of large bandwidths, advanced RF
beamforming capabilit ies using high-gain
advanced antennas, as well as multiple-input
multiple-output (MIMO) digital beamforming,
makes the mmWave cellular system viable for
an in-band backhaul solution. Accordingly, in
this article, we consider the use of mmWave
frequency bands for cellular access [12] and
backhaul.

This article is organized as follows:
• First, we provide a persuasive analysis to

establish that an in-band backhaul solution
is feasible.

• Next, we discuss the deployment assump-
tions and system design constraints applica-
ble in a practical system.

• Finally, we present scheduling mechanisms
for realizing inter-BS communication and
the multiplexing of backhaul links (BLs)
and access links (ALs) based on the afore-
mentioned assumptions and deployment
scenarios. 

FEASIBILITY OF IN-BAND BACKHAUL
The term in-band, as mentioned in the Introduc-
tion, means that the access link (BS-MS link)
and backhaul link (BS-BS links or BS-network
links) are multiplexed on the same frequency
band. 

In contrast to the commonly deployed out-of-
band wireless backhaul solutions (where dedicat-
ed frequency resources can be used for backhaul
and access separately), in an in-band wireless
backhaul system, the resources used for back-
haul are taken from the AL resources regardless
of the multiplexing method used. An important
task, therefore, is to analyze whether enough
resources are available for backhauling without
compromising the access needs. We begin by
setting up the requirements before discussing the
feasibility. In the analysis provided below, we
assume a typical cellular deployment set up
wherein a single BS deployment site consists of
multiple (typically three) sectors.

If a is the fraction of resources used for back-
hauling, an in-band solution is considered feasi-
ble if

Rba  Ra (1 – a), (1)

where Ra denotes the sum data rate of the access
links in all sectors and Rb denotes the sum data
rate of all the backhaul links supporting the cell.
This condition can be further expressed in terms
of the backhaul and the access link capacities as

Cbabb  Ca (1 – a) ba, … (2)

where Ca, and Cb denote the maximum uplink
(UL) and downlink (DL) access capacity of a
BS, respectively, while bb is the efficiency on the
BL, and ba is the efficiency on the AL.

We analyzed and verified the achievable link
capacities through Monte Carlo simulations.
Figure 1 summarizes the overall framework
used for the simulations. Figure 1a shows the
deployment scenario where an inter-site dis-
tance (ISD) of 200 m between BSs is consid-
ered. Mobile stations (MSs) are dropped
randomly at a distance (5, 100) m from the BS
within a (–24°, 24°) angular region. The parame-
ters used in the simulation are tabulated in Fig.
1c. Specifically, we consider an mmWave beam-
formed system at 28 GHz with uniform linear
antenna arrays (multiple subarrays) at both the
BS and MS sides. We assume 2 × 2 subarrays
for the BL (BS–BS link) and 2 × 1 subarrays for
the AL (BS–MS link). The BS and MS transmit
powers are assumed to be 43 dBm and 23 dBm,
respectively. The antenna gains are based on
current practical antenna capabilities (23 dBi
and 6 dBi at the BS and the MS, respectively).
For the BS beams, we assume a uniform angle
space between (–30°, 30°) and a sector size of
60°, while a uniform angle space between (–45°,
45°) is assumed for the MS beams. We have
considered two scenarios:
1. Line of sight (LoS) for the BL and best

non-LoS (best NLoS) for the AL
2. Best NLoS for the BL and just NLoS for

the AL
Best NLoS refers to the best NLoS path among
all the NLoS paths. For the results reported
here, we have only considered option 2, which is
much closer to a real deployment in that mobili-
ty constraints will prohibit the best NLoS path
from being used for ALs all the time, while a BL
can be assumed to be best NLoS even in practi-
cal deployments (due to the static nature of the
BSs and largely static nature of the reflectors).

Based on the deployment scenario and simu-
lation parameters mentioned above, we obtained
the cumulative distributed functions (CDFs) of
the instantaneous cell capacities (shown in Fig.
1b). The average link capacities tabulated in Fig.
1d show that the BL capacity is about 2.1 times
higher than the AL capacity. Based on these
capacity numbers, we can analyze the feasibility.
But first let us look at the other factors affecting
the BL and the ALs.

Although the resources used for the BL are
taken from the AL, we argue that the BL (BS-
BS link) is likely to be much more efficient than
the AL (BS-MS link) even when the same BS
hardware is reused. The main reasons are:
• The BL can be assumed to have high gain

antennas on both the Tx and Rx side, while
the AL is likely to has fewer antennas on
the MS side.

• MS transmit power (uplink) for the AL is
much lower; BSs at one or both ends of the
BLs can use higher transmit power than the
AL.

• Since BLs can be assumed to have fewer
channel fluctuations than the AL (which
needs to deal with mobility), the BL is like-
ly to incur less overhead than the AL (think
of control signaling and reference signals). 

The combination of

availability of large

bandwidths,

advanced RF 

beamforming 

capabilities using

high-gain advanced

antennas, as well as

MIMO digital 

beamforming, makes

the mmWave cellular

system viable for an

in-band backhaul

solution.
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• Moreover, BSs are at fixed and higher loca-
tions compared to MSs, which also impacts
the performance positively. 
Since the backhaul l ink is  specifically

designed for the wireless backhaul system, we
have assumed the PHY overheads in the BL to
be about 5 percent (largely static links do not
require frequent reference signal transmission,
large scheduling information maps [see
shceduling scheme description in the next sec-
tion], etc.). The overhead is assumed to be
around 30 percent for the AL (close to the AL
overheads observed in cellular systems). Using
these values of efficiency, Eq. 2 can be evaluat-
ed for different values of a (recall that a is the
fraction of resources/bandwidth taken from the
AL to serve the BL) and different downlink-to-
uplink (DL/UL) ratios.  The l ink capacity
results for the best NLoS path on the BL and
NLoS path for the AL are captured in Table 1,
where “DL/UL” indicates the downlink-to-
uplink ratio for resource allocation in a time-
division duplex (TDD) system. DL/UL ratios
of 1 (symmetric link) up to 3 (DL heavy) are
considered on the access link. The first row
(link capacity C) in Table 1 shows the link
capacity for the BL and AL (DL and UL are
shown separately). The second row shows the

data rate R that is obtainable for the backhaul
link (5 percent overhead assumed) and the
access link for various DL/UL ratios (assuming
~30 percent overhead). The subsequent rows
shows the obtainable data rates for various
fractions of a.

It can be observed that using only 25 percent
of the AL resources for the BL is sufficient to
support user data rates as high as 0.8 Gb/s. Next,
we look at the deployment assumptions used in
this article.

DEPLOYMENT ASSUMPTIONS
We begin with the 4G cellular deployment as a
basis. For simplicity, but without compromising
the essence, it is assumed in this article that 4G
BSs are deployed on a hexagonal grid (as shown
in Fig. 2), and that every existing 4G BS is con-
nected to the network using a wired BL (e.g.,
fiber). It is further assumed that when the much
higher capacity 5G deployment commences, the
operator is likely to reuse the existing BS sites
and utilize the existing wiring first, to avoid
additional cost of digging/trenching. This will
result in the 5G BSs providing much higher cell
capacities, but the radio coverage is very likely
to shrink (as shown for illustration purposes in
Fig. 2).

Figure 1. Monte Carlo simulation setup for evaluating wireless backhaul feasibility and observations: a) Monte Carlo simulation
scenario for evaluating feasibility of in-band wireless backhaul; b) CDFs of the instantaneous capacities on the BL and ALs
(uplink, UL, and downlink, DL); c) parameters used for the Monte Carlo simulations; d) average link capacities obtained using
Monte Carlo simulations.
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To fill these coverage gaps, the operator will
need additional 5G BS sites. For backhauling
these additional sites, the operator has three
choices:
1. Bring wire/fiber to these additional sites

(incurs additional costs for digging/trench-
ing).

2. Connect the new 5G BSs to the 5G BSs at
the old sites using wireless backhaul (“no
additional fiber” scenario).

3. A combination of 1 and 2.
These choices result in different fiber densi-

ties (being most dense for option 1 and least
dense for option 2), the cost being directly pro-
portional to the density. Assuming the availabili-
ty of fiber backhaul to the original 4G cell sites
and no additional fiber backhaul to the addition-
al 5G sites, depending on how the cells are
stacked, the resulting fiber density can either 1/3
(i.e., one of every three 5G cells is fibered), as
shown in bottom half of Fig. 3a, or the resulting
fiber density can be 1/4 (i.e., one of every four
5G cells is fibered), as shown in the upper half
of Fig. 3a. It should be clear that the density can
be raised to an arbitrarily higher ratio (as
desired) by bringing fiber to some of the unwired
5G cells. In the extreme case, where fiber is
brought to all 5G BSs, the resulting density = 1,
and this is equal to choice 1 mentioned above.

Here, we focus on  the “no additional fiber”
scenario (i.e., choice 2), where the coverage of
each 5G cells shrinks to about 57.7 percent of
the original 4G cell. The additional 5G cells are
served solely by wireless backhaul provided by
the 5G BSs at the 4G sites, resulting in a situa-
tion where one out of every three 5G cells has
wired backhaul. Finally, to complete the cellular
deployment scenario description, we assume that
every BS cell site has three sectors.

IN-BAND BACKHAUL DESIGN CONSIDERATIONS
To avoid interference, one can be tempted to
think of using space-division multiplexing (SDM)
to serve ALs and BLs simultaneously. However,
the AL-BL interference from the transmission on
the BL to the transmission on the AL, and vice
versa, is considerable. Depending on the hard-
ware configurations at the transmitter and

receivers, significant degradation in signal-to-
interference ratio (SIR) can be observed at the
receiving MS on the AL and the receiving BS on
the other end of the BL as shown in Fig. 4. The
SIR curves of Fig. 4 are obtained at the MS for
a BS, equipped with an 8 × 8 phased array
antenna transmitting simultaneously on the AL
and the BL. It is assumed that the BS is located
at the bore sight (0˚ azimuth steering), while the
SIR at the MS is observed for different azimuth
steering. When the MS is located along the same
azimuth direction as the receiving BS, SIRs as
low as 0 dB are observed.

Another challenge is the self-interference at a
single BS site from an antenna panel in one sec-
tor to the other antenna panel serving the other
sector. When one panel is set to receive, while
the other panel is set to transmit, sophisticated
signal processing (interference cancellation) is
required to cancel the self-interference. 

In this article, we work with a minimal (base-
line) hardware configuration that does not
require space-division multiple access (SDMA)
capabilities or self-interference cancellation
capabilities. Furthermore, we assume that at a
given BS site, all the antenna panels are set to
either transmit or receive. To further reduce
hardware requirements, it is assumed that one
BS sector has one digital chain and can perform
one transmission/reception in one sector at any
one time. Point-to-multipoint functionality on
the BL is only achieved by adaptively/dynamical-
ly steering the beams to different neighboring
BSs at different times. Lastly, we assume that
the BL transmissions are transparent from an
MS perspective (i.e., the MS operations remain
unchanged, and existing MSs can be used in the
network deploying in-band wireless backhaul).

TDM-BASED SCHEDULING SCHEME
FOR IN-BAND BACKHAULING

Here, we consider the time-division multiplexing
(TDM) approach for serving the backhaul and
AL under the aforementioned constraints. 

TDM schemes have been used for in-band
multihop relays [14, 15]. In the TDM-based
scheme for in-band backhauling, the access and
BL are time-multiplexed by reserving a portion
of the access frame for backhaul transmission/
reception, where a backhauled or wired 5G BS
(W-BS) transmits backhaul data to another 5G
BS that is unwired (a U-BS). The U-BS is served
by the W-BS such that a fraction of the downlink
aTd, and uplink aTu,  access portions is reserved
for in-band backhaul transmissions over the BL.
On one hand, increasing a allows more data to
be backhauled to/from the U-BS cell, which in
turn will result in enabling higher access capaci-
ties for the U-BS. On the other hand, high val-
ues of a directly reduce the access portion of the
frame, thereby reducing the capacity of the
wired as well as unwired BS cells. This trade-off
makes it particularly nontrivial to gauge the
overall gain. The numerical capacity analysis-
based results summarized in Table 1 provide an
initial insight/engineering feel of how the various
DL/UL ratios and the fraction of bandwidth
allocated for backhauling (a) impacts the AL/BL

Table 1. Feasible AL and BL rates assuming non-line-of-sight (NLoS) condi-
tons on the AL and best NLoS conditions on the BL for various downlink to
uplink ratios. Best NLoS condition can be assumed on the BL as there is
ample time to choose the best NLoS setting (which does not change very
often) compared to the AL.

(Unit: Mb/s) BL (best
NLoS)

AL (NLoS)

DL/UL = 1 DL/UL = 2 DL/UL = 3

Link Capacity C 3,301 DL 1,817/UL 343

Data Rate R 3,136 784 968 1,061

Data (a = 1/5) 627 627 775 849

Data (a = 1/4) 784 588 726 796

Data (a = 1/3) 1,045 522 646 707
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throughput and the feasibility of the overall
approach. Although the approach may look simi-
lar to that adopted in relays, a key difference is
the absence of hierarchy. For example, in the in-
band relaying scheme described in [14] it is the
BS that schedules all the relay stations (RSs)
that are attached to it. In contrast, the problem
here is scheduling among the BSs.

In discussing the TDM-based scheduling
schemes for backhauling, let us first understand
what needs to be done for the backhauled or
wired BSs (W-BSs) or the unwired BSs (U-BSs)
to communicate with peer BSs (which may be
W-BSs or U-BSs). These are:
• A U-BS needs to transmit and receive back-

haul traffic from one or more W-BSs.
• All BSs need to exchange control traffic

with the neighboring BSs for interference
coordination or handover coordination.
Figure 3b shows BSs with three sectors, as in

typical cellular deployments. One of the 5G BSs
(shown as W-BS) is connected to the core net-
work with a wired backhaul and serves as the
bandwidth injection point. The other two BSs
are unwired BSs (U-BSs) and are shown in Fig.
3b as 5G-BSs 1 and 2. The U-BSs are connected
to the network via the wireless backhaul provid-
ed by the W-BS. Each sector in the W-BS serves
one sector of two other 5G U-BSs. The overall
configuration used in the analysis is that each
W-BS communicates with six neighboring BSs.
If each BS cell consists of three sectors, three
BLs (one in each sector) can be served such
that when sector 1 of W-BS transmits to sector
1 of 5G-BS 1, at that time sectors 2 and 3 of W-
BS transmit over BLs to their associated 5G-BS
sectors of the neighboring BSs (as shown in Fig.

3b). The beam direction is then steered to tar-
get the other three neighboring cells so that sec-
tor 1 of W-BS now transmits to sector 1 of
5G-BS 2,  with the other two sectors of W-BS
following the same procedure. This enables
transmission to all six neighboring BSs. Similar-
ly, sectors 1, 2, and 3 of 5G-BS 1 receive over
wireless BLs from their associated W-BSs dur-
ing the Rx portion of the frame. This “transmit
to 3, receive from 3” (Tx-3, Rx-3) scheme is
used as a basic building block to describe inter-
BS scheduling schemes.

To understand how the entire in-band access
and backhaul system will be scheduled, let us
look at Fig. 5, using which we can outline a BS-
to-BS scheduling algorithm capable of schedul-
ing the BL while maintaining the usual BS-to-MS
link (access) scheduling. In the description
below, we assume the following:

Figure 3. a) Example deployments with different fiber injection densities; b) sector 1 of a W-BS communicates with sector 1 of
5G-BS 1 of an unwired BS (U-BS) in one time slot. Then, in the next time slot, the beam is steered to communicate with 5G-BS
2 (another U-BS).
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• A TDD frame structure consists of sub-
frames.

• Each subframe further comprises a DL and
a UL portion.

• A few subframes (e.g. 5) constitute a frame.
• Parts of the control signaling are transmit-

ted per frame, while some other control sig-
naling may be transmitted per subframe. 
Figure 5 illustrates the mapping of the Tx-3,

Rx-3 transmission scheme to a portion of a sub-
frame. The sequence of transmissions can be
summarized as:
• Step 1 (shown in the figure): The 5G W-BS

transmits to all of its six neighbors, by trans-
mitting to three neighbors at a time using
the procedure described above. Since all six
1-tier neighbors of the W-BS are 5G U-
BSs, control as well as backhaul data is
transmitted to the U-BSs. Note that the
transmissions do not require any additional
Tx-Rx switching other than the D/L to U/L
switch of the TDD systems. Step 1 can, for
instance, be scheduled in a portion of sub-
frame 1 of a frame. The remaining portion
can be used for data transmission on the
AL.

• Step 2: U-BS type 1 (BSs to the right of a
W-BS) transmits to all six neighbors. It first
transmits only control messages to the three
U-BS type 2 neighbors (BSs to the left of
W-BS). It then transmits control as well as
data to its W-BS neighbors. Step 2 can be
accomplished, for instance, in a portion of
subframe 2.

• Step 3: U-BS type 2 transmits to all six
neighbors. Step 3 can be accomplished, for
instance, in a portion of subframe 3.
If scheduled as described above, by the end of

the three subframes, all BSs finish exchanging one
round of control messages with their neighbors.
Each of the unwired BSs have transmitted and
received backhaul data over only a fraction of the
subframe. In practice, the backhaul data directed
into the unwired BS is much higher, often twice
the backhaul traffic leaving the unwired BS to the
core network. To increase the backhaul through-
put, a fraction of the UL portion of subframes 4
and 5 can be used exclusively for delivering back-
haul traffic to the unwired cells. 

The scheme outlined above can serve as a
baseline scheduling mechanism in that very mini-
mal hardware capabilities are assumed. Perfor-
mance on the backhaul can be further improved
if the transmission and receive equipment at the
BS can be assumed to support advanced functions
such as SDMA and self-interference cancellation.
Improved performance will in turn improve the
attractiveness of the in-band solution.

CONCLUDING REMARKS
Cost-effective and low-latency solutions for wire-
less backhaul (including BS-to-network and BS-
to-BS communication) will be essential for
supporting the envisaged densification in high-
capacity 5G networks. In this article, we have
presented an initial analysis and solution frame-
work for supporting an in-band, point-to-multi-
point, non-line-of-sight, mmWave backhaul.

We have shown using simulations that an in-
band solution is feasible at mmWave frequencies
for tolerable losses in access capacities and
assuming modest hardware capabilities (does not
require SDMA, neither full duplexing nor multi-
ple RF chains per sector). BS-to-BS scheduling
is not a trivial matter in that unlike BS-to-MS
scheduling or BS-RS scheduling [14], there is no
established hierarchy among BSs. In this article,
we have outlined a BS-to-BS scheduling scheme
for the BL that can be multiplexed with the
usual BS-to-MS scheduling for the access, and
can be considered for an in-band backhaul and
access deployment scenario. 

Figure 4. SIR as a function of azimuth beam when the BL is scheduled
simultaneously with the AL.
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Future work should look into detailed sys-
tem-level simulations for analyzing the perfor-
mance of the proposed system. Other avenues of
interest are investigations into SDMA and full-
duplexing capabilities for further spectral effi-
ciency enhancements.
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INTRODUCTION: 
VISION OF THE FUTURE

The world has witnessed the development of
four generations of mobile wireless systems: the
era of analog cellular telephony led to three fur-
ther generations of digital systems, symbolized
by GSM/EDGE, UMTS/HSPA, and LTE. The
4G/LTE systems in service today have brought
wireless Internet access with data rates of tens of
Mb/s to hundreds of millions of users. The
demand for more data capacity and throughput
shows no signs of abating, and can continue to
be met if adequate spectrum can be identified
for the next chapter toward continuing expan-
sion of mobile technologies.

The next step in this evolution will lead us to
a fully Networked Society with a vision of practi-
cally unlimited access to information and sharing
of data available anywhere and anytime to any-
one and anything. This Networked Society goes
well beyond ubiquitous access to speech and
mobile broadband services to include wireless
connectivity for any kind of device that can ben-

efit from being connected, such devices being
embedded within vehicles, home appliances,
industrial equipment, etc. Technology in the
Networked Society will have to support wireless
access applications and usage scenarios with a
much wider range of characteristics and require-
ments than the systems of today. As a few exam-
ples, future wireless access should allow for:
• General availability of user data rates in the

order of 100 Mb/s and above in urban and
suburban environments.

• Data rates exceeding 10 Gb/s for ultra-high-
speed mobile broadband access, combined
with access-network latencies of the order
of 1 ms, in specific scenarios.

• Connectivity of a huge amount of “machine”
devices optimized for low cost and long bat-
tery life time, often with lower require-
ments on data rates and latency than many
other device types.

• Connectivity for mission critical machine
devices typically having very high require-
ments in terms of reliability and low latency.

• Device cost and energy consumption signifi-
cantly lower than today to enable new types
of devices and corresponding applications.

• Usage of spectrum with varying degrees of
quality.
5G networks are expected to be deployed

with topologies that go beyond the hierarchical
base-station-terminal topology of today’s cellular
networks. This includes:
• Direct connectivity between devices, individ-

ually or in clusters, for specific applications
such as public safety as well as more gener-
al proximal communications.

• Wireless mesh connectivity of clusters of
wireless devices in close proximity to each
other, with the ability to impose and modify
routing topologies on these clusters.

• The ability to deploy wireless backhaul solu-
tions that are capable of aggregating large
numbers of remote radio elements with the
network.
It is recognized that the wide range of require-

ments/characteristics outlined above cannot be effi-
ciently met by a single all-encompassing wireless
access technology. However, it is of interest that
the available options for wireless access are
designed from a common framework that can be
specialized for particular scenarios, e.g. a wide
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range of frequency bands and spectrum regulatory
frameworks, varying deployment density, topologi-
cal variations such as star, relay and mesh connec-
tivity, device-to-device communication capabilities,
device complexity limitations etc. The “5G” wire-
less access network can be expected to comprise a
set of well-integrated wireless access technologies
that will, together with a software controlled trans-
port infrastructure and associated service clouds,
jointly enable the Networked Society [1][2]. Figure
1 illustrates how this will include the evolution of
the existing wireless access technologies, especially
LTE, and new complementary technologies
addressing specific applications and usage scenar-
ios for which the requirements cannot be effective-
ly met by a mere evolution of existing technologies.

Mobile broadband will continue to be a key
driver for higher overall traffic and higher
achievable end-user data rates. The METIS pro-
ject [8] has, for example, identified an “Amazing-
ly Fast” usage scenario with “instantaneous
connectivity” and the availability of data rates up
to 10 Gb/s [3]. This may correspond to, e.g.,
public buildings such as arenas, shops, airports,
schools, hospitals, and train stations; private
property such as campuses, hotels, and multi-
dwelling complexes; outdoor environments such
as parks, city centers, and densely populated
urban areas; and residential environments. Such
scenarios will also be characterized by extremely
high traffic demands per area. 

Ultra-Dense Networks (UDN) are recognized
in the METIS project to fulfill the very high
demands on system capacity and achievable end-
user date rates in such usage scenarios. UDNs
are characterized as networks with very short
inter-site distances and capable of ensuring low
interference levels during communications; envi-
sioned distances between access nodes range
from a few meters in indoor deployments up to
roughly 50 m in outdoor deployments, i.e. an
infra-structure density considerably higher than
the most dense networks of today. UDN perfor-
mance should thus be optimized for low mobility
and should provide graceful degradation as the
degree of mobility increases, with eventual fall
back to overlaid wide-area coverage.

In what follows, we outline the key require-
ments and characteristics of such a UDN and
discuss the key technology components we
believe are needed for its realization.

KEY REQUIREMENTS AND
CHARACTERISTICS OF UDN

Efficient provisioning of data rates in the order
of 10 Gb/s implies the need for sufficiently large
transmission bandwidth, in the order of at least
hundreds of MHz, and preferably around 2 GHz
when using the parameters listed in the follow-
ing section on millimeter-wave band physical
layer structure. We foresee frequencies in the
lower part of the millimeter-wave band up to
100 GHz to be of interest. 

Propagation characteristics in millimeter-wave
bands differ significantly from those at the tradi-
tional cellular bands in the lower GHz range, and
communication links must rely on antenna direc-
tivity to meet the link budget. Transmission along

a few narrow beams will create line-of-sight or
reflective link geometries with short range. Con-
sequently, a very dense deployment of access
nodes in the radio network will be needed. Cover-
ing indoor access nodes from outdoors will be
challenging, and both fiber connectivity and wire-
less access through access nodes near windows
will be employed. 

In very dense deployments, local traffic con-
ditions will fluctuate noticeably. Power levels
can also be expected to be relatively balanced
between access nodes and terminals. Flexible
duplex, in which spectrum resources are dynam-
ically assigned to either transmission direction,
is therefore assumed, in contrast to the fixed
division of resources currently used by FDD or
TDD. Flexible duplex allows up to the full
bandwidth to be opportunistically used in each
transmission direction. Moreover, flexible
duplex can easily exploit unpaired spectrum
allocations, which are more likely for large
amounts of contiguous spectrum. 

Small deployment footprints favor spectrum
sharing on an equal basis between unrelated UDN
deployments. Wider signal bandwidths at higher
frequencies and higher data rates render spectrum
efficiency of individual links to be constrained by
computational resources and hardware imperfec-
tions. However, wider system bandwidths impose a
requirement to utilize spectrum efficiently from
the point of view of spectrum policy management.
Thus sharing between commercial networks can
occur, provided that it happens in a controlled
fashion. Coordinated management of spectrum
and a hierarchical policy enforcement mechanism
can ensure a competitive business environment for
UDN deployments that need to support high effi-
ciency for spectrum utilization.

UDNs will typically provide local coverage,
for example to office buildings, university cam-
pus, city centers, etc. It is also important that
UDNs are tightly integrated into the overall
wireless network architecture with mobility sup-
port within the UDN, and between the UDN
and a wide-area-covering cellular deployment
typically based on LTE. 

The high deployment density will need sim-
plified installation procedures and automation of
configuration and tuning, as well as connectivity
of the UDN to the mobile core. A key enabler is
wireless self-backhauling. In other words, full
connectivity between UDN access nodes can be
provided by the UDN itself. 

Some characteristics of a UDN are similar to
those of cellular heterogeneous networks that
incorporate small cells into a macro deployment.

Figure 1. 5G is the seamlessly integrated combination of evolved versions of
currently existing wireless technologies, such as LTE, and complementary
new technologies, jointly enabling the Networked Society for 2020 and
beyond.
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Indeed, ongoing discussions in 3GPP on certain
features, e.g. dual-connectivity, may also be rele-
vant for UDNs. However, a UDN differs from
cellular heterogeneous networks in several
aspects. The very-wide-bandwidth operation at
much higher frequency bands envisioned for
UDN imposes system-design limitations, provides
opportunities for novel air-interface design, and
creates an abundance of resources that may,
however, be shared among independent net-
works. In contrast, operation in frequency bands
below 6 GHz as considered for cellular technolo-
gies such as LTE focus attention on high spectral
efficiency due to the relative scarcity of spectrum. 

The intent to deploy UDNs in the millimeter-
wave band follows trends in other systems, e.g.
IEEE 802.11ad, that specify short range high-
bandwidth connectivity in the unlicensed band at
60 GHz. IEEE 802.11ad is mainly aimed toward
cable replacement, e.g. wireless HDMI, USB, etc,
and supports fast session transfer toward lower-
frequency Wi-Fi systems, but is not designed as a
mobile networking technology. The UDN aims
for tight integration with an overlaid cellular net-
work and will support mobility both locally and
with the overlaid network. While the UDN can be
deployed in the unlicensed 60 GHz band, it will
generally support a variety of spectrum bands and
regulatory regimes.

UDN SYSTEM CONCEPT OUTLINE
AND KEY FEATURES

UDN ARCHITECTURE AND MOBILITY
The UDN architecture is made up of access nodes
(AN) and user equipment (UE). The access node
performs scheduling and baseband processing and

terminates the radio interface (including physical,
medium access, and link layers) toward the UEs.
Access nodes can directly be connected to fixed
transport or can be wirelessly backhauled toward
other access nodes. These physical nodes are
aided by several functions responsible for manag-
ing various aspects of the UDN including trans-
port and access resource coordination and
mobility (see Fig. 2). These functions, described
below, are implemented in a virtualized manner
that may be distributed within local processing
elements such as access nodes or in a centralized
facility such as an aggregation router.

UE Mobility Control (UMC): This is specific
for each UE and is responsible for controlling
intra-UDN UE mobility. The UMC ensures that
the UE is anchored to the best access node in its
vicinity, collects measurements from UE and
neighboring access nodes, manages candidate
access nodes capable of communicating with the
UE, triggers handover, updates mobility policies
in the UE, and manages inactive UE contexts. 

Local User Plane Gateway (LUPG): This is
UE-specific and handles the user plane. The
LUPG anchors local mobility and switches the
user plane data path when the UE moves
between access nodes. Thus, the LUPG hides
local mobility from the operator core network
for global services. 

UDN Resource Coordination (URC): This
UDN-specific functionality is responsible for
coordinating resources between access nodes
belonging to the UDN, and may implement an
inter-UDN resource coordination interface for
spectrum sharing. An example of intra-UDN
coordination can include interference manage-
ment, resource assignments for access links, and
backhaul links.

Figure 2. Illustration of the UDN architecture.
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Intra-UDN mobility interruption times should
reach a maximum of 1 ms with no packet loss.
This ensures excellent service experience and
high throughput during mobility-induced changes
in the communication path. The UMC prepares
and activates UDN access nodes that are located
in the vicinity of the UE in order to help in eval-
uating the quality of the neighboring AN-UE
path links and to prepare for fast change of links
from one access node to another. 

Seamless integration of mobility and connec-
tivity with wide-area networks will enable service
continuity when the UE loses UDN coverage.
Simultaneous connectivity of the UE to the
wide-area network can be designed with an effi-
cient sleep mechanism. A fast switching mecha-
nism is used to steer the traffic between the
different accesses. This mechanism will also
include functionality to support loss-less packet
connectivity.

MILLIMETER-WAVE BAND
PHYSICAL LAYER STRUCTURE

A UDN will use frequency assignments between
500 MHz and 2 GHz per network. Resource
partitioning between the two transmission direc-
tions will be dynamic and flexible, enabling a
node to follow fluctuations in traffic load, as
expected in small served areas. It is not impor-
tant for all nodes to handle large bandwidths,
and individual devices will have the ability to
operate over smaller bandwidths. Spectrum can
thus be partitioned across parts of the network
with Frequency Division Multiple Access
(FDMA). 

OFDM, and precoded variants such as DFTS-
OFDM, enable both frequency-domain and
time-domain partitioning of resources. Such
modulations therefore continue to be a good
choice for UDNs. While OFDM offers slightly
better link performance at the cost of higher
Peak to Average Power Ratio (PAPR), DFTS-
OFDM has the advantage of lower PAPR but
may require a more complicated system design.
For example, Frequency Division Multiplex
(FDM) together with DFTS-OFDM requires
careful consideration to maintain low PAPR. A
low PAPR enables simpler hardware, an impor-
tant factor at millimeter-wave frequencies.

The subcarrier spacing for the frequency-
domain signal should be wide enough to provide
sufficient robustness toward Doppler and phase
noise in the millimeter-wave band. The subcarri-
er spacing should also be sufficiently narrow to
minimize the fractional overhead due to the
cyclic prefix, the length of which is determined
by the time dispersion in the channel and path
delay variations during rapid link handovers.
The design parameters listed in Table 1 meet
the Doppler and phase noise requirements for
the same level of mobility as LTE up to an oper-
ating frequency of 45 GHz, and can handle lower
and still acceptable Doppler shifts up to an oper-
ating frequency of 100 GHz. There is adequate
protection in the cyclic prefix for RMS delay
spreads of 140 ns with a 15-20 m range to the
access node without explicit timing adjustment.
Outdoor deployments may need a longer cyclic
prefix and a timing adjustment mechanism dur-

ing initial access. Clock rates are a multiple of
the 30.72 MHz rate used by LTE, possibly favor-
able for integrated designs. Various transmission
bandwidths ranging from 100 MHz to 2 GHz can
be implemented by varying the total number of
subcarriers. As shown, the maximum supported
raw physical layer data rate is close to 20 Gb/s .
Multi-antenna schemes that realize beamforming
functionality, as described later, improve perfor-
mance by limiting the observable time disper-
sion, thus limiting the cyclic prefix.

BEAMFORMING AND ANTENNA SOLUTIONS IN
THE MILLIMETER-WAVE BAND

With a single isotropic antenna element, the
received signal spreads omni-directionally away
from the transmitting antenna and received
power decreases with increasing frequency due
to decreasing element aperture. As an example,
the received power at 40 GHz is 26 dB lower
than at 2 GHz with omni-directional antennas
used at both ends of a line-of-sight link. An
antenna at either end of the link that maintains
aperture (i.e. maintains its effective area) con-
stant, regardless of frequency, can make this loss
irrelevant. Such an antenna is, however, no
longer omni-directional but directive. Directive
transmit and receive antennas can lead to a total
net gain in link budget. 

Adaptive antenna arrays can vary directivity
dynamically using phase (and sometimes ampli-
tude) adjustments of each antenna element. Such
phased arrays can use beamforming to dynami-
cally direct signals along desirable radio paths to
add constructively. While beamforming targets
improved link margin and isolation of interfer-
ence, spatial multiplexing can further improve
peak throughput in high SINR situations. A
UDN will primarily rely on beamforming to meet
the link budget at high frequencies. Nominal sup-
port of two spatial layers per user is expected. 

Multi-user MIMO transmissions can be
directed to several users, aided by the interfer-
ence isolation provided by beamforming. The
high spatial reuse enabled by beamforming local-

Table 1. Possible OFDM/DFTS-OFDM parameters for a UDN.

Parameter Value

Bandwidth: channel/occupied (MHz) 2000/1843

Subcarrier spacing (kHz) 360

Used sub-carriers 5121

Symbol duration (excluding cyclic prefix) (μs) 2.778

Cyclic prefix (ns) 347.222

Symbol duration (including cyclic prefix) (μs) 3.125

Subframe time or scheduling interval (μs) 100

Raw data rate in Mb/s: single stream, 6 bits/symbol (64 QAM) 9830

Raw data rate in Mb/s: dual stream, 6 bits/symbol (64 QAM) 19661
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izes individual links, which enables self-back-
hauling to reuse resources used for access, allow-
ing aggregation of links. 

A challenge is the need for accurate beam
selection and tracking. Another is the mitigation
of outage events by switching rapidly to alterna-
tive paths between the transmitter and receiver.
One solution would transmit sounding reference
signals into different directions at different time
instances and let the receiver feedback the best
transmit direction. The number of required time
slots is proportional to the number of transmit
directions. Another possibility would be to map
directions to frequencies rather than time slots,
thus reducing the time for beam selection, sub-
ject to sufficient link margin to meet coverage
requirements. 

Beamforming can be implemented with a vari-
ety of tradeoffs between complexity, flexibility,
and power consumption. Simpler approaches
realize wideband beamforming in the time
domain either in baseband or RF. At the other
extreme, digital beamforming at baseband prior
to OFDM modulation allows frequency-selective
and spatially-selective resource assignments;
beamforming weights are applied per resource
assignment and antenna element. This solution is
flexible but complex due to the large number of
digital to analog interfaces and transceiver chains.
Other solutions would be between these extremes. 

SELF-BACKHAULING
High spatial reuse and abundance of spectrum in
the millimeter-wave band are key to the high
capacity and throughput of UDNs. Wireless self-
backhauling improves reachability and coverage
by easing connectivity between access nodes.
While some wireless access technologies, e.g.
LTE and Wi-Fi 802.11s, support wireless in-band
backhauling, they are not designed to operate in
the millimeter-wave band with its challenging
propagation conditions.

Access nodes in the UDN are connected to
aggregation nodes that are in turn connected to a
high bandwidth transport network leading to an
operator data center before reaching the Internet.
The number of aggregation nodes in the network
should scale with the size of the network and the
volume of traffic. Each hop of the wireless back-
haul increases end-to-end delay, and the number
of hops is kept small in typical networks. UEs will
typically be able to reach an aggregation node
within two or three hops. Routing in wired net-
works is well known and algorithms such as Bell-
man-Ford and Dijkstra’s are studied solutions
that can provide optimality [4]. These algorithms
require the routing metric associated with each
link to be independent from the routing metrics
of other links. In wired networks this condition is
typically fulfilled. This condition is often unmet in
wireless networks in the presence of interference,
making validation of optimality challenging. Sub-
optimum algorithms with reasonable complexity
deliver very good performance [5], and we briefly
summarize them as follows.

•Often a route might need to simultaneously
fulfill multiple criteria, e.g. low latency and high
throughput. It is difficult to provide a joint met-
ric, even though metrics for individual criteria
are simple, that fulfills the requirements of well-

known routing algorithms. One sub-optimum
solution first establishes routes that optimize
throughput alone while ignoring latency, and
trims those links that fall below a fraction of the
maximum throughput. The second phase estab-
lishes the route with the best latency for the
trimmed network. 

•Resource assignments on individual links
can affect interference to other links. One solu-
tion is to represent each physical node with sev-
eral virtual nodes, each associated with a
different resource assignment on a link. Routing
is performed on this virtual network. Once a
route is established, each virtual node is mapped
back to its corresponding physical node, thus
establishing the route. The virtual nodes deter-
mine resource assignments along links associated
with the physical node. 

These routing algorithms can either be cen-
tralized or distributed in implementation. In the
first case a central node collects all relevant
information and computes the route for the
complete network (segment), whereas in the dis-
tributed case routing decisions are taken locally
with the aid of communication between nodes.
Centralized solutions do not scale well for larger
networks but can deliver superior performance.
Centralized routing will need dissemination of
routes to physical nodes. Routes would be main-
tained over at least several milliseconds and then
updated only on need. However, traffic varia-
tions can occur faster than routes are updated.
Resource assignments must therefore operate
over a faster time frame within the Medium
Access Control (MAC) layer in a manner that is
reactive to instantaneous offered load. The
MAC layer is supported in this task by the routing
with link-specific information that designates:
• Dedicated resources (resources are exclu-

sively assigned by the routing to a link).
• Prohibited resources (resources not allowed

on a link due to excessive interference).
• Shared resources (which can be assigned by

the MAC layer, and it is the responsibility
of the MAC layer to minimize collisions).

SPECTRUM SHARING
Traditionally, mobile wireless access systems
have operated in dedicated spectrum identified
for IMT in the ITU-R Radio regulations and
exclusively licensed for use by a single operator
in a given area. Although we expect licensed
spectrum to also remain a main spectrum-assign-
ment approach for UDN, we believe that there
are clear values in the introduction of spectrum
sharing functionality, as follows.

•Exclusive provisioning of system bandwidths
in the order of 2 GHz is challenging for multiple
parallel network deployments. Deployments in
certain premises may often be isolated from
other deployments. The capability to operate
multiple UDNs on the same frequency channel
allows the potential of access to the entire avail-
able bandwidth and improves spectrum utilization.

•Spectrum sharing is feasible for UDNs oper-
ating at millimeter-wave frequencies since power
levels are lower and deployment is more localized.

•Spectrum sharing functionality will make it
simpler and faster to find spectrum for UDNs
since UDN deployment and evacuation of other

Centralized solutions

do not scale well for

larger networks but

can deliver superior

performance. Cen-

tralized routing will

need dissemination

of routes to physical

nodes. Routes would

be maintained over

at least several mil-

liseconds and then

updated only on

need.

BALDEMAIR_LAYOUT.qxp_Author Layout  1/7/15  3:16 PM  Page 206



IEEE Communications Magazine • January 2015 207

services could, if desired, happen simultaneously.
Alternatively, services with very different deploy-
ment and/or spectrum usage patterns from those
of UDNs provide attractive sharing opportunities.

Given the vast range of spectrum sharing
approaches discussed in many different constel-
lations, it is of high importance for the 5G com-
munity to identify those scenarios that 5G
technologies should support. A certain set of
scenarios developed in the spectrum sharing
toolbox [6] appears relevant for UDNs from a
technical and business perspective. From these
scenarios, a set of technical enablers can be
derived that should become part of 5G technolo-
gy. At the very minimum, the ability to select an
operating channel based on other detected sys-
tems by means of dynamic frequency/channel
selection (DFS/DCS) is needed. 

An inter-UDN coordination protocol will
coordinate spectrum sharing based on limited
and explicit information exchange with the aim
to agree on how to separate interfering transmis-
sions in the time-frequency domain. Another
way of handling inter-UDN spectrum sharing in
a more centrally controlled manner is through a
horizontal spectrum manager that controls spec-
trum usage among UDNs. 

One recently discussed option is to access
spectrum under the principle of Licensed Shared
Access1 (LSA) [9]. UDNs are well suited for
LSA since they do not require access to spec-
trum over large areas and in a ubiquitous man-
ner and their overall interference potential is
low. The key technical enabler required for LSA
is an interface to an external spectrum reposito-
ry over which a UDN can obtain information on
available frequencies and related operational
constraints.

The unlicensed band at 60 GHz provides
additional bandwidth, around 7 GHz, offering an
opportunity for coexistence with unlicensed use,
e.g. by using a Wi-Fi coexistence mode [7]. 

PERFORMANCE
Simulations were carried out for an office
(Fig. 3) with ten access nodes, a varying number
of which are aggregation nodes that are connect-

ed by fiber, others being wirelessly backhauled.
The UDN operates at 60 GHz and utilizes a
bandwidth of 1.8 GHz. Transmit power levels of
access nodes and UEs are 13 dBm and 10 dBm,
respectively. An access node has seven antennas
distributed over a hemisphere while each UE
has two antennas. A noise figure of 6 dB is
assumed. A distributed routing algorithm assigns
resources partially; the remaining resources are
assigned by the MAC layer. No spatial multi-
plexing is assumed. For each drop, a user has a
full buffer with 20 percent probability and no
offered traffic otherwise. The channel is mainly
modeled by ray tracing. Random point sources
provide statistical variation from a purely specu-
lar representation. While self-backhauling has an
impact on aggregate throughput, it still provides
for a system throughput of around 7 Gb/s, as
shown in Fig. 3.

CONCLUSIONS
The Networked Society will need evolution of
mobile communication beyond the multi-Mb/s
mobile broadband services currently enjoyed by
billions of people, and will require mobile sys-
tems to support a much wider range of require-
ments than today. The fifth generation mobile
networks will be built around an evolution of
LTE that will provide wide area coverage, and
will be aided by other component access tech-
nologies that handle specialized scenarios. Cer-
tain localized low-mobility environments will
benefit from extremely high data rate access pro-
vided by Ultra-Dense Network (UDN) deploy-
ments. In this article we define and present the
UDN as an important component of 5G wireless
access that will boost data rates to the order of
10 Gb/s and lower delays to the order of 1 ms in
localized environments. The UDN will operate
in the millimeter-wave band, and thereby enable
large contiguous bandwidths up to around 2 GHz.
The physical layer design can be based on
OFDM or DFTS-OFDM, and one design option
suitable for a wide range of frequency bands and
reasonable mobility is presented. The challenges
posed by propagation for receiver performance
are met by the use of adaptive beamforming to

1 LSA refers to the con-
cept of freeing frequency
ranges that are underuti-
lized by their incumbent
users for additional use.

Figure 3. Downlink system throughput of a UDN. Left: Office layout (blue squares = UEs, red circles = access nodes). Distance
scales are in meters. Right: System throughput in downlink. Load is the average number of UEs per access node.
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improve link margin. Self-backhauling together
with interference-aware routing is used to wire-
lessly connect access nodes with a wired aggrega-
tion node, thus alleviating the need to physically
connect all access nodes to a supporting net-
work. The architecture allows for intra-UDN
mobility and enables tight integration with exist-
ing cellular standards for mobility, security, and
quality of service. Beamforming and short link
ranges lower interference, thus making coordi-
nated spectrum sharing possible. Technical solu-
tions have been presented for a representative
office environment and performance was validat-
ed through simulations.
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INTRODUCTION

Future fifth generation (5G) cellular networks
are being developed to satisfy dramatically
increasing data traffic among mobile devices
with the emergence of various high-speed multi-
media applications [1]. Table 1 summarizes the
evolution of cellular networks from 1G to 4G
from the aspects of implemented key technolo-
gies and the most supported applications. A new
generation emerges about every 10 years to sig-
nificantly improve the transmission rate and sup-
port more applications. 5G cellular networks are
expected to have much higher network capacity
and provide multi-gigabits-per-second data rate
for each user to support multimedia applications
with stringent quality of service (QoS) require-
ments. For example, uncompressed video
streaming requires a mandatory data rate of
1.78/3.56 Gb/s. These newly emerging band-
width-intensive applications create unprecedent-
ed challenges for wireless service providers to
overcome a global bandwidth shortage [2].

Millimeter-wave (mmWave) communication
is a very promising solution for future 5G cel-
lular networks. An mmWave communication
system has very large bandwidth (multiple giga-
hertz),  which can be translated directly to
much higher data rates and overwhelming

capacity. Multi-gigabits-per-second transmis-
sion at mmWave band has been realized in
both indoor (e.g., wireless personal area net-
works) [3] and outdoor (e.g., wireless mesh
networks) systems [4].  The availabil ity of
mmWave spectrum and recent advances in RF
integrated circuit (RFIC) design motivate
industrial interest in leveraging mmWave com-
munication for future 5G cellular networks.
MmWave 5G cellular networks are expected to
have the main characteristics of highly direc-
tional antennas at both wireless devices and
base stations, lower link outage probability,
extremely high data rate in the widest coverage
area, and higher aggregate capacity for many
simultaneous users. As a replacement of cop-
per/fiber infrastructure, mmWave mesh net-
works can be used as a wireless backbone for
5G to provide rapid deployment and mesh-like
connectivity.

Generally, device-to-device (D2D) commu-
nications provide the connection between two
wireless devices either directly or by hopping.
D2D communications can be established via the
base stations in traditional cellular networks.
Specifically, one wireless device needs to com-
municate with the base station; then the base
station conveys the data to another wireless
device directly or via backbone networks. Moti-
vated by the increasingly high-rate local ser-
vices, such as distributing large files among the
wireless devices in the same cell, local D2D
communications have recently been studied as
an underlay to Long Term Evolution-Advanced
(LTE-A) 4G cellular networks [5]. It can signif-
icantly enhance the network capacity by estab-
lishing a path between two wireless devices in
the same cell without an infrastructure of a
base station. In mmWave 5G cellular networks,
local D2D communications can be formed to
offload cellular communications, thus support-
ing more simultaneous users. Meanwhile, global
D2D communications can be formed with mul-
tihop wireless transmissions via base stations
between two wireless devices associated with
different cells. Taking advantage of mmWave
propagation characteristics and the use of direc-
tional antennas, a resource sharing scheme sup-
porting non-interfering concurrent links is
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proposed to share network resources among
local D2D communications and global D2D
communications.

In this article, we focus on building D2D
communications over mmWave 5G cellular net-
works. We discuss the mmWave propagation
characteristics and the corresponding challenges
to enable D2D communications. The future 5G
cellular network architecture and MAC structure
are described. A resource sharing scheme to
allocate time slots to concurrent D2D links to
increase network capacity is proposed. We then
conclude the article with a summary and a brief
discussion of future work.

MMWAVE D2D COMMUNICATIONS

MMWAVE PROPAGATION
MmWave communication (with wavelength on
the order of millimeters), including the frequency
band from 30–300 GHz, has several fundamental
propagation features [6]. First, the propagation
loss is much higher than that in the microwave
band (e.g., 28 dB higher at 60 GHz than at 2.4
GHz) since the free space propagation loss is
proportional to the square of the carrier frequen-
cy. A high-gain directional antenna is favored to
compensate for the tremendous propagation loss
and reduce the shadowing effect. Second, the
short wavelengths of mmWave bands result in
difficulties in diffracting around obstacles. Line-
of-sight (LOS) transmissions can easily be
blocked by the obstacles. Since non-LOS (NLOS)
transmissions in mmWave channels suffer from
significant attenuation and a shortage of multi-
paths, link outage can happen if an LOS link is
blocked. Third, mmWave signals have difficulties
penetrating through solid materials (e.g., at 40
GHz, 178 dB attenuation for brick wall and over
20 dB attenuation for a painted board). The lim-
ited penetration capability could confine outdoor
mmWave signals to streets and other outdoor
structures, although some signal power might
reach inside the buildings through glass windows
and wood doors. These propagation characteris-
tics lead to challenges to achieve seamless cover-
age and reliability [7].

D2D COMMUNICATIONS

Enabling D2D communications to handle local
traffic can be found in [8], where D2D connec-
tions are used for relaying rather than improv-
ing the spectrum utilization efficiency. In [9],
the traffic loads of the coexisting cellular and
ad hoc networks are considered to be indepen-
dent. Recently, D2D communications used in
4G cellular networks focus on local D2D con-
nections as an underlay to cellular connections.
The local D2D communications can reuse the
cellular resources to increase spectral efficien-
cy, which has promoted much work in recent
years [5].

In mmWave 5G cellular networks, two kinds
of D2D communications can be enabled: local
D2D communications and global D2D commu-
nications. Local D2D communications build the
path between two wireless devices associated
with the same base station, either directly or by
relays if the LOS link between them is blocked.
They facilitate the discovery of geographically
close devices and reduce the communication cost
between these devices. Global D2D communica-
tions connect two wireless devices associated
with different base stations by hopping via the
backbone networks. They include device-to-base-
station (D2B) communications and base-station-
to-base-station (B2B) communications. In
contrast with 4G cellular networks where com-
munications between base stations are per-
formed via fiber links, mmWave communication
with a highly directional antenna provides wire-
less connections with high data rate for B2B
communications in mmWave 5G cellular net-
works.

D2D IN MMWAVE 5G
As described earlier, D2D communications are
expected to be an essential feature of mmWave
5G cellular networks, to improve network capac-
ity and build connections between two wireless
devices. Due to the directional antenna and high
propagation loss, mmWave communication has
relatively low multi-user interference (MUI),
which can support simultaneous communica-
tions. By allowing multiple concurrent D2D
links, the network capacity can be further
improved.

In mmWave 5G cellular networks, D2D
communications may face two kinds of poten-
tial interference within each cell: interference
among different local D2D communications (if
there are multiple local D2D communications)
and interference between local D2D communi-
cations and D2B/B2B communications. Most of
the existing works on D2D communications
focus on the design of optimized resource shar-
ing algorithms by managing the interferences
[5, 10]. In [5], the performance of frequency
reuse among D2D links is analyzed with dynam-
ic data arrival settings to obtain average queue
length, mean throughput, average packet delay,
and packet dropping probability. In [10], the
system aims to optimize the throughput over
the shared resources while fulfilling prioritized
cellular service constraints. The performance of
the D2D underlay system is evaluated in both a
single-cell scenario and the Manhattan grid

Table 1. Evolution of 1G through 4G cellular networks.

Generation Features Applications

1G Deployed in the 1980s.
Analog technology. Voice communication.

2G

Deployed in the 1990s.
Digital modulations.

Primary technologies are IS-95,
CDMA, and GSM.

Voice SMS and low-rate
data.

3G

144 kb/s for mobile, 384 kb/s
pedestrian, and 2 Mb/s for

indoor. CDMA2000, WIMAX,
and UMTS-HSPA.

New applications, such as
video conference,

location-based service.

4G

Require ability of 40 MHz chan-
nel with high spectral efficien-

cy. LTE, LTE-A, and IEEE
802.16.m.

Higher rate data,
hundreds of megabits per

second.
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environment. It considers resource sharing
between one cellular connection and one local
D2D connection.

To the best of our knowledge, previous works
on resource sharing for D2D communications
consider the mutual interference of omnidirec-
tional antennas. Taking advantage of high prop-
agation loss and the use of directional antennas,
more D2D links can be supported in each cell in
mmWave 5G networks to further enhance net-
work capacity and improve spectrum efficiency.
A new resource sharing scheme considering
directional interference is necessary in mmWave
5G cellular networks to enable multiple D2D
communications.

NETWORK ARCHITECTURE
It is expected that the current 4G cellular net-
works can provide seamless coverage and reli-
able communications because of the lower
frequency band. For smooth and cost-efficient
transition from 4G to 5G, 5G cellular networks
use the hybrid 4G+mmWave system structure
shown in Fig. 1 to achieve seamless coverage
and high rate in most coverage areas. The man-
agement information and low-rate applications
(e.g., voice, text, and web browser) are trans-
mitted in 4G networks, while the mmWave
bands are available for high-rate multimedia
applications.

The 5G cellular networks consist  of 4G
base stations,  mmWave base stations,  and
mobile devices. In 4G networks, the whole
geographical area is partitioned into cells,
each of which is covered by one or more 4G
base stations. MmWave transmission/reception
is based on high directional antennas, which
can greatly reduce the mutual interference
between mmWave base stations. It has been
proved and demonstrated [4] that for an out-
door environment, the interference among
mmWave concurrent links are negligible, and
directional mmWave communication links can
be considered as pseudo-wired .  Therefore,
mmWave base stations do not need to be
deployed in cells. In this article, dense mesh
networks are adopted for the mmWave back-
bone with grid topology deployment to provide
high rates and aggregate capacity. As shown in
Fig. 2, each wireless device has the communi-
cation modes of both 4G operation and
mmWave operation, and supports fast mode
transition between them. Two devices can
communicate with each other in the same
mode. This article focuses on enabling D2D
communications at mmWave band for 5G net-
works. Therefore, in the following parts of the
article, without special indications, the base
station refers to the mmWave base station. All
wireless devices and mmWave base stations
are equipped with electronically steerable
directional antennas for mmWave communica-
tion. All wireless devices and 4G base stations
have omnidirectional antennas for 4G commu-
nications. It is assumed that with mmWave
beamforming technologies [11], each transmis-
sion pair  can determine the best
transmission/reception beam patterns for data
transmission.

MEDIUM ACCESS CONTROL

Several works on directional mmWave MAC for
networks with low user mobility (e.g., WLAN or
WPAN) have appeared in the literature [12, 13].
Cross-layer modeling and design approaches are
presented in [12] to account for the problems of
directionality and blockage. In the proposed
MAC protocol, an intermediate node is random-
ly selected as the relay if the LOS link between
the source and the destination is not available.
In [13], an exclusive region (ER)-based resource
management scheme is proposed to exploit the
spatial reuse, and the optimal ER sizes are
derived. The main challenge in mmWave MAC
design is how to use the spectrum efficiently to
achieve higher capacity considering mmWave
propagation features while providing reliable
high-rate connections.

MmWave 5G cellular networks support mul-
timedia applications with stringent QoS require-
ments. To provide guaranteed performance,
time-division multiple access (TDMA) is adopt-
ed for mmWave channel access in 5G networks
with the superframe shown in Fig. 3. Each base

Figure 1. MmWave 5G cellular network architecture.
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station handles the local D2D transmissions,
B2B transmissions, and D2B transmissions. Time
is partitioned into superframes, each of which
are composed of M time slots called channel
time allocation (CTA). In each CTA, multiple
local D2D communications can operate simulta-
neously to exploit spatial reuse and improve
spectrum utilization efficiency. Due to the half-
duplex constraint, there should be at most one
D2B/B2B link in each CTA since the base sta-
tion cannot transmit and receive simultaneously.
The 4G base stations collect the transmission
requests and signaling information for mmWave
communication by reliable 4G networks.

For each local communication (including local
D2D and D2B), the transmitter polls the receiver
to check connectivity. Each receiver has to
respond within a fixed interval, that is, a poll
inter frame space (PIFS), with a poll response
message if the connection is not blocked. The
absence of a poll response at the receiver indi-
cates the link blockage and triggers multihop
transmission to bypass the obstacles by intelli-
gently selecting a relay within the wireless devices
under the control of the base station. Relay
selection has great impact on its flow throughput
and interference to other links operating at the
same time. There are many existing schemes to
determine relay selection [3]. Since the main
focus of this article is to enable D2D communi-
cations, we simplify the relay selection by ran-

domly picking up a node that is close to the
direct path of the source and destination with
LOS transmissions available to both. The link
budget is used to ensure the link reliability over
the coverage range. After the transmitter receives
the polling response message, it starts to send
packets to the receiver. Then the receiver
acknowledges the successful packet reception
with an ACK message. For transmissions among
mmWave base stations, it is assumed that the
path can be determined by routing protocol with-
out the involvement of a blocked link in the path.

RESOURCE SHARING
From the above discussions, resource sharing is
the essential problem in enabling concurrent
D2D communications in mmWave 5G cellular
networks. This section presents the resource
sharing modes, formulates the general resource
sharing problem in directional mmWave 5G net-
works, and proposes an efficient algorithm to
obtain the resource sharing solution.

RESOURCE SHARING MODES
The local D2D and D2B/B2B links share the
resources in mmWave 5G cellular networks. The
resource sharing decisions are made by the base
station. Generally, there are two resource shar-
ing modes in the network:
• Non-orthogonal sharing (NOS) mode: Local

D2D links and D2B/B2B links reuse the
same resource, causing interference with
each other. The base station coordinates
the usage of resources (e.g., transmission
power and time slot) for both kinds of links.

• Orthogonal sharing (OS) mode: Local D2D
links use part of the resources while the
other resources are allocated to D2B/B2B
links. Thus, there is no interference
between them, which simplifies the resource
sharing.
Although orthogonal sharing mode can make

resource sharing simple, non-orthogonal sharing
can result in better resource utilization efficiency
with proper sharing schemes. In this article, the
non-orthogonal sharing mode is adopted for
multiple concurrent links under the control of
the base station. The use of directional antenna
and high propagation loss can result in relatively
lower mutual interference or even no interfer-
ence by properly selecting the concurrent links
formed by geographically distributed wireless
devices.

Some of the existing work on resource shar-
ing of D2D communications consider the sce-
nario of one local D2D and one D2B link to
simplify the interference [10]. Concurrent trans-
missions are also enabled in WLAN/WPAN net-
works to exploit spatial reuse [14, 15]. These
papers consider D2D connections as local com-
munications within the network operated by a
network controller. The resource sharing scheme
can be either distributively determined by the
wireless devices themselves or centrally operated
by the base station. As the mmWave 5G cellular
networks are centralized in nature, the resource
sharing scheme in this article is determined by
the base station considering mutual interference
among D2B and local D2D connections.

Figure 2. Wireless operation mode of each node.
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OPTIMIZATION OF RESOURCE SHARING

Due to the long transmission distance and highly
directional antennas, the interferences of the con-
current transmissions among mmWave base sta-
tions are negligible. The network capacity is mainly
constrained by the interferences generated by local
network. Each time slot can be allocated to multi-
ple communication links which are spatially sepa-
rated or overlapped without much interference.
Both D2D and D2B/B2B links use the same time
slots, and they might interfere with each other. Dif-
ferent sets of active local D2D links may affect the
transmission rate of D2B/B2B links and vice versa.
How to share the resources among D2D and
D2B/B2B links to achieve optimal system through-
put is an important and challenging issue.

The resource sharing determines a set of
active links for each time slot in the superframe.
Total data transmitted in the whole superframe
is used as the objective function to achieve the
best resource sharing while satisfying the trans-
mission requests of each link. A variable Xi,j = 0
or 1 indicates if link i is active in the jth time
slot. Total data transmitted in the whole super-
frame can be expressed as the function of
|Xi,j|L×M with each rate estimated by Shannon
capacity formula. M denotes the number of time
slots in each superframe, and L is the number of
collected transmission requests.

The above optimization problem is a nonlin-
ear integer programming problem. One possible
approach is to relax the integer variables into
continuous ones, and use optimization tools to
solve the approximated problem. However, the
approximated problem is still difficult to solve,
since its objective function is not necessarily con-
cave. The complexity of the above problem
increases exponentially with the number of con-
current links and number of time slots. In this
article, a heuristic resource sharing scheme is
proposed to assign a set of active links for each
time slot effectively.

RESOURCE SHARING SCHEME DESIGN
The complexity of achieving the best resource
sharing comes from the possible mutual interfer-
ence of directional antennas. To simplify the
problem and obtain an efficient resource sharing
scheme, only non-interfering links are allocated
to each time slot to share the resources. The
concurrent transmission condition is that two
links can operate simultaneously without inter-
ference if and only if any transmitter is outside
the beamwidth of the other receiver or does not
direct its beam to the other receiver if it is with-
in the beamwidth of the other receiver. We
apply an ideal “flat-top” model for directional
antennas, that is, unit gain within the beamwidth
and zero gain outside the beamwidth.

The details of the proposed resource sharing
scheme are as follows. By a polling process, if an
LOS link is blocked, a relay is selected to build a
multihop path. At the beginning of each super-
frame, all the transmission requests are collected
by 4G networks. Transmission requests would be
forwarded to mmWave base stations if they
require high data rate. The mmWave base sta-
tion makes the resource sharing decisions for
each superframe (i.e., a specific set of active

links for each time slot) and sends the decisions
to all the involved wireless devices via reliable
4G networks. It is assumed that all the wireless
devices and base stations are synchronized.

Since the concurrent links rely on LOS trans-
mission, and we allow non-interfering links to oper-
ate concurrently, the wireless channel can be
modeled by the free space Friis transmission equa-
tion. The instantaneous transmission rate can be
estimated by the Shannon capacity formula. Each
transmission request indicates a minimum average
throughput to support multimedia applications.
Thus, the number of time slots in each superframe
for each transmission request can be predeter-
mined. We randomly sort the transmission links in
a specific sequence. A transmission request ri from
the ith link needs n(i) slots. The base station
sequentially checks if the ith link can operate con-
currently with all the existing links in the same time
slot according to the concurrent transmission condi-
tion. Note that two links having the same node can-
not operate simultaneously due to the half-duplex
constraint of wireless communications. If a link
does not interfere with all existing links, this link is
set to be active in the current time slot. After
traversing all the links, the active link set for the
current time slot is obtained. This active link set is
used for the following time slots until at least one
link’s throughput requirement is satisfied. If a link’s
required number of time slots has been satisfied, it
should be set inactive, and it is not necessary to
check the concurrent transmission condition of this
link in the following time slots. The above proce-
dure is repeated until all the time slots have been
traversed. If a link’s request is not satisfied in the
current superframe, it will be re-sent in the next
superframe to share the resources with other links.

Figures 4 and 5 show the performance of the
proposed resource sharing scheme. There are 40
transmission requests received in the base station.
All the wireless devices are randomly distributed
in a 20 m × 20 m square area. The transmission

Figure 4. Number of supported traffic flows.
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power is 0.1 mW, and the background noise level
is 134 dBm/MHz. The antenna beamwidth is 45°
for both mobile devices and mmWave base sta-
tions. The performance of the proposed resource
sharing scheme is compared to two other schemes,
traditional cellular and random selection. The tra-
ditional cellular scheme does not have local D2D
communications, while the random selection
scheme just randomly selects several links to
share the resource. In Fig. 4, the proposed
resource sharing scheme significantly outperforms
the other two schemes in terms of the number of
supported flows by effectively exploiting the spa-
tial reuse opportunities. The proposed resource
sharing scheme is very useful, especially for a
dense network in the urban area. Network capaci-
ty for mmWave 5G networks is an essential issue
in the deployment of mmWave base stations. This
article considers concurrent transmissions to
improve local network capacity.

The proposed resource sharing scheme uses
multihop transmission with relays to deal with
link blockage. The blockage model defined in
the IEEE 802.11ad channel model document is
adopted. In mmWave 5G cellular networks, both
the obstacles and the mobility of mobile devices
can cause link outage if LOS transmission is
blocked. Network connectivity is shown in Fig. 5
with various numbers of transmission requests in
the network. A relaying mechanism can reduce
the link outage probability by replacing a blocked
link with an alternative path with two links. The
relaying mechanism to keep network connectivi-
ty is effective for users with low mobility.

CONCLUSION AND
FUTURE RESEARCH

In this article, we have discussed the suitability
of mmWave band for 5G cellular networks. We
have also proposed a resource sharing scheme
for concurrent D2D communications in

mmWave 5G cellular networks that can signifi-
cantly improve network capacity while keeping
network connectivity well. The article should be
useful for future research on enabling D2D com-
munications in mmWave 5G cellular networks.

To achieve high transmission rate and aggre-
gate capacity, mmWave base stations may be
densely deployed, especially for urban areas.
Thus, mobile users may have to hand off fre-
quently between mmWave base stations. Fast
neighbor discovery is required in the handoff
procedure for mobile users to find nearby base
stations and switch to the base station with bet-
ter link quality. Although directional antennas
offer many advantages on improving spatial
reuse and network capacity, there are challenges
(e.g., deafness problem) in neighbor discovery.
In our future work, we will study neighbor dis-
covery for frequent handoffs with directional
antennas in mmWave 5G cellular networks.
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INTRODUCTION

The current generation of wireless standards, i.e.
IEEE 802.11ac, can support data rates of up to
1.6 Gigabit per second (Gbps) employing high-
order modulations and the multiple-input and
multiple-output technology. In comparison, the
latest wired Ethernet protocol can easily support
data rates of up to 100 Gbps, i.e. more than 60
times faster. Thus, to ensure that wireless net-
working continues to be a viable alternative to
wired networks, there is an urgent need for the
development of multi-Gbps wireless links.

One approach for meeting the above need
has been to more effectively share the network
resources through the widely accepted notion of
heterogeneous networks (HetNets) (Fig. 1). By
employing smaller and more specialized cells,
such networks can more efficiently meet the
users’ needs and improve the overall throughput
of cellular networks [1]. However, the close

vicinity of many users and cellular base station
(BSs) along with the interference among these
devices in HetNets, have introduced new chal-
lenges to the design of communication systems.
Although many algorithms and approaches have
been proposed for interference management and
alignment in HetNets [2], these schemes are
mainly complex in nature and may not be suit-
able for cost and power sensitive wireless appli-
cations.

Another approach for meeting the increasing
demands for faster data relay connectivity is to
take advantage of the vast bandwidth in the mil-
limeter-wave band. It is noteworthy that the
commissioned bandwidth by the Federal Com-
munication Commission (FCC) in the 60 GHz
and 70–80 GHz bands alone is 50 times the avail-
able bandwidth in today’s cellular networks [3].
Thus, the millimeter-wave spectrum provides a
great potential for meeting the tremendous
demand for affordable and ultra high-speed
wireless links. Current research has shown that
point-to-point systems in the 70–80 GHz or the
E-band can indeed support significantly higher
date rates than the systems using the microwave
band (frequencies below 30 GHz) [4]. Moreover,
new wireless networking standards, e.g. IEEE
802.11ad and IEEE 802.15.3c, are designed to
support multi Giga bit per second (Gbps) wire-
less networks in the 60 GHz or the V-band. In
spite of these positive developments, millimeter-
wave systems are significantly less bandwidth
efficient than their counterparts in the
microwave band [5–8].

As shown in Fig. 2, compared to the 60 GHz
band, the atmospheric absorption in the 70–80 GHz
spectrum is much lower, i.e. approximately 16 dB
lower. Moreover, the FCC regulations allow for
higher transmission power in the E-band com-
pared to the V-band, i.e. maximum transmit
power of 0.5 W and 3 W for the V-band and
E-band, respectively [8]. Accordingly, due to the
large attenuation factor and high antenna direc-
tivity, the 7 GHz of bandwidth in the 60 GHz
band can be used to establish ultra high-speed
wireless links without causing significant interfer-
ence to neighboring devices and networks. These
characteristics, which are beneficial from an
interference management perspective, can also
limit the ability of V-band systems to meet the
quality of service (QoS) and throughput require-
ments of users in wireless or cellular networks.

ABSTRACT

Heterogeneous networks, HetNets, are known
to enhance the bandwidth efficiency and
throughput of wireless networks by more effec-
tively utilizing the network resources. However,
the higher density of users and access points in
HetNets introduces significant inter-user inter-
ference that needs to be mitigated through com-
plex and sophisticated interference cancellation
schemes. Moreover, due to significant channel
attenuation and the presence of hardware
impairments, e.g. phase noise and amplifier non-
linearities, the vast bandwidth in the millimeter-
wave band has not been fully utilized to date. In
order to enable the development of multi-Giga-
bit per second wireless networks, we introduce a
novel millimeter-wave HetNet paradigm, termed
hybrid HetNet, which exploits the vast bandwidth
and propagation characteristics in the 60 GHz
and 70–80 GHz bands to reduce the impact of
interference in HetNets. Simulation results are
presented to illustrate the performance advan-
tage of hybrid HetNets with respect to tradition-
al networks. Next, two specific transceiver
structures that enable hand-offs from the 60 GHz
band, i.e. the V-band to the 70–80 GHz band, i.e.
the E-band, and vice versa are proposed. Finally,
the practical and regulatory challenges for estab-
lishing a hybrid HetNet are outlined.
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Using the aforementioned characteristics of
the V-band and E-band, in this work we present
a novel hybrid millimeter-wave based HetNet
paradigm that enhances the bandwidth efficiency
of millimeter-wave systems while reducing inter-
ference. More specifically, a hybrid HetNet
makes use of the large bandwidth in the V-band
to establish short range ultra high-speed point-
to-point links. Due to the strong radio signal
attenuation and high antenna directivity in the
V-band, such links will not be a significant source
of interference. Moreover, to circumvent the
shortcomings of the V-band and to meet the
QoS requirements of the network, we propose to
apply the E-band spectrum to establish the
longer-range links and to interconnect the Het-
Net BSs. For example, the links between the
macrocell and picocell BSs and users can oper-
ate in the E-band, while the V-band can be used
by femtocell BSs. Our simulation results illus-
trate the significant advantages of utilizing both
the V-band and E-band in hybrid HetNet topolo-
gies. Next, new transceiver structures that allow
the seamless handover from the V-band to the
E-band and vice versa are presented, and their
advantages and disadvantages are discussed.
Finally, the challenges of implementing a hybrid
HetNet structure in the millimeter-wave band,
due to regulatory limitations, are presented and
preliminary solutions are proposed.

The remainder of this article is organized as
follows. The potential of utilizing the V-band
or/and E-band in hybrid HetNets is presented.
We focus on the transceiver structures and hand-
off issues in hybrid HetNets. We outline the
main regulatory challenges for developing and
implementing a Hybrid HetNet structure and
present preliminary solutions to these challenges.

POTENTIAL OF HYBRID HETNETS
The main challenges for the wide deployment of
next generation wireless networks in the V-band
can be summarized as [4, 7, 8]: 1) high path loss;
2) significant signal attenuation due to shadow-
ing; and 3) limited transmit power. There are a
number of solutions that are proposed for tack-
ling these issues. These range from the deploy-
ment of highly directional antennas [7, 9–11] to
the application of multi-beam directional arrays
that radiate in multiple directions [12, 13]. The
former approach requires the application of
tracking algorithms that estimate the location of
a user and adjust the beam pattern of the anten-
na mechanically or through signal processing
approaches. Hence, this approach can be com-
plex to implement and its performance is highly
dependent on the accuracy of the tracking algo-
rithm, which can vary substantially based on the
propagation environment. By transmitting in
multiple directions, the second approach seeks
to mitigate the shadowing issue in the V-band,
since it is anticipated that at least one of the
beams or its reflections will reach the receiver.
However, none of these schemes can address the
limited operational range of V-band systems due
to the significant channel attenuation and oxy-
gen absorption.

Unlike the V-band, the available spectrum in
the E-band does not suffer from significant

channel attenuation. As such, the 10 GHz of
bandwidth in the E-band can be utilized to estab-
lish links with longer operational ranges [8].
Although these characteristics are advantageous
and can address the shortcomings of the V-band,
they can result in significant interference in
densely deployed HetNets. Thus, we propose to
concurrently use the bandwidths in the V-band
and the E-band to achieve higher data rates,
while reducing interference. Table 1 summarizes
the framework for utilizing each or both bands
in a hybrid HetNet configuration based on the
network density and link signal-to-noise ratio
(SNR). According to Table I, a hybrid HetNet
topology can use the V-band in densely deployed
networks. In this scenario, the high channel
attenuation in the V-band ensures that the
overall level of interference is reduced in the
network. In addition, to maintain the QoS in low

Figure 1. A HetNet with a macrocell BS and multiple supporting picocell
BSs, femtocells, and relays.

Picocell BS

Relay

Relay

Relay

Macrocell BS

Picocell BS

Users Femtocell BS

Table 1. Hybrid hetnet allocation of the V- and E-band spectra.
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Figure 2. Atmospheric attenuation vs. operating frequency [8].
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signal-to-noise ratio (SNR) scenarios, the E-
band spectrum can be used instead. The lower
channel attenuation and higher transmission
power in the E-band can be used to increase the
SNR. Finally, when extremely high throughputs
are needed and the interference levels are low,
both bands can be utilized.

In order to demonstrate the potential of a
hybrid HetNet configuration, in Fig. 3 we com-
pare the throughput of a point-to-point wireless
link, while considering systems operating in the
V-band, the E-band, and both V-band and E-band
simultaneously. In this scenario the effects of
channel attenuation, human shadowing, and
interference from neighboring devices on the
throughput of the link are also taken into
account. Two tiers are taken into consideration.
The network is assumed to consist of a macro-
cell and a femtocell BS and 10 users. The x-axis
indicates the average distance among the users
and their respective BSs. Our numerical results
in Fig. 3 demonstrate the advantage of a hybrid
HetNet compared to a HetNet that is operating
in either the V-band or E-band. As shown in
Fig. 3, as the link distance increases, the through-
put of an “E-band system” is significantly higher
than that of a “V-band system” due to a lower
channel attenuation factor and higher maximum
regulated transmission power. However, Fig. 3
shows that when taking the effect of interference
into account, as the network density increases, a
V-band wireless system can outperform its E-band
counterpart. This can be attributed to the higher
attenuation in the V-band, which reduces the
overall inter-user interfence in the network. As
such, the results in Fig. 3 show that a HetNet
that can take advantage of either the V-band or

E-band can support wireless links over longer
distances while reducing interference in densely
deployed networks. Moreover, we observe that
the overall performance of a wireless network
can be further improved if the transceivers used
in the hybrid HetNet can simultaneously trans-
mit information over both the V-band and E-
band spectra. This result is denoted by “Hybrid
system using E- and V-band spectra” in Fig. 3.

Based on the results in Fig. 3, the precursor
for transitioning or handing-off from one band
to another can be due to the following reasons.

•In the strong interference regime, the access
point or BS serving the wireless or cellular net-
work, respectively, allocates the V-band spec-
trum to users with high SNRs, while assigning
the E-band spectrum to users at lower SNR val-
ues. For example, the femtocells within a hybrid
HetNet may use the V-band spectrum to avoid
interfering with neighboring devices that are
communicating with the macrocell or picocell BSs.

•In the low SNR scenario, to maintain the
QoS, the access point allocates the E-band spec-
trum to users that have a link SNR below a cer-
tain threshold. For example, the E-band can be
used to establish longer-range links that connect
users at the cell edges to the macrocell BS. 

•In the high SNR and low interference sce-
nario, to meet the higher throughput require-
ments of a user, the access points may utilize the
spectrum in both the V-band and E-band to
meet the users’ demands. This scenario can be
considered in the context of transmitting audio/
visual signals to an entrainment center. Such high-
speed links can also be used to interconnect BSs.

TRANSCEIVER STRUCTURES FOR
HANDOVER BETWEEN
V-BAND AND E-BAND

Since the process of transitioning from the V-
band to the E-band in hybrid HetNets is directly
influenced by the transceiver design, we first pro-
pose two specific transceiver structures that sup-
port communication links in both the V-band
and/or E-band spectra. The transceiver design in
Fig. 4 allows for signal transmission in either the
V-band or E-band, while the transceiver struc-
ture in Fig. 5 supports simultaneous transmission
in both bands. The advantages/disadvantages of
each design can be summarized as follows.

•Since the transceiver design in Fig. 4 uses a
single band at any given time, it is possible to
use a single voltage controlled oscillator (VCO)
and amplifier at the radio frequency (RF) end.
Moreover, as shown in Fig. 4, this transceiver
structure does not require the deployment of a
multiplexing block for transmission of the infor-
mation bits in both the V-band and E-band.
Therefore, the transceiver design in Fig. 4 is less
complex and less costly to implement when com-
pared to the design in Fig. 5. 

•In general, designing an accurate and cost
effective VCO that can operate over a very large
set of frequencies is a rather challenging task.
This design constraint, combined with the fact
that the transceiver in Fig. 4 uses a single oscilla-
tor for 60 GHz, 70 GHz, and 80 GHz band trans-

Figure 3. Throughput of a HetNet system when operating in either the V-
or E-band, reduces the overall inter-user interference by utilizing both
spectra (combined antenna gain of 30 dBi, bandwidth 5 GHz for both the
V- and E-band, and 10-dB human shadowing).
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mission, may make this transceiver more suscep-
tible to the negative impact of disturbances, such
as oscillator phase noise, compared to the
transceiver in Fig. 5. 

•One of the main challenges in the area of
millimeter-wave communications is the design of
RF amplifiers that can efficiently operate in this
band. Keeping this in mind, we note that the
transceiver design in Fig. 4 requires the applica-
tion of an amplifier that can operate over a span
of 30 GHz. Therefore, considering today’s tech-
nology, it is anticipated that the transceiver in
Fig. 4 may be more severely affected by amplifi-
er nonlinearities and limited transmit power. On
the other hand, the design in Fig. 5 may deploy
standard amplifiers that are designed for either
the V-band or E-band. This greatly simplifies the
design process and may reduce the impact of
impairments such as amplifier nonlinearities. 

•The transceiver design in Fig. 5 can support
higher data rates than the approach in Fig. 4,
since it can use the spectra in both the V-band
and E-band simultaneously. 

Seamless handover between the V-band and E-
band communication is essential for the effective
operation of hybrid HetNets. Although very
sophisticated handover schemes are available for
current microwave based cellular networks [14,
15], these schemes may not be straightforwardly
applied in the case of millimeter-wave systems,
where the handovers take place over a much
wider range of frequencies. For example, since the
center frequencies for the V-band and E-band are
separated by as much as 10 GHz, the transceivers
intended for use in hybrid HetNets may require
the application of two separate oscillators for each
band. As such, compared to the microwave band,
the handover between millimeter-wave frequen-
cies is expected to be more severely affected by
impairments, such as frequency offset and oscilla-
tor phase noise. This renders the process of achiev-
ing carrier synchronization during the handover
process between the V-band and E-band to be far
more challenging than microwave-based cellular
networks. In addition, the handover schemes pro-
posed for current cellular networks are designed
to support transition from one cellular BS to
another [14, 15], while in hybrid HetNets the tran-
sition from the V-band to E-band communication
takes place among the same set of transceivers.
This specific characteristic can be applied to
reduce the overhead and complexity associated
with handovers in hybrid HetNets. For instance, in
the transceiver design in Fig. 5, while handing off
from one band to another, the current link can
serve as a feedback link to ease the process of
channel estimation and synchronization during the
handoff process. Thus, further research is needed
to develop a comprehensive approach for seam-
less transmission from the V-band to the E-band
and vice versa in hybrid HetNet configurations.

REGULATORY ISSUES FOR THE
DEVELOPMENT OF HYBRID HETNETS

Although the previous sections have demonstrat-
ed the advantages of using a hybrid HetNet
structure, there are some regulatory issues that
need to be addressed to make the deployment of

such networks possible. In this section we briefly
summarize these issues and provide solutions to
each specific case.

The V-band and E-band spectra are regulat-
ed or are being considered for regulation for the
deployment of communication systems by most
countries and regions in the world. More specifi-
cally, the V-band spectrum has been regulated
for use in the United States, European Union,
China, Canada, Korea, and many other countries
around the world. Moreover, the E-band spec-
trum is regulated both in the United States and
Europe and is being considered for the deploy-
ment of wireless communication systems in
China, Canada, and many other countries.
Although these regulations somewhat vary from
country to country, the regulations proposed by
the FCC represent a good sample of what is pro-
posed or being proposed for these bands. We
now summarize the FCC regulations regarding
the use of both bands in Table 2.

Based on the regulatory requirements pre-
sented in Table 2, there are two specific issues
that come to mind regarding the implementation
of a hybrid HetNet structure.

•The spectrum in the E-band is licensed and
may not be as readily available as the V-band for
use in wireless and cellular networks. This pre-
sents new challenges for the deployment of
hybrid HetNets by different cellular providers.

Figure 4. Transceiver structure for utilizing either the V-band or E-band.
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Figure 5. Transceiver structure for utilizing both the V-band and E-band
spectra simultaneously (PLL, DSP, and CLK stand for phase locked loop,
digital signal processing, and clock, respectively).
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However, the FCC has adopted a unique licens-
ing approach for spectrum allocation in the
E-band, where the links can be quickly and eco-
nomically registered over the Internet. It is also
anticipated that, as the E-band is used more
heavily due to spectrum needs, the licensing reg-
ulations on this band may be further relaxed. 

•The high antenna gain required for the use
of the E-band spectrum may render the applica-
tion of this spectrum impractical in small and
portable devices. Therefore, based on the cur-
rent regulations, the E-band may be mainly uti-
lized to carry the backhaul between access points
and BSs, which in any case are long-distance
links. However, as outlined above, it is anticipat-
ed that as the need for bandwidth and higher
throughputs in wireless networks continue to
grow, the large bandwidth in the E-band will
also be made available for use via less restrictive
regulations. 

SUMMARY
In order to reduce the impact of interference in
HetNets and more effectively utilize the avail-
able spectrum in the millimeter-wave band, this
article proposed a novel hybrid HetNet
paradigm. In a hybrid HetNet, the V-band is
used to establish short range and ultra high-
speed point-to-point links, e.g. within femtocells.
Due to significant channel attenuation in the
60 GHz band or the V-band, these short range
links do not result in significant inter-user inter-
ference. On the other hand, the 70/80 GHz band
or the E-band is used to establish the links with
longer ranges, e.g. to interconnect cellular BSs.
The E-band can support such links, since com-
pared to the V-band, channel attenuation in the
E-band is much smaller and the regulated maxi-
mum transmit power is much greater. Our simu-
lation results demonstrated that by employing
the characteristics of both bands, a hybrid Het-
Net configuration can greatly enhance the
throughput of millimeter-wave networks. More-
over, two competing transceiver structures for
hybrid HetNets were proposed and their advan-
tages and disadvantages, from a practical stand-
point, were discussed. We also outlined the
regulatory challenges that need to be addressed
to make a hybrid HetNet paradigm viable and
provided preliminary solutions for each issue.
Finally, although in this article the concept of
HetNets has been discussed from a physical
layer point-of-view, the successful deployment of
such networks requires some modification to the
higher layers. For example, the use of both the

V-band and E-band may be determined by the
higher layers based on the throughput needs of
the user, while the physical layer facilitates the
utilization of each band. Detailing these changes
is beyond the scope of this article and is subject
of future research.
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INTRODUCTION

The traffic load of wireless communications net-
works with various quality of service (QoS)
requirements has recently been increasing rapid-
ly due to the widespread use of mobile Internet
applications by smart terminals. This trend con-
tinues, requiring emerging wireless networks to
be designed to meet these requirements. The
fifth generation (5G) cellular communications
system is expected to be standardized around
2020 [1]. The overarching goal of 5G is to
achieve 10 to 100 times higher user data rates
such that in dense urban environments the typi-
cal user data rate will range from 1 to 10 Gb/s,
while supporting 10 to 100 times more connect-
ed devices. Moreover, to facilitate the vision of
the tactile Internet, end-to-end latency will need
to be less than 5 ms so as to provide ultra-fast
application response times.

As a result, novel physical, access, and net-
work layer technologies are required to realize
such ambitious goals. Generally speaking, there

are several means to improve network perfor-
mance. The first one is to increase the available
bandwidth (e.g., carrier aggregation or cognitive
radios). The second way is to increase geograph-
ic spectrum reusability through, say, device-to-
device (D2D) communication and small cell
techniques [2, 3]. The third but not least is to
improve spectral efficiency, such as (massive)
multiple-input multiple-output (MIMO) and
non-orthogonal multiple access (NOMA) tech-
niques. However, even though some of these
techniques are able to boost performance sub-
stantially, there is no clear roadmap on how to
achieve the so far defined 5G performance tar-
gets. Breakthrough technologies are thus needed
in the near future. 

Low frequency bands have been almost used
up in recent years, and it is difficult to find suffi-
cient frequency bands in the microwave range
for 5G. By contrast, there are still a large num-
ber of unused frequency bands in the millimeter-
wave (mmWave) bands, which may be of
potential use to mobile cellular communications
given recent advances in hardware and electron-
ic components. At present, mmWave communi-
cations have already had numerous indoor and
outdoor applications. It is well suited for not
only in-home applications like audio/video trans-
mission, desktop connections, and portable
devices, but also outdoor point-to-point applica-
tions. MmWave communications also play an
increasingly significant role as the wireless back-
haul for outdoor small cells, thanks to its low
costs, quick deployment, and flexibility. Apart
from these benefits, the evolved NodeB (eNB)
in a small cell may provide high system through-
put through mmWave communications. The
propagation characteristics of mmWave commu-
nications are characterized by a high level of
oxygen absorption and rain attenuation, espe-
cially in outdoor environments. This limits the
range and cell coverage of mmWave radio as
opposed to microwave radio.

On the other hand, mmWave communica-
tions systems facilitate integration with the
increasingly popular massive MIMO technology
[4]. This is because the wavelength of mmWave
radio is small enough so that the physical size of
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a massive antenna array can be greatly reduced
for easy deployment at small-cell eNBs. Apart
from improving spectral efficiency, massive
MIMO is also an effective technique to compen-
sate for the severe propagation loss of mmWave
radio [5]. Recently, beamforming/precoding
techniques with massive MIMO in mmWave
have been studied widely in IEEE standards,
such as IEEE 802.15.3c (TG3c) for wireless per-
sonal area networks (WPANs), IEEE 802.11ad
(TGad), and the Wireless Gigabit Alliance
(WiGig). Meanwhile, massive MIMO with 3D
beamforming is becoming a much discussed
topic in Release 12 of the 3rd Generation Part-
nership Project (3GPP) Long Term Evolution
(LTE) [6].

Therefore, heterogeneous and small cell net-
works (HetSNets) with mmWave communica-
tions will play a very important role in future 5G
cellular networks. However, there are many
problems related to the implementation of Het-
SNets with mmWave communications capabili-
ties. While there is ample physical (PHY)-layer
material available, such as [7], to the best of the
authors’ knowledge there have been few report-
ed studies in the literature addressing the com-
munications challenges from an access and
networking point of view [8]. The scope of this
article is thus to study the interplay of mmWave
and microwave communications in HetSNets
from the access and networking points of view.

Toward this end, the article is organized as
follows. We briefly discuss typical deployment
scenarios for HetSNets with mmWave communi-
cations. Given the scenario requirements, we
then design a 3GPP-LTE-compliant time-divi-
sion duplex (TDD) frame structure capable of
supporting multihop transmission via a wireless

backhaul. We discuss medium access and net-
working related challenges and solutions for
HetSNets with mmWave communications. We
then present and discuss performance results of
previously introduced protocols. Finally, conclu-
sions are drawn. 

DEPLOYMENT OF MMWAVE
COMMUNICATIONS IN HETSNETS

A HetSNet typically consists of multiple types of
radio access nodes in a 3GPP LTE network, for
example, a macrocell eNB (MeNB) and multiple
small cell eNBs (SeNBs) such as pico, femto,
and relay eNBs. In such a network, each SeNB
combines its backhaul data with that received
from other nodes in the network before forward-
ing it to the MeNB. The SeNBs are supposed to
be separated by short distances (e.g., 100~200
m), which helps mitigate severe propagation
losses. Coverage within the small cells (i.e., user
access) may also be provided by mmWave radio,
reducing the level of interference experienced
on the sub-3 GHz frequency bands used for tra-
ditional cellular communications.

TYPICAL DEPLOYMENT SCENARIOS
With the introduction of mmWave communica-
tions in the HetSNet, there are several potential
deployment scenarios with mmWave communi-
cations being used for backhaul and/or user
access links. Some typical scenarios are illustrat-
ed in Fig. 1 and discussed in more detail below. 

Scenario 1 (Baseline): Traditionally, an SeNB
is connected to its donor MeNB through a wired
backhaul such as an optical fiber. All user equip-
ments (UEs) are served by either the MeNB or

Figure 1. Illustration of typical deployment scenarios with both mmWave and microwave systems.
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SeNBs on the microwave band. Under this sce-
nario, interference coordination schemes have to
be carefully designed so as to avoid interference
between the MeNB and SeNBs. 

Scenario 2: Compared to scenario 1, the UEs
communicating with the MeNB work on the
microwave band, whereas the UEs served by the
SeNBs use mmWave radio. The SeNBs are con-
nected to the MeNB via a wired backhaul. No
interference coordination is needed between the
MeNB and SeNBs under this scenario. However,
the UEs should support dual bands for smooth
handover between the MeNB and SeNBs, thus
increasing the costs of the UEs. 

Scenario 3: In lieu of a wired backhaul, the
mmWave band is employed for backhaul trans-
mission between the MeNB and SeNBs. For the
sake of implementation, only single-hop is per-
mitted for backhaul transmission with mmWave
radio. Through such a deployment, only network
facilities need to be upgraded, while the UEs
remain unchanged. This is helpful for quick
deployment of SeNBs. Similar to scenario 1,
advanced interference coordination schemes are
necessary between the MeNB and SeNBs. 

Scenario 4: MmWave communications are
adopted for single-hop wireless backhaul for the
SeNBs in scenario 4. Moreover, the SeNBs serve
the UEs in a small cell via mmWave radio, which
can significantly increase network capacity
thanks to the tremendous bandwidth offered by
the mmWave band. 

Scenario 5: Increasing geographic spectrum
reusability is another means to improve network
capacity, resulting in dense small cell deploy-
ment. Then multihop wireless backhaul is a good
way to connect dense SeNBs with the MeNB. In
this scenario, the SeNBs can cooperate with one
another and communicate with their donor
MeNB via mmWave radio. Also, the access links
between the SeNBs and their served UEs work
on the mmWave band. This scenario is much
more flexible and can provide high capacity, in
which most key techniques for HetSNets with
mmWave communications may be applicable. 

Since Scenario 1 is the baseline, and Scenar-
ios 2–4 are generally a subset of Scenario 5, we
subsequently study the more general Scenario 5
from an access and networking point of view.
Based on that scenario as well as the unique
characteristics of mmWave communications, we
subsequently design an improved 3GPP LTE
backward-compatible access and backhaul frame
structure.

FRAME STRUCTURE
The propagation characteristics of mmWave
communication bands are fairly different from
those of microwave communications, such as the
Doppler frequency shift and multipath delay.
Therefore, the orthogonal frequency-division
multiplexing (OFDM) parameters for microwave
communications in 3GPP LTE systems are not
applicable to mmWave communications without
modifications. On the other hand, much larger
frequency bandwidths are available on mmWave
communication bands, which means the band-
width per subcarrier needs to be enlarged in
order to keep unchanged the size and complexity
of the fast Fourier transform (FFT). Moreover,

backward compatibility with 3GPP LTE systems
must be considered when introducing mmWave
communications into HetSNets. To facilitate the
utmost efficient system design, a new frame
structure has to be designed for mmWave com-
munications coexisting with microwave commu-
nications in HetSNets. 

Assume that 28 GHz band with 1 GHz in
bandwidth is used for mmWave communications
due to its availability and popularity [9]. Mea-
surement results show that the delay spread is
not severe if the transmitter-receiver (Tx-Rx)
separation is less 200 m at 28 GHz in the urban
environment. In the line of sight (LOS) case,
there are too few multipaths to determine the
root mean squared (RMS) delay spread, while in
the case of non-line-of-sight (NLOS), most mea-
sured multipath components have RMS delay
spreads below 0.2 ms. Thus, OFDM-based
mmWave wireless systems need to tolerate an
RMS delay of 0.2 ms or less. The guard interval
for mmWave communications is expected to be
much larger than the RMS delay in order to alle-
viate intersymbol interference (ISI). Besides this,
backward compatibility with microwave commu-
nications has to be taken into consideration.

Therefore, a guard period of 0.469 ms is
selected, because this value is not only two times
more than the measured RMS delay but also
one tenth1 of the guard period in microwave
communications. A symbol period of 66.67 ms is
selected in 3GPP LTE, which is 66.67/4.69 times
larger than the guard period. Correspondingly, a
useful symbol duration of 6.667 ms can be chosen
for mmWave communications and the subcarrier
spacing is computed as the inverse of the OFDM
useful symbol duration (i.e., 150 kHz). Then the
basic mmWave frame has 10 subframes, each of
which is of 0.1 ms duration and consists of 14
OFDM symbols. The frame structure and main
parameters are depicted in Fig. 2a as one possi-
ble TDD solution to HetSNets with mmWave
communications.

When wireless backhaul is adopted in the Het-
SNet with mmWave communications, the
mmWave subframe configuration is able to sup-
port multihop transmission. Each mmWave sub-
frame can be used for single-hop transmission.
Figure 2b illustrates an example configuration for
multihop transmission. In the first mmWave sub-
frame, the MeNB transmits backhaul signals to
the nearby SeNB 1# in the first-hop transmission,
and SeNB 2# far from the MeNB sends informa-
tion to its small cell UEs (SUEs) simultaneously.
Subsequently, the MeNBs remain silent in the
second mmWave subframe, and SeNB 1# trans-
mits signals to SeNB 2# and their SUEs, taking
advantage of spatial multiplexing. The uplink pro-
cedure is similar to that of the downlink. More-
over, in order to reduce the Rx/Tx switch, several
mmWave subframes can be grouped together to
provide radio resources for a single hop.

MAC AND NETWORKING
DESIGN CHALLENGES

The use of highly directional beamforming raises
a number of new challenges in the network
design. We focus only on the medium access

1 Note that this approach
is the inverse of a recent
machine-type communi-
cations (MTC)
approach, where the
channel is downsampled
by a factor of 10. In the
future, we envisage lega-
cy 3GPP LTE/LTE-A
systems run at the sam-
pling rate, whereas low-
complexity MTC devices
run on a tenth of the
sampling rate, and ultra-
high-capacity mmWave
systems at a 10 times
higher sampling rate.
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control (MAC) and networking layers in this
article. Thanks to the dense deployment of small
cells using narrow beams with large gains on
mmWave communication bands, multihop trans-
mission is made possible in HetSNets. Routing
schemes with a specific metric under certain
delay constraints and reasonable control over-
heads become very important. Different from
interference coordination in microwave commu-
nications, mainly in either the time or frequency
domain, spatial interference coordination
receives more attention in mmWave communica-
tions, and is thus discussed in this section. More-
over, due to the limited coverage of mmWave
communications, control channels are imple-
mented on microwave communication bands for
connectivity and mobility management, and data
channels via mmWave communication bands. 

ROUTING IN MULTIHOP HETSNETS
In dense urban areas, a large number of small
cells may be deployed closely in HetSNets. There
are backhaul connections among the SeNBs via
mmWave radio. The backhaul between the
SeNBs and their donor MeNB can be via either
mmWave radio or wired links, depending on the
deployment scenarios. In such a network, the
nodes can cooperate with each other, providing
improved reliability, enhanced coverage, and
reduced equipment costs. Compared with mobile
ad hoc networks, route recovery and energy effi-
ciency are not major concerns for multihop Het-

SNets due to limited mobility and the existence
of power supply at the eNBs. Moreover, there is
almost no interference between mmWave signals
due to the narrow beamform with large gains. In
other words, the channels for connecting the
SeNBs can be regarded as orthogonal, so no
channel assignment is needed. However, each
channel has its own propagation characteristics,
and network topology is determined by the
deployment scenario. Therefore, how to design
an efficient routing protocol becomes one of the
key challenges in multihop HetSNets. 

When designing a routing scheme, one needs
to taken into account several objectives, such as
increasing system throughput, decreasing end-to-
end delay, and achieving a good load balance.
Thus, much attention is paid to obtaining a reli-
able quantitative routing metric, which can link
several factors (e.g., system throughput, end-to-
end delay, and connectivity) with the quality of
the routing scheme. In general, we can define
such a metric as a function of N influence fac-
tors Ij (i.e., g = f (I1, I2, …, IN)). For example,
there are two QoS factors that mainly affect the
routing performance: the end-to-end delay t and
the packet loss rate h of the path. Then the
routing metric can be defined as a linear weight-
ed sum of the two influence factors, g = (1 – b)t
+ bh, which determines the importance of the
delay relative to the loss rate, and where b is a
weighting coefficient. 

Most existing routing algorithms are based on

Figure 2. Illustration of the proposed frame structure: a) modified TDD frame structure for mmWave communications; b)
mmWave subframe configuration for multihop communications.
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the minimum hop count, which is of no interest
for this article. Instead, through guaranteeing
some end-to-end QoS requirements, QoS rout-
ing algorithms with specific routing metrics
become much more promising in future broad-
band wireless communications networks. Queue
theory is a good theoretical tool to solve QoS-
related problems. In a multihop wireless net-
work, not only the traffic arrival process but also
the variation of the wireless channel can be
modeled by a completed tandem queuing frame-
work [10]. The queuing dynamics of nodes in a
given path determines the end-to-end QoS met-
rics including the delay and loss rate, which have
to be measured in a timely fashion in order to
enable the routing algorithm to adapt to the
changes of the network in time. The end-to-end
delay is the sum of the delays that any packet
experiences in all the queues and links along its
routing path. Packets may be lost due to buffer
overflow in one of the queues in tandem. 

As shown in Fig. 2, a number of consecutive
time slots form a fixed-sized time frame, where
the time slots in each time frame are periodically
allocated to some transmission links. Represent-
ing one hop, each link may be allocated time
slots in each time frame with different spatial
orthogonal channels formed by mmWave beam-
forming signals. Figure 3 presents an example of
a possible path from an SeNB to the MeNB and
its corresponding tandem queue. Data traffic
entering each queue may come from different
connections. Traffic from connections other than
the considered connection may come and leave
the tandem system in any queue. In other words,
in each queue of the tandem system (except
queue 1), either new or forwarding traffic arrives
while the buffered traffic is leaving. There are K
single queues along the route. The arrival traffic
to each queue is from the previous queue of the
tandem system and from other connections
traversing the corresponding link (except for
queue 1). Given the allocated radio resources for
each link along the tandem system, we can deter-
mine the service rate. Thus, if the arrival proba-
bility for the aggregate traffic is determined, the
queuing performance measures for each queue in
the tandem system can be calculated. 

Assume that all the end-to-end performance

measures for a general tandem system of queues
with an arbitrary number of hops can be found.
Then the tandem queuing model can be applied
to find a path of connections from a source node
to its desired destination node so that the end-
to-end QoS requirements for the connection can
be satisfied. Given an optimization objective
(e.g., minimizing the end-to-end delay), the best
feasible route can be found by exhaustively
searching all possible routes. However, this
approach results in large signaling overhead and
prohibitively high computational complexity.
Therefore, investigating new routing schemes
with the tandem queuing model in consideration
of feasible implementation complexity becomes
one of the challenges in studying the multihop
HetSNet with mmWave communications. 

Moreover, the route information of HetSNets
can be updated periodically in the control chan-
nel to keep track of the changes in topology and
traffic load of the network. To reduce the con-
trol overhead and delay, hierarchical routing
schemes may be applied in HetSNets. Several
neighboring SeNBs can be grouped together to
form a cluster. Then routing can be performed
either intra-cluster or inter-cluster, depending on
service requirements.

ACCESS CONTROL AND
INTERFERENCE COORDINATION

Thanks to the narrow beam in massive MIMO
with mmWave radio, spectral resources can easi-
ly be reused spatially. The interference among
various links and cells in the HetSNet with
mmWave communications becomes much sim-
pler than that with only microwave radio. How-
ever, since multihop transmission is allowed, and
each eNB works in the half-duplex mode (still),
the interference between the downlink and
uplink has to first be avoided through interfer-
ence coordination among the eNBs in the time
domain. Since the signal strength deteriorates
rapidly in the mmWave band, more than one
eNB can transmit simultaneously if they are not
very close to each other. Thus, all the SeNBs are
grouped into clusters according to the distances
not only between themselves but also to their
donor MeNB. The eNBs in the same cluster can-

Figure 3. A routing example in multihop HetSNets.
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not transmit simultaneously, whereas those in
different clusters can if the distance between the
clusters is large enough. As illustrated in Fig. 4,
the MeNB and SeNB 1# belong to Cluster A,
while SeNB 2# is in Cluster B because it is a lit-
tle far from the MeNB. Assuming that the con-
figuration in Fig. 2b is adopted in the system,
the MeNB establishes downlink backhaul trans-
mission with SeNB 1# in subframe 0, while
SeNB 2# also serves its SUEs in this subframe.
In subframe 1, SeNB 1# transmits signals to
both its SUEs and SeNB 2# distinguished by
narrow beams, while the MeNB remains silent.
A similar procedure is performed in subframes 2
and 3. Thus, by properly grouping all the SeNBs,
interference can be avoided between the down-
link and uplink in the HetSNet with mmWave
communications. 

Since the interference between the eNBs can
be nearly eliminated through beamforming, nei-
ther intracell nor intercell coordination is neces-
sary on the downlink. In other words, each eNB
can reuse all the spectral resources. As shown in
Fig. 4, due to the limitation of SUEs, distinguish-
ing uplink signals cannot rely only on the spatial
domain. In subframe 2, there is almost no inter-
ference between the access link from SUE to
SeNB 2# and the backhaul link from SeNB 1#
to MeNB due to spatial reuse. However, the sig-
nals from SUEs without beamforming arrive at
SeNB 1# simultaneously in subframe 3, as well
as the wireless backhaul signal sent from SeNB
2#. They may interfere with each other if no
action is taken. A feasible way to avoid possible
interference is to make the signals orthogonal in
the frequency domain. Since the beamformer
with large gains can still be used in the backhaul
link, much less spectral resources are needed for
the backhaul link of SeNB 2# to SeNB 1# than
the access link from SUEs to SeNB 1#. More-

over, if there are more than one SeNB in cluster
A, the uplink interference between the access
links of the small cells can be coordinated by spe-
cific soft-frequency reuse schemes. 

MMWAVE SOFTCELL CONCEPT
Although dense small cells can facilitate geo-
graphic spectrum reusability, their small cell size
may cause overly frequent handover. Conse-
quently, it is imperative to introduce mecha-
nisms for mobility management in the HetSNet
with mmWave radio. Motivated by the soft cell
concept [6], control channels are provided by the
MeNB with microwave communications, while
high date rate services are supported by the
SeNBs with mmWave communications in the
small cells simultaneously (i.e., separated C-
plane/U-plane configuration). Also, the MeNB
mainly ensures wide-area coverage so as to
maintain good connectivity and mobility. One of
the carriers on the microwave bands is selected
as the anchor carrier, in which the system and
control signaling information are sent by the
MeNB. When the control channels in the anchor
carrier work normally, the SeNBs do not send
cell-specific signals/channels, such as primary/
secondary synchronization signals (PSS/SSS) and
cell-specific reference signals (CRS). However,
the resources for the control channels are
reserved in the small cells and become active in
the event of emergency, which is managed by the
MeNB under the master-slave mode. Usually,
the radio resource control (RRC) connection
procedures such as channel establishment and
release between the SUEs and SeNBs are con-
trolled by the MeNB through the anchor carrier.

One of the most important benefits of the
separation between C-plane and U-plane lies in
its robustness to handover. There is no handover
when a UE moves from one small cell to anoth-

Figure 4. Illustration of radio resources allocation in multihop HetSNets.
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er within the coverage of the MeNB. Meanwhile,
the requirements on the RRC messages can be
relaxed because of the low handover probability
between the macrocells. Also, energy efficiency
can be improved by the separated C-plane/U-
plane configuration in a massive deployment of
small cells. For example, some SeNBs can be
turned off when there are no serving SUEs.
However, this requires new features of the UEs.
Dual transmit channels and MAC entities in
both the microwave and mmWave carriers have
to be supported in the UEs. Then all the carriers
can be measured and discovered rapidly.

PERFORMANCE AND DISCUSSIONS

System-level simulations for different cases of
Scenario 5 have been carried out to evaluate the
system performance of HetSNet with mmWave
communications, where we evaluate the down-
link throughput. Detailed simulation parameters,
including the channel model and system assump-
tions, are summarized in Table 1, most of which
are defined in the 3GPP specifications [11]. All
the UEs are evenly distributed in circular areas

around their donor eNB. For simplicity, an ideal
tractable piecewise-linear array pattern is used in
the simulations [12]. This pattern is a good
approximation to the practical radio pattern.
Assuming broadside transmission (i.e., maximum
gain at the azimuth angle of 0), the normalized
array gain at an azimuth angle q is given by

(1)

where FBR denotes the front-to-back ratio, and
q3dB is the half-power beamwidth. The variables
q3dB, q1, and q2 control the array manifold shape,
half-power beamwidth, and FBR, respectively.

As shown in Fig. 5a, we consider densely
populated areas where there are multiple SeNBs
deployed in each sector that is at most three
hops away from the MeNB. Placement of the
SeNBs may significantly affect the performance
of the HetSNets. Usually, the SeNBs are placed
as close as possible to the cell edge, while a
qualified backhaul link can be maintained by a
high-gain beam. Also, enough distance between
each SeNB should be maintained in order to
avoid excessive interference among one another.
Then, in our simulations for Cases 1 and 2 (i.e.,
2 or 4 SeNBs/sector, respectively, as illustrated
in Fig. 5a), the SeNBs are placed on the circles
around the centers of the hexagons with a radius
of 1/9 intercell distance (ISD) in consideration
of cell edge priority. In Case 3 (i.e., 10 SeNBs
per sector), the SeNBs are placed in two two-tier
circles, with radii of 1/10 ISD and 1/5 ISD for
the inner and outer circles, respectively. Each
SeNB can independently schedule its connected
UEs according to a certain channel-aware
scheduling algorithm on the mmWave frequency
band. A small number of SUEs may occupy the
entire mmWave frequency band, resulting in
very high data rate transmission.

Figure 5b presents the spatial characteristics of
the signal-to-interference-plus-noise ratio (SINR)
of the HetSNet under different cases. Different
colors represent different throughput values. For
example, the area marked in red has a higher
SINR than that marked in green or blue. It is
clear that there are more areas with the red color
in Cases 2 and 3 than in Case 1. The SINR per-
formance is thus dramatically increased by deploy-
ing more SeNBs. However, such an improvement
is more obvious in Case 2 than in Case 3. When a
large number of SeNBs with full frequency reuse
among cells are deployed (e.g., 10), the close dis-
tance between the SeNBs may cause interference
and decrease the SINR even with narrow beams
on the mmWave frequency band. 

The performances including the average SUE
throughput and aggregate throughput (TP) of
small cells in the networks under different cases
are compared in Table 2. In Case 1, only 21.7
percent of all the UEs are served by the SeNBs
with an average throughput per SUE of 333.5
Mb/s due to sparse deployment. With the
increase of SeNBs deployed, more UEs choose
to connect to the SeNBs with single or multihop
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Table 1. Parameters assumption in HetSNets with mmWave communication.

Parameters Values

Carrier frequency/bandwidth (microwave) 2 GHz/ 10 MHz

Carrier frequency /bandwidth (mmWave) 28 GHz/ 200 MHz

MeNB inter-site distance (ISD) 500 m 

Cellular layout
Hexagonal grid/

19 sites/3 sectors per site

Small cell deployment 2, 4, 10 SeNBs per sector

UE density 60 UEs per site

Total MeNB Tx power 46 dBm

Total SeNB Tx power 37 dBm

MeNB antenna configuration 2

SeNB antenna configuration Linear array

UE antenna configuration 1

Noise figure at UE 9 dB

Thermal noise density –174 dBm/Hz

Penetration loss (mmWave) 100 dB

Shadowing standard deviation
8 dB microwave/
12 dB mmWave

Path
loss

Microwave 128.1 + 37.6log(R), R in km

mmWave 157.4 + 32log(R), R in km [5]
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Figure 5. Illustration of deployment and SINR performances in HetSNets with mmWave communications: a) SeNB deployment;
b) geometry of SINR performance.
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transmission (i.e., 33.3 and 56.7 percent of all
the UEs in Cases 2 and 3, respectively), since
the distance between SeNBs and UEs is shorter.
Meanwhile, more small cells means that the
same frequency resources can be more frequent-
ly reused with the aid of beamforming tech-
niques. Therefore, not only the average
throughput per SUE but also the total through-
put rapidly increase. Moreover, in this way, more
severe co-channel interference due to close dis-
tance arises when a larger frequency reuse factor
is adopted. The average throughput per SUE
slightly decreases in Case 3 compared to that of
Case 2. However, because many more UEs may
access the network through their nearby SeNBs
in Case 3 than in Case 2, the total throughput
performance continues to be improved when the
number of SeNBs increase from 4 to 10 (i.e.,
12.98 Gb/s), almost doubling that in Case 2.

CONCLUSIONS AND FUTURE WORK
HetSNets with mmWave communications are
critical to meeting the requirements of future 5G
wireless communications. Due to the vast spec-
tral resources of mmWave radios, users will be
able to enjoy unprecedented services with almost
wire-like user experience. We investigate the
feasibility of mmWave communications in Het-
SNets under various deployment scenarios, and
propose a new 3GPP LTE-A backward-compli-
ant frame structure. This allows us to address
several important challenges facing mmWave
communications, and achieve an aggregated cell
throughput of nearly 13 Gb/s, an order of magni-
tude more than the current best 5G system
design [13].

With the development of new mmWave phys-
ical layer techniques, the fundamental knowl-
edge on mmWave communications becomes
more solid. Future research on HetSNets with
mmWave communications will then be motivat-
ed by a tight coupling of the unique characteris-
tics of mmWave communications and wireless
heterogeneous networks. Specifically, a more in-
depth study of decoupling the control and data
channels is needed, which will lead to new hand -
over, call admission control, and radio resource
management protocols. Furthermore, mmWave
offloading mechanisms ought to be studied from
the load and queue points of view. 
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INTRODUCTION

Although more and more users prefer to enjoy
high-quality low-latency multimedia applications,
content providers are still limited to a carrier fre-
quency spectrum ranging between 700 MHz and
2.6 GHz [1]. In fact, the rapid increase of mobile
Internet and wireless services are posing
unprecedented challenges for wireless telecom-
munication operators to overcome a global
bandwidth shortage [2]. Millimeter-wave
(mmWave) communication becomes a possible
choice for the next generation broadband wire-
less communication technology (e.g., 5G). As
such, a natural question arises in order to find
solutions to the bandwidth shortage, which is
how to develop multimedia applications in the
environment of mmWave communication. The
characteristics are briefly summarized below by
comparing them to microwave ultra-wideband
(UWB) technology.

First, UWB is a promising technology due to
its unprecedented system bandwidth in the unli-
censed band of 3.1–10.6 GHz. The low emission

and impulsive nature of a UWB radio (at short
distance) results in enhanced bit rate and com-
munication security. Moreover, the UWB radio
can operate easily with low energy cost and com-
putational complexity. It is able to transmit high-
bit-rate multimedia contents with some QoS
guarantees. However, the most challenging issue
for UWB is that international coordination
regarding the operating spectrum is difficult to
achieve among different countries. However,
spectrum allocation is not an issue for mmWave [2].
In addition, mmWave is able to provide high
data rates, and its spectrum allocation can be
coordinated worldwide [3]. This is the basis of
the popularity of mmWave.

The second characteristic is the high bit rate
requirements. For the current UWB systems, they
can at most provide a data rate of 480 MB/s,
which is far less than the requirements of uncom-
pressed video applications. For example, bit
rates for high-definition TV usually exceed 2
GB/s. Although the emerging OFDM-UWB sys-
tem is able to support 2 GB/s, the implementa-
tion complexity, power consumption, and
network cost will increase exponentially com-
pared to mmWave.

The third characteristic is the variation of the
received signal attenuation at a given spectrum.
For the OFDM-UWB systems, there are five
band groups covering a frequency range from
3.1 to 10.6 GHz. According to the Friis propaga-
tion model [4], the propagation attenuation is
inversely proportional to the square of a group
center frequency given the same transmitted
power. In contrast, because of relatively small
changes in frequency, the coverage range does
not dynamically change for mmWave.

Finally, the intersystem interference is anoth-
er issue to be considered. The UWB band covers
the 2.4 to 5 GHz unlicensed bands (for
WiFi/802.11); thus, mutual interference is a
major concern. In order to enable existing wire-
less systems to be implemented in different envi-
ronments, regulatory authorities in different
areas are working on their own requirements for
UWB operation. It is impossible for a regional
UWB radio to work in another region, but inter-
national harmonization for mmWave is possible
(e.g., an IEEE standard group has been estab-
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lished [3]). This action constitutes the necessary
condition for a wider use of mmWave applica-
tions.

In this work we study mmWave multimedia
communications from the aspects of technical
challenges, design methodology, and possible
applications. In particular, an investigation of
the mmWave design framework is provided, and
the corresponding performance evaluation is
carried out. The aim of this work is to design a
unified and general methodology and criteria for
mmWave communications, and to show how
these technologies can be applied to multimedia
applications in a general framework of mmWave.
The rest of this work is organized as follows.
The technical challenges are introduced. Then a
general design methodology is provided, and
possible multimedia applications are discussed.
Numerical results and conclusions are then pro-
vided, respectively.

TECHNICAL CHALLENGES
Although mmWave technologies promise a
bright future for multimedia communications,
current multimedia transmission protocols and
technologies cannot be applied directly due to
the technical challenges encountered in the wire-
less channels, multimedia coding, and transmis-
sion mode. The above technical challenges
should be well analyzed and understood to
design an appropriate communication system.

WIRELESS CHANNELS
It is well known that a wireless channel attenua-
tion is a measure of the average signal intensity
or energy decay as a function of distance, fre-
quency, and other location-specific parameters.
Previous research work on the 60 GHz mmWave
communications found that the wireless channel
attenuation suffers from 20–40 dB loss in terms
of signal energy, and additional 7–15.5 dB/km
loss due to the atmospheric absorption phe-
nomenon. Specifically, Guo et al. [3] compared
the signal attenuation at 60 and 2.5 GHz, and
drew the conclusion that the material attenua-
tion at 60 GHz is usually much higher than that
of 2.5 GHz. This effect, combined with the tradi-
tional wireless propagation rule [4], acts as a
basic result for wireless channel conditions for
mmWave communications.

In fact, the condition of the wireless channel
at mmWave is much more complex than the
aforementioned result for 60 GHz. In particular,
different mmWave communications have various
sensitivities to the transmission environment
(e.g., glass, water, buildings). It is extremely dif-
ficult to capture a general channel attenuation
relationship [4]. Instead, we can divide the trans-
mission environment into different categories
and provide an approximate relationship based
on a body of experimental results. This kind of
method is being widely used in mmWave com-
munications today.

Moreover, it is important to note that multi-
ple paths in the mmWave propagation channel
generate multipath interference, which cannot
be ignored in mmWave communications [3].
Furthermore, when the signal attenuation is
combined with multipath interference, the path

length differences are obvious due to surface
reflections, object scattering, and heterogeneous
propagations. In particular, surface reflections
and object scattering are substantially reduced
when the wavelength is close to the object size,
and heterogeneous propagations depend on the
ability to penetrate solid substances [3]. Another
issue to be considered is the Doppler frequency,
which is proportional to the transmitted signal
frequency, and represents the maximum fre-
quency difference between received and trans-
mitted signals due to object mobility [2]. As a
result, the higher the carrier frequency, the
greater the Doppler effects. To avoid the
Doppler effect in mmWave communications, we
should describe the relationship between the
Doppler effect and the varying channel at differ-
ent carrier frequencies and transmission environ-
ments. Many experiments have been conducted
to estimate this relationship, and a fundamental
result is that the Doppler effect for mmWave
communications is about 10 times higher than
traditional wireless communications [4].

MULTIMEDIA CODING
To capture the transmitted and received multi-
media content via mmWave communications,
the operating systems of mmWave provide mul-
timedia application programming interfaces for
multimedia communications software to coordi-
nate multimedia coding, transmission, and signal
loss. In particular, the software possesses the fol-
lowing properties. It determines the coding rate
at which the multimedia content suffers from the
minimum information distortion. Similar to clas-
sical wireless multimedia transmissions, the cod-
ing rate plays an important role in quality of
service/experience (QoS/QoE) guarantee, which
achieves some sense of balance among system
congestion, multimedia distortion, and commu-
nication throughput. In terms of mmWave com-
munications, Yang et al. [7] suggested that at
least 25 frames/s is recommended to provide a
high-definition video service, 20 frames/s for CIF
video format. Hence, this is the minimum coding
rate for different multimedia services via
mmWave communications.

As usual, to reduce the bandwidth require-
ments of mmWave, multimedia applications
should be compressed before transmission. Cur-
rent video coding standards, H.264 and MPEG-4, are
both able to provide a satisfactory QoS with rel-
atively low bit rates. In particular, the authors in [6]
have designed a general multimedia service
architecture that has received substantial atten-
tion recently. However, these standards cannot
be applied directly in mmWave communications
due to the following possible causes:
• The quantization step is dynamic and can-

not be estimated precisely in a high attenu-
ation environment.

• Motion estimation cannot be accurately
implemented as the difference between
adjacent blocks becomes smaller.

• Coding complexity is so huge that it cannot
be operated online, in particular for energy-
limited mobile devices.
Therefore, although the current state-of-the-

art coding methods have become very mature
with efficient compression and low latency, they
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need to be further revised for mmWave. Some
important parameters, such as frame rate, group
of picture size, quantization parameter, and res-
olution, should be reconsidered or re-examined
under the new environment. A regression
method is used to capture these parameters with
different carrier frequencies, and establish the
relationship using a relatively simple model (e.g.,
a linear or exponential model). Moreover,
advanced scalable video coding is also a possible
solution, but it inevitably yields increased com-
putational costs and overall bit rates. As a result,
more studies should focus on balancing the
trade-off between the benefit and cost in a gen-
eral mmWave communication framework.

TRANSMISSION MODE
The transmission mode for mmWave communi-
cations differs from device to device and from
service to service. For simplicity, device-to-
device transmission can be combined with
mmWave for short-distance communications.
However, in this case the energy consumption
should increase dramatically since the received
energy is huge compared to traditional wireless
communications.

Note that the choice of a suitable transmis-
sion scheme is primarily dependent on the sys-
tem objective, that is, one spends as few
resources as possible with respect to time, fre-
quency, and energy consumption. The expected
resource in turn relies on the transmission dis-
tance and carrier frequency. In addition, as we
know, multi-cell transmission reduces intercell
interference by achieving higher spectrum effi-
ciency. As a result, multi-cell transmission can
be used in this case. However, it may require
transmission in cells without users, thus making
the multi-cell scheme inefficient as soon as there
are several participating cells without any users.
In contrast, a single-cell transmission needs few
resources, but strongly depends on the reception
conditions of users, and thus it is difficult to
apply in mmWave communications.

Given the previous analysis, the determina-
tion of the exact transmission fashion is too costly
on the transmission interface. Motivated by [4–6],

for the mmWave communications framework,
there are two possible mechanisms to decide
which transmission scheme to use. The first one
is the determination of the maximum transmis-
sion distance with at least one user for a given
multimedia application with QoS, implicitly pro-
viding information on the transmission distance
and thus a reasonable breakpoint between trans-
mission schemes. The second one is the compar-
ison between energy consumption needed for
multi-cell transmission and single-cell transmis-
sion according to the feedback from the devices
and the signal intensity.

METHODOLOGY
In this section we propose a general multimedia
transmission methodology (shown in Fig. 1) for
mmWave communications. It takes into account
the multipath propagation, signal attenuation,
signal interference, and communication noise.
Moreover, it employs channel coding and com-
munication diversity to counteract the negative
effects of previous technical challenges.

SYSTEM ARCHITECTURE
As shown in Fig. 1, the content provider acts as
the source of the transmission system with
dynamic bitstream bit rates. These bitstreams
are either continuous or intermittent multimedia
flows due to the characteristics of the multime-
dia services and applications. In the first step,
the crude bitstream is encoded by the channel
coding to improve error tolerance; interleaving
technology can be applied here. Subsequently,
the output of channel coding sends it to the
baseband processing block, the objective of
which is to realize multiplexing functions for
multiple points and link transmissions. In partic-
ular, in the multicast scenario multiplexing pro-
vides an estimated capacity as the maximum
transmission rate. At the output of this step, to
obtain a spectrally shaped baseband complex sig-
nal, an advanced signal transform method can be
utilized to reduce the relationship between mul-
timedia flows. After that, the modulated signal
can be produced by a simple modulator for mes-
sage transmissions.

To offset the frequency selectivity and explore
the diversity of a broadband channel, orthogonal
frequency-division multiplexing (OFDM) tech-
nology can be used by combining it with advanced
source technologies. These united methods can
avoid adaptive equalization and time-cost lean-
ings, but results in a nonlinear carrier estimation
with huge computational complexity. In addition,
the frequency selectivity caused by the multipath
channel is also counteracted in OFDM systems
by splitting the content into multiple sub-band
carriers. In this case each sub-band can satisfy
flat fading conditions when the number of sub-
bands is chosen appropriately. Furthermore, the
modulation and demodulation parts can be oper-
ated by introducing inverse fast Fourier trans-
form and Laplace transform, respectively.

In a multi-carrier mmWave communication
system, each carrier suffers from different fading
losses due to the frequency selectivity of the chan-
nel. A possible solution for studying the relation-
ship between the frequency selectivity and diversity

Figure 1. General millimeter-wave multimedia transmission framework.
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is to use error-resilient compressed transmission.
As a result, in this work we combine the graph-
based coding method with Reed-Solomon coding
through a signature authentication. Another possi-
ble solution is to use the unicast mode, in which
one should precisely select a subset of the carriers
to each user in a dynamic and smart manner. The
additional benefit of this method lies in taking the
frequency diversity into account.

In some extreme cases (e.g., when the
required bandwidth is far larger than the avail-
able resources) a traditional single-carrier
method is more suitable. In this case multipath
fading can be alleviated by point-to-point trans-
mission. Moreover, channel coding can be intro-
duced at the sender and receiver to combat the
signal loss due to multipath fading. For example,
in the downlink of a Long Term Evolution
(LTE) communication system, the base station
can easily select the most appropriate channels
(e.g., list the channel conditions with priority)
for point-to-point communication. Then some
kind of channel coding can be embedded into
the coded stream through achieving the trade-off
between multimedia distortion and system con-
gestion, as described in [8]. Similarly, different
choices of modulation lead to different trade-
offs between performance and complexity. For
detailed information, readers are referred to [9].

SCHEDULING SCHEME
For a dynamic mmWave multimedia communica-
tion system, each user reports the QoS require-
ment to each access control part, which decides
whether the multimedia service is acceptable or
not based on the results of the QoS estimation
using the aforementioned method. In terms of a
relatively static network topology with short
transmission distance, there are more choices
depending on the available energy, QoS require-
ments, and transmission delay. Usually, each user
individually performs the distributed scheduling
scheme [7, 8]) based on his/her local information.
It should be noted that a user here denotes all
users in the system, including the new ones
accepted by the access control part. The whole
scheduling procedure is illustrated in Fig. 2.

Subsequently, each user passes the power
consumption and multimedia coding file to the
access control part, and this file is treated as the
initial value of the multimedia application once
it is accepted. After conducting the first-round
QoS estimation, the access control part replies
to each user with an instruction that indicates
whether the desired QoS is achievable or not.
The new user is accepted if it receives a positive
reply; otherwise, each user has to perform higher
transmitting power or shorter transmission dis-
tance. Then a new round of information exchange
and judgement between the user and access con-
trol part is started. When all the possibilities are
not allowed, the new user/application is rejected.
Note that there are many existing attempts in
the literature that focus on how to find all the
possibilities faster. Here we refer readers to [8]
for a detailed implementation. From the above
procedure, we can roughly analyze the overhead
of the proposed method as follows: user report
costs overhead is O(1); the overhead of the
access control is O(N) (N denotes the number of

the users); and the information exchange is
O(1). Therefore, the overall overhead of the
proposed method is O(N + 2).

From a functionality perspective, the content
assignment part is responsible for acquiring the
feedback of the received signal intensity of each
user. Specifically, it first calculates the optional
allocated content for the new user, minimizing
the total multimedia distortion based on this
feedback. To obtain an online solution, the
dynamic programming algorithm introduced in [9]
can be utilized directly in mmWave communica-
tion scenarios. All users are first assumed to
have the same physical conditions (e.g., signal
fading and multipath effect). Then all users are
split into several sub-groups according to their
physical conditions, and usually users with simi-
lar physical conditions form a sub-group. If the
estimated multimedia distortion is smaller than
the current one (i.e., with the group before split-
ting), the content assignment algorithm updates
the set of groups. These steps are repeated until
all the groups lead to minimizing the total multi-
media distortion of all users. The advantage of
this dynamic programming algorithm is the guar-
anteed optimality solution.

MULTIMEDIA APPLICATIONS
As discussed previously, mmWave communica-
tion provides a broad platform for high-data-rate
and short-distance multimedia applications. In this
section we concentrate on the potential applica-
tions and their influences on our daily lives.

POTENTIAL APPLICATIONS
Similar to UWB, mmWave is also suitable for
high-data-rate and short-distance multimedia
services, but it is subject to less intersystem
interference. In general, previous research work
found that mmWave can offer numerous appli-
cations in residential communities, universities,
conference rooms, vehicles, and so on. In partic-
ular, it is appropriate for indoor communications
such as video transmissions, device connections,
and support of device-to-device communications.
Multimedia applications can be divided into the
following categories: 
• Video/audio streaming
• File transfer
• Wireless gigabit ad hoc networks
• Wireless data service databases

Figure 2. Dynamic scheduling for mmWave multimedia communication system.
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Specifically, video streaming includes uncom-
pressed/compressed versions for entertainment
or data services. Usually, a video/audio stream is
sent from a computer/laptop to a video/audio
player. Typical transmission distance is less than
50 m, so it is possible to use it for high-bit-rate
traffic. Moreover, multimedia streams can also
broadcast from mobile devices arbitrarily placed
in a room. In the home or office, any high-bit-
rate file or data can be transmitted through any
device in the network (printers, tablets, phones,
computers, etc.), which can also be viewed as a
wireless gigabit ad hoc network. In addition,
multimedia streaming can also be used for a
device-to-projector connection in a conference
room where conference participants can freely
share or show their files without switching the
cable. For example, [1] develops a framework
for performance characterization of short-range
communications systems with the intention of
investigating the feasibility of new multimedia
wireless services at millimeter waves; [8] presents
the results of the investigation of an indoor
mmWave channel at 60 GHz in application to
perspective WLAN systems; and [4] proposes an
intra-car multimedia communications system
using the 60 GHz band to achieve data rates of
up to 1 Gb/s.

SERVICE MODE
In the framework of mmWave communications,
the above potential multimedia applications can be
provided by two primary methods: peer-to-peer
(P2P) streaming and adaptive HTTP streaming.

In P2P streaming, each user is both a con-
tent provider and a consumer. Scalable multi-
media content enables each user to request

only the available bit layers that can be sup-
ported by the transmission capacity. In contrast
to conventional P2P multimedia service, there
is a strict transmission delay constraint, which is
usually defined as the waiting time between the
service request and accomplishment for P2P
streaming. To this end, P2P streaming systems
typically employ a scalable time window for
each part of the multimedia content that is rel-
evant to the QoS level at the receiver. Note
that the scalability of the window is dependent
on the amount of transmission data and the
constraint of the transmission delay. Within a
time window, a media-aware scheduling algo-
rithm, such as in [8], can be implemented at the
receiver to minimize the content distortion or
consumed energy.

In HTTP streaming, the transmitter should
also provide information on multimedia con-
tent structure and representation. In particular,
content representation represents the coding
methods and parameters (frame rate, quantiza-
tion step, etc.). For the layer-based coding
method, this information also contains the
structure of each bit layer. For the receiver, it
deliberately chooses some of the information
to decode the received multimedia content
based on the given QoS requirement, computa-
tional ability, and transmission capacity. From
the above description, although HTTP is suit-
able for unicast communication, it can also be
applied to multicast streaming. In particular,
for the multi-path scenario in mmWave com-
munications, each path can be viewed as an
independent unicast scenario. Although this
method will inevitably lead to data redundancy,
it will dramatically increase the reliability of
the communication quality.

ILLUSTRATIVE RESULTS
In this section we use numerical simulations to
demonstrate the efficiency of the proposed mul-
timedia scheduling scheme in a practical
mmWave environment, as shown in Fig. 3. Two
kinds of multimedia applications, audio and
video, are employed. Specifically, the audio
application is encoded with G.711 voice codec at
64 kb/s, while the video sequence “foreman” is
encoded with the H.264 reference software
encoder at 60 frames/s at a high-definition reso-
lution (1280 × 720 pixels) [8]. We inject random
background traffic at a rate between 30 and 50
percent of its available bit rate (ABR), which
can be precisely detected in a practical scenario.
The delay constraint is a random variable that-
varies from 10 s to 300 s, and the feedback fre-
quency of each user is 1 s.

The proposed QoS-aware multimedia
scheduling scheme (called the QoS scheme) is
benchmarked against the traditional distortion-
driven scheduling proposed in [8] (called the
Distortion method). In addition, in order to pro-
vide a clear picture of the performance, both the
QoS and Distortion schemes are compared to a
practical scenario where the two carrier frequen-
cies, 60 and 70 GHz, are available, and the aver-
age transmission distance between each user
varies from 1 to 10 m. In order to provide a fair
comparison for both audio and video applica-

Figure 3. A practical mmWave environment.
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tions, we introduce the concept of mean opinion
score (MOS), which reflects the degree of user
satisfaction from a scale of 1 (unacceptable) to
4.5 (excellent) [9].

In Fig. 4 we show the average MOS value of
the performance of the QoS and Distortion
schemes with different simulation settings. From
the given results, we can observe that: 
• The QoS scheme outperforms the Distor-

tion scheme, as expected, all the time. This is
our main motivation for using user feedback.

2 The Distortion scheme is more sensitive to
transmission distance than the QoS scheme.
For example, the performance gap becomes
larger when the transmission distance gets
closer to 10 m. This is because the QoS
scheme deploys the multimedia content
estimation strategy to reduce the impact of
the transmission distance.

3 The carrier frequency is significantly impor-
tant for system performance. For example,
at 60 GHz the average MOS value of the
QoS scheme is 3.87, while it is 3.91 at 70
GHz.

As a result, the higher the carrier frequency the
better the performance, which is consistent with
the previous theoretical analysis.

CONCLUSION
This article aims to define and evaluate impor-
tant metrics to characterize multimedia QoS for
the user, and jointly takes into account several
technical challenges, such as large-scale attenua-
tion, atmospheric absorption, phase noise, and
limited gain amplifiers. To this end, we designed
a QoS-aware multimedia scheduling scheme to
achieve a trade-off between performance and
complexity, in which accurate propagation analy-
sis is carried out and suitable countermeasure
techniques are pointed out. Moreover, potential
multimedia applications are analyzed and possi-
ble solutions provided. Illustrative results indi-
cate that the proposed scheme can perform
efficiently in a practical mmWave communica-
tion system.
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INTRODUCTION

The volume of mobile traffic is exploding, driven
by a proliferation of connected devices. The high
bandwidth required by multimedia applications
is severely stretching the available wireless spec-
trum. Consumers influenced by fixed access
broadband services expect almost instant file
uploads/downloads and transfers between termi-
nals (laptops, tablets, and smart TVs), IPTV,
and HD video. The challenge for service pro-
viders is therefore to extend the capability of
wireless access to maintain performance charac-
teristics in the transition to predominantly wire-
less service provision. The entertainment
industry will be just the first adopter to drive
and inspire other futuristic scenarios in connect-
ed health, social and community interaction, and
education.

The 60 GHz band, with up to four 2.16 GHz
channels, supports high-data-rate short-range
line-of-sight (LOS) directional transmissions.
Millimeter-wave (mmWave) communication
technologies such as IEEE 802.15.3c-2009 [1]
and IEEE 802.11ad [2] are uniquely positioned
due to their ability to deliver the gigabit-per-sec-
ond throughput envisaged for the fifth genera-
tion (5G).

Despite the adverse propagation characteris-
tics of mmWave technologies (a result of high
propagation loss due to oxygen absorption and
atmospheric attenuation), the fact that waves are
confined within walls makes it ideal for personal
communications: promoting security and privacy.
This also promotes more efficient frequency
reuse, therefore creating very high bandwidth
hubs that are ideal for the delivery of gigabit-
per-second applications. A major question, how-
ever, is how to combat the impact of blockage of
the LOS link by human shadowing or obstacles,
which severely impacts the transmission.

In order to support the high volume of high-
quality services, optimized resource allocation is
required. Optimizing resource allocation in a
multi-user multimedia gigabit scenario poses
interesting challenges. Most traditional optimiza-
tion techniques have been used to solve convex
optimization problems. However, real-time mul-
timedia applications introduce non-convex utility
functions in which the quality perceived by the
user does not increase gracefully with an increase
in throughput. A re-think of resource allocation
optimization techniques is necessary in this con-
text. Relatively new approaches, such as particle
swarm optimization (PSO), are ideal candidates
to solve non-convex problems. Our proposal
compares PSO to other techniques and presents
channel-time allocation PSO (CTA-PSO) as a
solution to optimize channel time allocation
(resource) even when blockage occurs in the
mmWave network.

ENABLING
MMWAVE TECHNOLOGIES

IEEE 802.15.3c [1] and IEEE 802.11ad [2] pro-
vide mechanisms at the medium access control
(MAC) layer to allocate resource (in the form of
channel access time) to multiple users. A period
of contention allows for different terminals to
request access time while allocated channel time
slots provide dedicated data transmission time.
The advantage of scheduled access is to provide
a dedicated time slot for communication, thus
supporting guaranteed quality of service (QoS)
for an application. This guarantee is not possible
when all network devices compete for bandwidth
using random access techniques. The allocation
process is described here and illustrated in Fig. 1.

ABSTRACT

The 5G network infrastructure is driven by
the evolution of today’s most demanding appli-
cations. Already, multimedia applications such
as on-demand HD video and IPTV require giga-
bit-per-second throughput and low delay, while
future technologies include ultra HDTV and
machine-to-machine communication. Mm-Wave
technologies such as IEEE 802.15.3c and IEEE
802.11ad are ideal candidates to deliver high
throughput to multiple users demanding differ-
entiated QoS. Optimization is often used as a
methodology to meet throughput and delay con-
straints. However, traditional optimization tech-
niques are not suited to a mixed set of
multimedia applications. Particle swarm opti-
mization (PSO) is shown as a promising tech-
nique in this context.  Channel-time allocation
PSO (CTA-PSO) is successfully shown here to
allocate resource even in scenarios where block-
age of the 60 GHz signal poses significant chal-
lenges.
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ALLOCATING RESOURCE IN IEEE 802.15.3C

An 802.15.3c network, or piconet, is a wire-
less ad hoc data communications system in
which a number of independent devices com-
municate with each other in a peer-to-peer
fashion [1]. In the 802.15.3c protocol, medi-
um access  is  control led by a  piconet  con-
troller (PNC). This role is usually held by the
first member of the network. The superframe
is  init iated by a beacon from the PNC. In
order to achieve the required signal range at
60 GHz, a directional beacon is employed,
but in order to reach all potential neighbors,
the beacon must be transmitted in all direc-
tions. A quasi-omni beacon is therefore used.
The area around the PNC is divided into sec-
tors,  and the PNC transmits  a directional
beam beacon sector by sector until all sectors
have been covered. 

A contention access period (CAP) follows the
beacon phase. The S-CAP is sectorized, so in the
association S-CAP, all devices in a sector have
the opportunity to contend to send association
request commands and for the PNC to send
immediate acknowledgments. The regular S-
CAP and CAP are then available for command
and data exchanges.

The CAP is a carrier sense multiple access
with collision avoidance (CSMA/CA) phase. In
CSMA/CA, a device first senses the channel
prior to transmission. If the channel is free, the
device transmits its frame. Otherwise, if the
channel is sensed busy, the device generates a

random backoff counter and defers its transmis-
sion until the backoff counter expires. 

In 802.15.3c, devices compete during the
CAP to transmit a request for dedicated channel
time during which the application data can be
transmitted. The device time allocation is called
a channel time allocation (CTA) and occurs dur-
ing the channel time allocation period (CTAP),
which follows the CAP. The CTAP operates
with time-division multiple access (TDMA). In
this phase, a time slot/CTA is assigned to any
devices that have requested an access period,
provided the time is available.

In order to improve the MAC efficiency,
frame aggregation and block acknowledgment
are supported by the standard. These tech-
niques are also illustrated in Fig. 1. Frame
aggregation involves mapping MAC service data
units (MSDUs) into multiple subframe pay-
loads. This increases the data to header ratio in
the frame thus increasing throughput. A block
acknowledgment (Blk-Ack) is sent for the aggre-
gated frame. The benefit of these mechanisms is
improved efficiency by reducing frame/Ack
overhead.

ALLOCATING RESOURCE IN IEEE 802.11AD
Accommodating the constraints of the mmWave
frequency band and supporting the requirements
of high-data-rate applications, IEEE 802.11ad
supplements and extends earlier versions of
IEEE 802.11 MAC. It operates in a similar way
to 802.15.3c with periods of contention-based
and scheduled access. However, the allocation of

Figure 1. MAC layer structure in IEEE 802.11ad and IEEE 802.15.3c
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these transmission periods differs from the
802.15.3c approach, as illustrated in Fig. 1.

Channel access time in IEEE 802.11ad is
divided into beacon intervals (BIs). Each BI con-
sists of the beacon transmission interval (BTI),
association beamforming training (A-BFT),
announcement transmission interval (ATI), and
data transfer interval (DTI). During the BTI, the
control/access point transmits directional bea-
cons to each sector of the sectorized network.
Request-response-based transmission allocations
of scheduled service periods (SPs) and con-
tention-based access periods (CBAPs) take place
in the ATI. Finally, the DTI consists of a series
of SPs and CBAPs during which application data
transmissions occur. 

The importance of the compatibility of IEEE
802.11ad with legacy 802.11 standards is clear. A
transition will be possible between the lower fre-
quency band (2.4/5 GHz) for long-range commu-
nication and the higher frequency band (60
GHz) for short-range communication [3]. It is
this heterogeneous network style that will under-
pin the 5G infrastructure. 

While both protocols described here combine
CSMA/CA for contention-based medium access
and TDMA for scheduled service, they differ in
the order of allocation. In IEEE 802.15.3c, the
CTA requests are sent during an initial con-
tention-based period (CAP), and the CTAP con-
sumes the majority of the superframe with
individual time slots (CTAs) allocated for appli-
cation data transmission. In contrast, contention-
based access periods (CBAPs) and scheduled
service periods (SPs) are alternated in IEEE
802.11ad to support compatibility with legacy
802.11 standards. The objective of both methods
is to maximize network throughput. Optimizing
resource allocation is key to maximizing network
throughput. 

One approach to resource allocation for mul-
tiple applications is the assignment of packets to
queues, where each queue has a priority level for
accessing the wireless medium. For example, the
packets of a real-time low-latency application
would receive the highest priority in accessing
the available bandwidth. However, although this
achieves prioritization between application types,
it does not consider the specific (and variable)
requirements of individual devices within an
application type and how throughput/QoS might
be optimized by appropriate scheduling of these
transmissions. It is our belief that both the appli-
cation type and the specific individual applica-
tion requirements must be considered for
optimal resource allocation.

In our consideration of the channel time allo-
cation optimization problem, we exploit the
MAC layer structure of IEEE 802.15.3c and
IEEE 802.11ad. The contention periods are used
for the exchange of time slot request-response
messages. The contention-free/scheduled service
periods are dedicated to application data trans-
mission with defined QoS. 

OPTIMIZATION TECHNIQUES
Optimization involves finding the best solution
to a problem. Mathematically, this involves max-
imization/minimization of an objective/utility

function, which may be unconstrained or subject
to certain constraints on the variable(s) of the
function. 

The nature of the utility function for multi-
media applications determines the type of opti-
mization problem [4]. Classically, resource
management solutions handle video as an iso-
lated application in the network, thus solving a
convex optimization problem. For example, the
higher the data rate at which the video can be
transmitted, the better the quality perceived by
the user and hence the higher the utility for
the user. 

In a practical network, however, mixed multi-
media applications (e.g., IPTV, VoIP) must be
served along with video. The utility functions to
describe such applications are non-convex. The
non-convexity arises from the inelasticity of real-
time applications, meaning that the application
does not improve or degrade gracefully in
response to an increase or a reduction in allocat-
ed transmission rate [5]. Rather, a reduction in
data rate below a certain threshold results in a
significant drop in QoS. 

The challenge for 5G is therefore a combina-
tion of resolving the non-convex optimization
problem (resulting from multiple applications)
within the constraints of the mmWave network.
This includes the practical consideration of the
execution time of the algorithm. Framing
resource allocation as a network utility maxi-
mization (NUM) problem, the implementation
of four popular optimization techniques are
compared here for their solution potential.
Techniques suitable for convex optimization
problems only are included in order to illustrate
the difference in attributes of each technique,
specifically with respect to speed of execution of
the algorithm. 

The problem is defined in Eq. 1.

(1)

NUM is the problem of maximizing the
total utility, Ui, of the network over the chan-
nel time allocations, CTA, subject to the con-
straint that the sum of all CTAs should not
exceed the network capacity (CTAP). In addi-
tion, upper and lower CTA limits, [CLi, CHi],
are set based on the desired quality constraint
of the individual application. The result of the
NUM will be a time slot (CTA) allocation for
each application, which takes into account
both the physical transmission rate on each
wireless link based on the channel condition
and the immediate quality requirements of the
application. 

The optimization techniques are:
• Lagrangian Dual Decomposition Subgradi-

ent Algorithm
• Rate allocation game (Nash equilibrium via

pricing mechanism)
• Nash bargaining solution
• Particle swarm optimization
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LAGRANGIAN DUAL DECOMPOSITION
SUBGRADIENT ALGORITHM

The first optimization method considered is the
Lagrangian dual decomposition subgradient
algorithm. This evolved from the gradient search
methods used in convex optimization. With gra-
dient search, the search direction is defined by
the gradient of the function to be optimized at
the current point, the gradient being the first
derivative of the function. For a convex pro-
gramming problem, the gradient projection con-
trolled by the Lagrange multiplier leads to
convergence to the optimal solution. However,
gradient search methods are inapplicable to non-
differentiable convex optimization problems. 

A subgradient approach to the Lagrangian
algorithm presented in [6] enables solution of
non-differentiable convex problems. An iterative
algorithm is generated, replacing the gradient-
based method. The Lagrange multiplier (or price
per unit rate in the resource allocation problem)
is updated at each iteration. The implementation
of the algorithm requires message passing in
order to communicate the Lagrange multiplier
from each network device to a central calcula-
tion point at each iteration. The disadvantage of
message passing is the overhead introduced to
the network, which reduces application data
transmission time. 

THE RATE ALLOCATION GAME
Game theory is a set of mathematical tools used
to analyze interactive decision processes [7]. The
rate allocation game is non-cooperative in the
sense that each device acts as a selfish player in
the game. This enables distributed implementa-
tion. However, the use of a pricing mechanism
handles the conflicting objectives of the wireless
devices in the network. 

The game is described by a number of devices
(players), a vector of strategies/actions, and a

vector of payoffs based on the strategies chosen
by the devices in the network.

The players are rational. This means that they
take account of the consequences of their choices
and of other players’ choices in order to selfishly
maximize their utility. As described in [8], a
rational player will use only those strategies that
are best responses to some beliefs she might have
about the strategies of her opponents. The
requests of other devices are taken into account
in a cost term describing the price of requesting
additional transmission rate. If there are few
devices competing for the available resource, the
price is low. However, if there is high competi-
tion, the price for requesting more resource is
higher. If price increases, satisfaction decreases,
so an optimum is reached where no user wishes
to deviate because their satisfaction will be
reduced if the price goes up, which is the conse-
quence of excess demand. The payoff reflects the
overall loss/gain the player incurs based on its
selected strategy. The resulting resource alloca-
tion is a Nash equilibrium [8]. An illustration of
how the game would be implemented in an
mmWave network is provided in Fig. 2.

NASH BARGAINING SOLUTION
The Nash bargaining solution (NBS) is another
game-theoretic method. In this case, players
cooperate to reach a fair allocation of resources.
Each player has a minimum resource acceptable
to it, known as the disagreement point, d. NBS
allocates resources optimally by maximizing the
Nash product, which is the product of utilities.
In the channel time allocation problem, d corre-
sponds to the set of lower CTA limits, CL.

NBS is an axiomatic bargaining solution,
which means that it does not require iterative
bargaining among users, consequently avoiding
message passing. However, neither NBS nor the
rate allocation game is applicable to non-convex
functions.

Figure 2. Implementation of the rate allocation game in the hybrid MAC framework: the
request/response exchange for transmission opportunities (TXOPs) takes place in the CAP with the
TXOPs provided in the CTAP.
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PARTICLE SWARM OPTIMIZATION

Direct search methods or evolutionary tech-
niques can be employed to solve non-convex
problems. A range of evolutionary techniques
have been developed in the past ~40 years, the
first of which was the Genetic Algorithm (GA)
developed in 1975 by John Holland and his stu-
dents.

In 1995, Kennedy and Eberhart introduced
their PSO algorithm for solving global optimiza-
tion problems [9]. Of the evolutionary algo-
rithms, PSO has the appeal of simplicity and
evidence of good performance in a variety of
application domains. PSO is based on social
behavior with multiple potential solutions of a
problem generated at initialization. The solution
set is called a swarm, and each solution is a par-
ticle. The particles move in the problem search
space seeking the optimal solution. In a similar
manner to the social and cooperative behavior
of species like birds and fish, they exchange their
knowledge of the search space to find the best
solution by self-learning and collaboration. At
each iteration, each particle adjusts its position
according to its own experience and the experi-
ence of its neighbors. It is a centralized algo-
rithm suitable for solution of non-convex
problems.

A 3D PSO for a three-device resource alloca-
tion problem is presented in Fig. 3. The conver-
gence of the particles toward the global best
position, Gbest, is illustrated. In Fig. 3a, the dis-
tribution of the swarm of 40 particles across the
search space in the early PSO iterations is shown.
In Fig. 3b, a zoom-in on this search space high-
lights the connecting line indicating the progres-
sion of the global best position over a number of
iterations and clustering of the particles around
the final Gbest, which is the resource allocation
solution for the three-device network.

EVALUATION OF OPTIMIZATION TECHNIQUES

The attributes of each optimization technique
are outlined in Table 1. The execution time is
ordered in terms of increasing requirement from
1 to 4 based on an example execution of 8
devices each running a different video sequence. 

The rate allocation game is limited by both
its high message-passing overhead and its con-
straint to convex problems. Although the fastest
in terms of execution time, the NBS is also limit-
ed to convex optimization problems. As indicat-
ed in Table 1, a Lagrangian relaxation approach
could be explored for the non-convex resource
allocation problem. However, the overhead
introduced by message passing proves a limita-
tion of this approach.

In contrast, if the time required to reach con-
vergence could be reduced, the benefit of cen-
tralized implementation of PSO along with its
capacity to resolve non-convex optimization
problems presents a potential method of solving
the multimedia resource allocation problem. 

CHANNEL TIME ALLOCATION
PARTICLE SWARM OPTIMIZATION

The results of Table 1 indicate that PSO has
potential to resolve the wireless multimedia net-
work resource allocation problem. 

PSO has the appeal of simplicity and evi-
dence of good performance in a variety of appli-
cation domains. It has been demonstrated to be
more computationally efficient than GA on a
series of test problems [10].

With the focus of achieving a near global
optimal solution in a time suitable for imple-
mentation in a real network, CTA-PSO has been
developed [4]. CTA-PSO overcomes premature
convergence by controlling exploration and

Figure 3. PSO convergence illustration in a 3D search space: a) first (black) and fifth (grey) iterations; b) final (cyan) iteration
with indication of progression toward Gbest (red).
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exploitation in the search space. Exploration
refers to the ability of the swarm to explore dif-
ferent regions of the search space in order to
locate the global optimum. Exploitation refers to
the ability of the particles to concentrate the
search around a promising area of the search
space in order to refine a potential solution. 

The parameters in the PSO equation (Eq. 2)
contribute to this.

Vi
t+1 = wVi

t + c1r1 (Pbestit – CTAi
t) +

c2r2(Gbestit – CTAi
t)

CTAi
t+1 = CT Ai

t + Vi
t+1 (2)

At each iteration, each particle’s velocity, Vi,
and channel time allocation, CTAi, is updated.
The dimension of CTAi is equal to the number of
devices to be allocated resource in the network.

In Eq. 2, t is the iteration number, r1/r2 are
uniform random numbers, and c1/c2 are learning
rates/acceleration coefficients representing the
weight of memory of a particle’s best position,
Pbest, toward the memory of the swarm best
position, Gbest. w is the inertia weight, control-
ling the contribution of the previous velocity to
the velocity update. 

A particle keeps track of its coordinates in
the search space and aims to reach Gbest. The
best solution is determined by the value of the
fitness function, which in the resource allocation

problem of Eq. 1 is the utility function to be
maximized.

The PSO fitness function, F, for the CTA
problem is described in Eq. 3.

(3)

where the penalty value g > 0. The penalty value
accommodates the practical constraint that the
sum time allocated must not exceed the available
resource (i.e., the CTAP). 

CTA-PSO monitors similarity in the swarm
and achieves the global solution fast by introduc-
ing particles to increase diversity and reducing
computation within the PSO. Increasing the
diversity in the swarm avoids early convergence
and stagnation of the swarm at a local maximum.
Based on monitoring the diversity of the swarm
at intervals, a percentage of particles with the
worst fitness are removed and replaced with new
particles. This has the effect of injecting new
energy into the PSO to break out of the local
maximum and search for the global maximum. 

Furthermore, in the context of dynamic
implementation of CTA-PSO in a wireless net-
work, a learning element is introduced based on
neighboring group of pictures (GoP) similarity.
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Table 1. Comparison of optimization methods for wireless multimedia resource allocation.

Method
Execution

time
ranking

Convex
functions

Non-convex
functions Centralized

Message
passing
required

Lagrangian dual
decomposition 4   X 

Rate allocation game 2  X X 

Nash bargaining solution 1  X  X

Particle swarm optimization 3    X

Figure 4. CTA-PSO 40-device example: a) swarm diversity; b) convergence behavior.
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This feature takes account of the particular
application type (e.g., video) and the observation
that the GoP size remains approximately the
same until a change in video scene takes place.
As a result, rather than randomizing the swarm
particles at each execution of the algorithm,
knowledge of the previous best particle, Pbest,
positions is used. With this Pbest learning
approach, CTA-PSO execution time can be fur-
ther reduced.

The variation in swarm diversity is shown in
Fig. 4a. The spikes in the graph illustrate the
implementation of the diversity function. The
higher diversity values represent greater explo-
ration by the swarm. The base of the spike nar-
rows (spikes 4 and 5 in Fig. 4a) indicating
increased localization of the swarm exploration

and can be considered as confirmation that the
global optimum has been found. 

The corresponding utility curve is shown in
Fig. 4b, illustrating the improvement in sum util-
ity over an alternative recognized PSO algo-
rithm, APSO [11].

SOLVING THE CHALLENGE OF
60 GHZ RESOURCE ALLOCATION

USING CTA-PSO

We present an example where CTA-PSO will
solve the resource allocation problem in the
presence of blockage. The environment is an in-
vehicle entertainment system, for example, with-
in a train carriage where the blockage could be
due to a person standing/walking in the aisle. 

A real-time application such as live IPTV
where a user suddenly changes to a new TV
channel (IPTV channel change or CC IPTV)
poses significant challenges when meeting delay
deadlines imposed by this application (i.e.,
selected channel display deadline). The problem
is aggravated by the fact that there are no IPTV
frames previously buffered, and the direct LOS
is blocked (Fig. 5a, step 2). The blockage is
solved by means of the link switch relay method
(IEEE 802.11ad) as shown in Fig. 5a, step 3. An
IPTV utility function is designed to reflect the
delay requirement to be met and minimize the
number of IPTV frames being lost [12]. 

The advantages of “link switch” are clearly
visible in comparing Figs. 5b and 5c. The user
requests a channel change and shortly afterward
a blockage occurs for a duration of 1 s (approxi-
mately 15 MAC super-frames). The display
deadline computed to meet QoS demands is
720 ms (11 superframes) indicated in Figs. 5b
and 5c by the “channel should display here” leg-
end. This value is based on the difference
between the maximum QoE-linked channel
change delay (2 s) and the response time of the
channel change request, which includes CTA-
PSO and application-related timing values [12].
Without link switch there is no CTA time allo-
cated during the blockage phase. As a result, the
deadline is missed and frames are dropped.
Frames are only transmitted again once the
blockage is removed and CTA time is increased
by PSO, as shown in Fig. 5b. 

Using the link switch relay method solves the
problem as shown in Fig. 5c. CTA-PSO adjusts
immediately to the relay introduced in the com-
munication path. As a result, CTA time is con-
tinuously allocated despite the direct LOS
blockage, so the display deadline is met with
zero frame loss.

Referring back to the methods introduced
earlier, neither NBS nor RAG would be able to
solve this non-convex optimization problem. For
this practical situation, the increased implemen-
tation time of the Lagrangian optimization tech-
nique would make it challenging to allocate the
appropriate resource to overcome the blockage.

This case study shows a typical and realistic
scenario for mmWave applications where not
only does access time have to be optimized, but
signal blockage also has to be overcome. The

Figure 5. Impact of 1 s blockage on CC IPTV: a) blockage event; b) PSO
resource allocation without link switch; c) PSO resource allocation with
link switch during the blockage phase.
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combination of CTA-PSO with the delay-sensi-
tive utility function and link switch provides a
solution to this challenge. 

CONCLUSION
Current multimedia applications (HD video,
IPTV) and future technologies for smart homes,
smart vehicles, and smart cities place high
demands on wireless technologies. Smart
resource allocation is required to achieve and
maintain the QoS expected by the user.

To date, optimization techniques have
focused on single application solutions. In order
to meet the future multi-user multimedia hetero-
geneous network demands of 5G, alternative
resource allocation optimization techniques must
be explored.

In this article, we propose a reduced execu-
tion-time solution such as CTA-PSO, demon-
strating its suitability for implementation in a
challenging mixed multimedia wireless environ-
ment. In order to meet the evolving require-
ments of new applications, and converged and
high-capacity networks such as 5G, alternative
resource allocation techniques such as CTA-PSO
must be further explored. 
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SERIES EDITORIAL

AD HOC AND SENSOR NETWORKS

ecently, in this series, Conti et al. introduced the con-
cept of the “Multi-Paradigm Era [1],” where several

ad hoc paradigms may be mixed together and integrated
with infrastructure-based networks. This issue fully con-
firms this trend. We present here three articles that clearly
show how technologies and paradigms are not confined
within a single field, but rather contribute in combination
to provide useful solutions.

The first article we present in this issue deals with
acoustic rangefinders, which is a promising technology for
accurate proximity detection. In “Sparse Representation
Based Acoustic Rangefinders: From Sensor Platforms to
Mobile Devices,” the authors survey state-of-the-art sys-
tems and identify possible challenges with acoustic rangers,
including the number of available techniques and the pro-
cessing power needed to derive useful information from
raw ranging data. Solving such problems is fundamental
for mobile computing and communications, in particular
for sensor and mobile phone networks, which are the
mainstream technologies for mobile applications. The
authors further present an information processing frame-
work based on sparse representation designed to address
such challenges. This article concludes by introducing a
low-energy acoustic ranging service for mobile devices
called Beep-beep, and empirically evaluates its benefits.

The article by Li et al. discusses delay tolerant networks
(DTNs) and how to test and evaluate them. DTNs are
multi-paradigm in nature, as they rely on sensor and
mobile phone networks, and furthermore can use multiple
(wireless) technologies (WiFi, Bluetooth, etc.). In “Delay
Tolerant Network Protocol Testing and Evaluation” the
authors examine the evolution of DTN protocol testing
and evaluation, and discuss the trend toward large-scale
mobility trace supported emulation. They present a com-
prehensive survey of solutions for DTN simulation- and
experiment-based testing, highlighting some limits in work-
ing with realistic scenarios. These authors propose a solu-
tion based on network virtualization, which is capable of
efficiently handling the high complexity of realistic DTN
scenarios. Such virtualization is able to simulate DTN envi-
ronments reliably and gives an accurate system perfor-
mance evaluation.

In “On the Potential of Bluetooth Low Energy Tech-
nology for Vehicular Applications,” Lin et al. discuss a spe-
cific area of vehicular networks: the intra-vehicular wireless
sensor network (IVWSN). At this time, such networks are
considered central for improving the performance of vehi-
cles, and are seen as a potential future support for innova-
tive applications. The article focuses the potential usage of
Bluetooth Low Energy (BLE) technology for bootstrap-
ping IVWSNs and present an in-depth study to show BLE
benefits for such networks.

The message we get from these articles is evident: the
multi-paradigm era is a reality, and we are moving more
and more toward different paradigms that are used for the
same scenario, as in the case of DTN, and different sce-
narios that are solved with the same paradigm.

We also see that people are more and more at the cen-
ter of each paradigm, both directly, with their mobility as
in DTN or in mobile phone acoustic rangefinders, and
indirectly, as in the case of vehicular networking.

As always, we want to give special thanks to all review-
ers for their careful reviews of the articles and very helpful
suggestions for improvement.
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INTRODUCTION

The way people perceive, interpret, and use
their personal space describes their interaction
with other people and devices. Distance is an
important proxemic cue that correlates the
intimacy of such interactions with the respec-
tive physical span. Better user experiences
(such as simultaneous photo sharing and “bet-
ter-together” video viewing, device pairing,
extrapolating human gesture, etc.) can there-
fore be delivered with a fine-grained distance
knowledge of nearby users, or more specifical-
ly nearby users’ devices. Essentially, (location-
based) services that support such applications
require high accuracy range information as an
important prerequisite.

Motivated by the need for accurate prox-
emics, new ventures are taking the next logical
step of developing the necessary technology
using commodity software and hardware so
that it can be readily used in commercial off-
the-shelf (COTS) mobile devices such as cell
phones, PDAs, notebooks, and so on. Of these
portable devices, smartphones are particularly
interesting because they are inevitably carried

by people, and also have a wide range of sen-
sors (such as microphone, camera,  GPS,
accelerometer, gyro, digital compass, and/or
infra-red) and communication interfaces (such
as 3G, GSM, WiFi, Bluetooth) for inferring
proximity. When the proximity granularity is
on the scale of a few centimeters, measuring
the travel  t ime of a sound pulse from the
speaker (of one device) to the microphone (of
another device) by counting the elapsed time
samples (instead of timestamping) has been
the most successful method [1]. The sample
counting technique, though effective, is an
expensive operation using a matched filter.1

While smartphones have good computation
and memory resources for its implementation,
the longer execution time leads to greater
energy usage that affects the limited battery
life of these devices. This problem can there-
fore be simplified by designing a light-weight
and faster mechanism that serves the purpose
of sample counting.

In this regard it is interesting to note that
the result  of  a  matched f i l ter  has a  s ingle
major spike at  the correct  t ime shift .  The
location of this data point is the only signifi-
cant information needed for estimating the
travel time of the sound pulse. A recent work
by Misra et al. [2] exploited the sparse nature
of the matched filter result for developing a
detection method for low-cost and low-power
sensor platforms. The key idea was to transfer
the acoustic signal samples in a compressed
form to a resourceful device to estimate the
time delay without processing them locally on
the device.

In this form of compression, the challenge
is to preserve only the sparse information con-
tent that can later be correctly located. This
problem is similar to the classic coin-puzzle
where the task is to find the counterfeit coin
(which is known to be heavier/lighter) among
a group of identical coins (where all are gen-
uine coins except one) using a balance scale
with the fewest possible weightings. An effi-
cient and quick solution is to weigh a selected
group of coins (rather than a single coin) to
correctly locate the fake coin.

Theoretical results in sparse representation are

ABSTRACT

Acoustic rangerfinders are a promising
technology for accurate proximity detection, a
critical requirement for many emerging mobile
computing applications. While state-of-the-art
systems deliver robust ranging performance,
the computational intensiveness of their detec-
tion mechanism expedites the energy depletion
of the associated devices that are typically
powered by batteries. The contribution of this
article is fourfold. First, it outlines the com-
mon factors that are important for ranging.
Second, it presents a review of acoustic rangers
and identifies their potential problems. Third,
it explores the design of an information pro-
cessing framework based on sparse representa-
tion that could potentially address existing
challenges,  especial ly  for mobile devices.
Finally, it presents μ-BeepBeep: a low energy
acoustic ranging service for mobile devices,
and empirically evaluates its benefits.
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also designed along the same principles as find-
ing the odd coin. According to this theory, the
signal can be compressed by measuring the
summed intensity of random combinations of
samples. If the (information) representation of
the signal is sufficiently sparse in a given domain,
then with a sufficient number of such measure-
ments (but significantly fewer than the number
of data samples), the recovery process can repro-
duce the correct result. This approach also facili-
tates the technique of split processing with
cloud-offloading, which is an emerging trend to
outsource data and computation load to remote
servers and is a new paradigm to conserve ener-
gy2 for devices with limited reserves. While such
an approach is greatly useful for resource con-
strained platforms (such as wireless sensor
nodes), its benefit on mobile devices needs
investigation due to their advanced computation
capability and power exhaustive wireless radio
communication.

In this article we present a summary view
of this field and demonstrate its benefits in
conserving energy on mobile devices via our
m-BeepBeep system. Acoustic range-finding with
m-BeepBeep shows similar ranging performance
as a standard system but at a (three times) lower
energy cost, which is appreciable but not signifi-
cant. It provides important lessons for building
similar systems, and also serves as a demonstra-
tion tool for conducting research in this direction.
To make this article self-contained, we present a
review of ranging technologies and state-of-the-
art acoustic ranging systems in the next section
followed by an overview of m-BeepBeep archi-
tecture and its performance. The final section
reflects on the m-BeepBeep ranging method and
concludes with a summary of the article.

RANGING TECHNOLOGY
If a precise estimate of the distance between two
devices is a key requirement, then previous stud-
ies have shown that the most successful tech-
niques are based on measuring the travel time
(also known as the time-of-flight (TOF), propa-
gation delay, or time delay) of an acoustic signal
propagation between them [4]. The reliability of
this measurement depends on the synchroniza-
tion accuracy of the local clocks (on each device)
to a common time-scale, robustness of the detec-
tion method, and the design of the ranging pulse.
We now revisit each of these basic principles.

SYNCHRONIZATION
Synchronization of time can be explicit or implic-
it. Implicit methods attain the state of synchro-
nization as part of the ranging process without
maintaining a separate service, as in explicit
methods, to convert the time from one system
clock to another. Time-difference-of-arrival
(TDOA) based on hyperbolic theory and veloci-
ty-difference, round-trip time (RTT), and
elapsed time between two time-of-arrivals
(ETOA) are examples of implicit methods. With
respect to acoustic ranging on sensor platforms
and mobile devices, the methods of velocity-dif-
ference TDOA and ETOA have received partic-
ular attention.
Velocity-Difference TDOA (V-TDOA) — The

main idea here is to transmit two synchronous
signals with different speeds such as RF and
sound, which traverse the same path length
between a device pair. The receiver device
detects the fast propagating RF pulse (almost
instantaneously) followed by the slower sound
pulse, and computes the separation distance by
measuring the time delay between the arrival of
these two signals.

Elapsed Time Between Two Time-of-Arrivals
(ETOA) — It is a mathematical method to com-
pensate the clock difference errors. ETOA,3

introduced as part of the BeepBeep system [1],
leads to precise timestamp recovery while allow-
ing the local clocks to run asynchronously on the
paired devices. Here the key idea is to use the
difference in sample counts at each device
instead of absolute sample counts.

The underlying technique is as follows. Let us
say that there are two devices P and Q, each
with their respective time-frame tP and tQ.
A two-way reception is performed where device
P emits a signal at tP0, which is recorded by itself
at time tP1, and device Q at time tQ1. Similarly,
the same tasks are performed when device Q
transmits the signal at tQ2, which is recorded by
itself at tQ3, and device P at tP3. Therefore, the
received traces on each device should have two
signals, one transmitted from the other device
and one from itself. Next, the elapsed time
between the arrival time of these two signal
copies are exchanged with the other device. The
difference of these two elapsed time measure-
ments represent the two-way ranging time.
Despite the arbitrary time delay between the two
transmissions, the inter-device distance can be
computed as: 

d = (1/2)(dPÆQ + dQÆP)
= (c/2)((tP3 – tP1) – (tQ3 – tQ1)) + L¢P + L¢Q (1)

where, c is the speed of sound, and LP = 2L¢P
and LQ = 2L¢Q are the distances between the
transmitting and receiving sensors (i.e. speaker
and microphone) on device A and B, respective-
ly. It is important to note that such a mechanism
can also work without self-recording if [ tP0 and
tP1] and [tQ2 and tQ3] can be made to converge at
a single time value by using low-layer time-
stamping techniques (such as described in [6, 8]
for resource constrained platforms, or in [9] for
mobile phones).

SENSING AND DETECTION
Detecting and obtaining an estimate of the
arrival time of the ranging pulse can be per-
formed by the following two approaches, which
(characteristically) measure the received signal
energy, but differ in their implementations and
optimality criteria.

Energy Detector — Energy is measured by
squaring and integrating the received signal over
the observation interval. The integrator output
is, subsequently, compared with a preset thresh-
old to detect the presence of the signal, and the
corresponding time taken to reach this level is
the TOF estimate. While the detection mecha-
nism is easy to implement, its performance is

2 Energy savings offered
by offloading computa-
tion is determined by
three factors: wireless
bandwidth, computation
load, and transmitted
data. Offloading is bene-
ficial only when large
amounts of computation
are needed with relative-
ly small amounts of com-
munication [3].

3 The basic device-to-
device ETOA computa-
tion can be extended to a
large-scale system con-
sisting of many devices
using the asymmetrical
round trip based local-
ization (ARTL) mecha-
nism [5]. The ETOA is
similar to RTT synchro-
nization protocols such
as TPSN [6] and Tiny-
Sync [7], where the refer-
ence time of the devices
in a networked system is
set by the first transmis-
sion from the sending
device, while the
acknowledgment from
the receiving device is
used to mitigate detec-
tion and communication
delays.
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Table 1. Acoustic ranging systems.

System Ranging 
technology

Signal
design

Signal 
frequency

Signal 
time-period

Maximum
range Accuracy Operational

scope
U

lt
ra

so
u

n
d

Active Bat
(1999) V-TDOA Narrowband — — — 3 cm Indoor 

Cricket
(2000) V-TDOA Narrowband 40 kHz 150 ms 10.50 m 2 cm Indoor 

ALHoS (2001) V-TDOA Narrowband 40 kHz — 3 m 2 cm Indoor 

iBadge
(2001) V-TDOA Narrowband 40 kHz — 3 m 2 cm Indoor 

Haza's sys.
(2002) V-TDOA Broadband

PN BPSK
[40-60]
kHz 25 ms 3 m < 1 cm Indoor 

Whitehouse's
sys. (2005) V-TDOA Narrowband 25 kHz — 12 m 5 cm Indoor 

WALRUS
(2005) V-TDOA Narrowband 21 kHz 10 ms 10 m Room level Indoor

M-Cricket
(2011) V-TDOA Narrowband 40 kHz 150 ms 10.50 m 2 cm Indoor 

Spiderbat
(2011) V-TDOA Narrowband 40 kHz — 14 m < 1 cm Indoor and

outdoor 

TWEET
(2011)

V-TDOA Broadband [20-25]
kHz 50 ms 20 m < 5 cm Indoor and

outdoor 

A
u

d
ib

le
 A

co
u

st
ic

Calamari
(2002) TOF+RF-RSS Narrowband 4.5 kHz — — Node level Indoor and

outdoor

Kwon’s sys.
(2005) V-TDOA Narrowband 4.3 kHz — 20-30 m 33 cm Outdoor 

Kushwaha's
sys. (2005)

Message 
time-stamping

Broadband
linear chirp

[0.05-5]
kHz — 30 m [15-25] cm Outdoor

AENSBox
(2006)

Message 
time-stamping

Broadband
PN BPSK [6-18] kHz 330 ms [60-120] m 5 cm Outdoor

Thunder
(2007) FTSP+TOF Narrowband 4.7 kHz 100 ms 137 m 1 m Outdoor

BeepBeep
(2007) ETOA Broadband

linear chirp [2-6] kHz 50 ms 10 m 5 cm Indoor and
outdoor 

Whistle
(2011)

Hyperbolic TDOA
using ETOA

Broadband
linear chirp [2-6] kHz 50 ms — — Indoor and

outdoor 

EchoBeep
(2012) ETOA — — — 10 m 10 cm Indoor

DeafBeep
(2012)

Distance 
difference using
ETOA

— — — — — Indoor

TWEET-v2
(2013)

V-TDOA Broadband
linear chirp [1-20] kHz 10 ms — 5 cm (Semi) indoor 
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dependent on the signal-to-noise ratio (SNR) of
the received signal that is highly susceptible to
uncertainty in noise power. Energy detection is
optimal only if the noise power is known [10].

Matched Filter Detector — In this detection
method the received signal is processed using a
matched filter implemented by cross-correlating
with the reference signal (i.e. a locally stored
copy of the original transmitted signal). This
operation results in correlation peaks, where the
index of the first tallest correlation peak is the
estimate of the pulse arrival time of the line-of-
sight (LOS) path (that gives the range).

Matched filter detection is known to be opti-
mal in stationary Gaussian noise conditions.
However, in realistic situations it can be non-
trivial to accurately estimate the LOS compo-
nent due to the additive noise and multipath
effects that obscure, or severely attenuate, the
LOS (i.e. correlation) peak, or partially overlap
and shift its index position in the correlation
result [11]. Both of these conditions result in
detection anomalies and timing errors.

Erroneous conditions can be controlled by
broadening the bandwidth of the transmit signal,
which translates to a narrower correlation peak
for every multipath. This simple bandwidth
adjustment provides greater temporal resolution,
and hence alleviates the inaccuracies due to mul-
tiple propagation paths. This technique, referred
to as pulse compression, not only resolves the
different propagation paths but also increases
the SNR of the LOS path without increasing the
transmission power.

SIGNAL DESIGN
The design of the ranging signal (i.e. bandwidth
B and time-period T) plays a key role in deliver-
ing the desired ranging performance. Range res-
olution (and accuracy) depends on the
bandwidth B of the ranging signal, while time
period T is indicative of the signal energy (and
hence, range). 

ACOUSTIC SYSTEMS: 
A DECADE OF DEVELOPMENT

There has been more than a decade of develop-
ment of in-air acoustic rangefinding systems,
both in the ultrasound (> 20 kHz) and audible
acoustics (< 20 kHz) band [4]. Table 1 provides
a comparative summary of the existing acoustic
systems. However, within the scope of this article
we will focus on audible acoustics rangefinders.

Calamari and the system designed by Kwon et al.
are the early rangefinders in this domain. They
are based on early WSN platforms (such as
Mica2), and use COTS piezo-electric buzzers to
generate (short) ranging pulses that are sinu-
soidals of ª 4.5 kHz. Due to their limited (nar-
rowband)4 frequency span, they are highly
sensitive to environmental noise and are also
incompetent of resolving the energy in the multi-
path echoes. Kwon et al.’s system obtained an
accuracy of ª 33 cm (over a distance of 20–30 m),
while Calamari only provided node-level ranging
resolution. Thunder also used a similar signal
design, but instead increased the ranging signal

length to 100 ms to obtain better range, which
translated to a range improvement of 137 m with
an average accuracy of 1 m. 

To overcome the range and accuracy/resolu-
tion limitations (as reported by Calamari, Kwon’s
system, and Thunder), the following generation
of rangefinders such as the system by Kushwaha et
al. AENSBox, Thunder, BeepBeep, Whistle,
EchoBeep, DeafBeep, and TWEET-v2, introduced
various design changes. They share a common
detection technique based on matched filter, but
they differ in their signal designs, synchroniza-
tion schemes, and methods to improve the
received SNR.

Kushwaha et al.’s system was based on the
Mica2 platform with an attached custom 50 MHz
DSP processor and an external speaker. The
ranging signal was a Gaussian windowed linear
chirp of 0.05–5 kHz. It employed a message time
stamping technique for synchronizing, and added
a series of consecutive position-modulated chirps at
the same phase and averaged these measurements
to enhance the SNR of the received signal.

AENSBox was comprised of a custom
designed acoustic sensor array that utilized
beamforming to improve the received SNR, and
a separate time synchronization services (based
on low-level time stamping) to prevent clock
skew and drifting. The ranging signal was a
2048-chip code modulated using binary phase
shift keying (BPSK) on a 12 kHz carrier spread
over 6–18 kHz. It differed from most of its pre-
decessors (including ultrasonic systems) in the
use of a separate synchronization service that
maintained metrics to convert from one system
clock to another on demand, rather than a syn-
chronous radio and audio pulse. This approach
is beneficial in scenarios where the audio range
is greater than the radio range.

BeepBeep was a software-based ad hoc infra-
structure-less solution implemented on COTS
mobile devices rather than on non-standard plat-
forms. The ranging pulse was a 50 ms linear chirp
of 2-6 kHz, and used ETOA to avoid explicit clock
synchronization. The techniques of EchoBeep,
DeafBeep, and Whistle improve on the basic rang-
ing technique demonstrated by BeepBeep. While
EchoBeep and DeafBeep, respectively, are provi-
sioned for NLOS conditions and distance differ-
ence measurements (for devices without
microphones), Whistle measures the TDOA and
is based on peak detection. Whistle detects the
arrival time of the ranging pulse by the sequential
change-point mechanism, where the key idea is to
identify the first arriving signal that deviates from
the noise after filtering out background noise. This
technique is useful when there is relatively little
noise and interference from outside sources in the
frequency range of the ranging pulse (such as
inside a car), and therefore cannot be used for
general ranging applications.

TWEET-v2, while adhering to best design prac-
tices of existing acoustic rangefinders (especially
AENSBox), introduced two additional features.
First, it adopted an envelope (instead of peak)
detection technique to make the role of side-
lobes of the cross-correlation function (of the
matched filter) irrelevant, and counter the effect
of noise through the least-square curve fitting
approach. Such an approach also provided the

4 Signals can be catego-
rized into narrowband
and broadband depend-
ing on their relative
bandwidth (i.e., the ratio
of the signal bandwidth
to the center frequency).
Narrowband signals have
a relative bandwidth of
less than 0.2, while the
same exceeds 0.2 for
broadband signals.

Erroneous conditions

can be controlled by

broadening the

bandwidth of the

transmit signal,

which translates to a

narrower correlation

peak for every multi-

path. This simple

bandwidth adjust-

ment provides

greater temporal res-

olution, and hence

alleviates the inaccu-

racies due to multi-

ple propagation

paths.

MISRA_LAYOUT_Author Layout  1/7/15  5:32 PM  Page 252



IEEE Communications Magazine • January 2015 253

benefit of finer resolution that can be fractions
of a sampling period. However, its performance
can be limited by the SNR condition, where the
proposed interpolation method will introduce
significant bias under low SNR. Second, it intro-
duced a near-inaudible ranging signal for mutual
coexistence with existing acoustic signals in the
audible domain. On the performance side,
TWEET-v2 showed similar ranging statistics as
AENSBox except for improvements in power
consumption, processing cost, and (minor) accuracy.

Audible acoustic systems that use a broad-
band signal design and measure the TOF with a
matched filter have reported impressive perfor-
mance in terms of accuracy, range, and cover-
age. Although processing acoustic signals in the
audible range (below 20 kHz) requires sampling
rates of less than 50 kHz, resource constrained
sensor platforms are still unable to perform on-
board processing, and require additional hard-
ware components (such as DSP or other
specialized processors and units) that are power
exhaustive and costly. An attempt to simplify this
problem was first demonstrated by Misra et al. [2].
Here the key idea was to compress (rather than
process) the received signal samples and trans-
mit the condensed data to a more resourceful
device (or base-station) that can estimate the
range by using the techniques of sparse approxi-
mation. Therefore, outsourcing data and compu-
tation to a remote computing platform (also
known as cloud-offloading) reduced the local
burden on the device. In the following section
we investigate the benefits of such a mechanism
to conserve the battery life of mobile devices.

ACOUSTIC RANGING WITH
m-BEEPBEEP

We now present m -BeepBeep, a low energy
acoustic ranging service for mobile phones. In
this section we discuss the theory of sparse
approximation, and then adopt its working prin-
ciple for ranging as part of m-BeepBeep.

AN OVERVIEW OF SPARSE APPROXIMATION
Motivating Insight — One can accurately and
efficiently recover the information of a high
dimensional signal (say x) from only a small
number of compressed measurements, when the

signal-of-interest is sufficiently sparse in a certain
transform domain [12, 13].

The sparsifying domain, referred to as a dic-
tionary Y Œ Rn×d, is a collection of parametrized
waveforms that expresses x as a linear combina-
tion of a few significant elements. It is represent-
ed as: x = Y s = S i=1

d siy i where s Œ R d is a
coefficient vector of x in the Y domain, and yi is
a column of Y. If s is sparse,5 then it is possible
to recover the position and value of its coeffi-
cients by a combinatorial problem, but is
intractable. In pursuit of a polynomial time solu-
tion, Donoho [12] showed that, for a large sys-
tem of equations, s can still be recovered by the
following l1-minimization problem with high
probability. 

(l1): ŝ 1 = arg min ||s||1 subject to: x = Ys (2)

It has also been shown that dimensionality
reduction by random linear projections pre-
serves the l2 distance (i.e. all useful informa-
tion) in the projection domain [14].
l1-minimization can still be used to recover the
sparse s from the projected measurements with
an overwhelming probability, even though its
dimension is significantly reduced. This opera-
tion can be achieved using a random sensing
matrix F Œ Rm×n as: y = Fx = F(Ys) = (FY)s,
where m << n and y Œ Rm is the measurement
vector. However, for recovery the columns of
(FY) should be as independent as possible so
that the information regarding each coefficient
of s is contributed by a different direction, and
this is achievable if F and Y are more incoher-
ent.6 Ensembles of random matrices sampled
independently and identically (i . i .d.) from
Gaussian and ± 1 Bernoulli distributions are
largely incoherent with any fixed dictionary Y,
and therefore permit computationally tractable
recovery of s [12, 13].

Road-Map — The critical aspect for casting the
acoustic ranging problem into the general frame-
work of sparse approximation is to design a
sparsifying representation dictionary. We use a
Toeplitz matrix (an inverse of the Hankel
matrix[2]) as the sparsifying dictionary in the
design of m-BeepBeep, and demonstrate its rang-
ing performance.

Figure 1. The design and implementation of m-BeepBeep: a) system architecture; b) and c) user inter-
face on the mobile device.

Device A Device B

(1) [A] emits
a sound

(4) [B] emits
a sound

(2) [A] records
[A]’s sound

(5) [B] records
[B]’s sound
(3) [B] records
[A]’s sound

(6) [A] records
[B]’s sound

Gateway

FTP client
B

FTP
server

(8) Recovery and range calculation

(a) (b) (c)

(7) [A] sends
compressed

audio samples
 of [A] and [B]

(8) [B] sends
compressed

audio samples
 of [B] and [A]

FTP client
A

5 Sparsity: It character-
izes the signal-of-interest.
It expresses the signal as
a linear combination of
few elements taken in a
particular dictionary as:
x = Ys. The dictionary Y
transform the time-
domain representation
of x that is, typically,
dense to its equivalent
representation s that is,
typically, sparse. 

6 Incoherence: It pertains
to the sensing modality
(FY). Its purpose is to
measure the unknown
signal components and
store this information in
y. Therefore, y is the
result of a combination
of the columns of (FY),
each one weighted by a
different component of
s. For recovery, the
columns of (FY) should
be as independent as pos-
sible; and this is achiev-
able if F and Y are more
incoherent. Incoherence
also makes the process
of compression (using F)
completely independent
of the choice of the spar-
sifying dictionary Y.
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SYSTEM ARCHITECTURE

Figure 1 shows the system architecture of
m -BeepBeep [15] with only two mobile devices
(P and Q). The basic ranging technique is similar
to BeepBeep wherein a two-way sensing of audio
signals is performed as per the ETOA mecha-
nism. Unlike BeepBeep, where each device esti-
mates the TOA (locally using a matched-filter)
and exchanges this information over a WiFi7

radio link to compute the distance, m-BeepBeep
takes a different approach. Here, instead of
locally processing the recorded audio samples,
each device compresses the raw data and transfers
it to a back-end server that estimates the range
using the sparse approximation framework.

The m-BeepBeep protocol consists of the fol-
lowing three steps:
• Initiation: The process is started by an initi-

ating device, which disseminates a ranging
schedule in an initiation message to all the
participating devices (in our case, it is only 1).

• Ranging: Each pair of devices performs
two-way acoustic ranging as per the ETOA
mechanism using a linear chirp [2-6]
kHz/0.05 s.

• Detection and post-processing: It is per-
formed in two phases. In the following, we
explain it with respect to a single device as it
is identical for all devices involved in ranging.

Compression — At each device, the dimension
of the received audio signal x is significantly
reduced by multiplying it with a random sensing
matrix F Œ Rm×n} resulting in the measurement
vector y Œ Rm(m << n) as: y = Fx. m is related
to n by the compression factor a given as: m =
a n, where a Œ [0, 1]. F is a binary sensing
matrix with its entries i.i.d. sampled from a bal-
anced symmetric Bernoulli distribution of ± 1.
A balanced F consists of ± 1 at equal probabili-
ty, where each row contains an equal number of
1’s and –1’s. Therefore, in each row of F, the
sum of the elements is always zero. A balanced
F provides a higher probability of detection (at
recovery) if the noise in x is Gaussian. The m
samples of y are transferred to the remote server
using the file transfer protocol (FTP) service.

Reconstruction and Detection — The server
requires the a-priori knowledge of the seed that
generates F and the dictionary Y [2]. The ranging
framework recovers the sparse correlation coeffi-
cient vector s by solving the following Eq. 3 (a
modified version of Eq. 2), which is more resistant
to measurement noise with a given tolerance e. 

(lr1): ŝ = arg min ||s||l1 s.t.: ||FYs – y||2 £  e (3)

Y is the positive and negative time shifted
Toeplitz matrix constructed from the known
samples of the transmitted signal x. ŝ is related
to the various propagation paths between the
transmitting and receiving devices, where the
index of the first tallest correlation coefficient
peak is the TOA estimate.

Distance Calculation — The server recovers
the two TOAs for each device pair, and com-
putes the ETOA according to Eq. 1 to estimate

the separation distance. In Eq. 1 the distance
L¢P + L¢Q is a constant to the respective device,
and is measured a priori.

SYSTEM IMPLEMENTATION AND STUDY
We implemented the m-BeepBeep ranging ser-
vice on Google Nexus, a COTS smart phone.
The device was running Android version 4.0.
It featured a 1.2 GHz dual-core ARM Cortex-A9
processor, 1 GB RAM, and a wide range of sen-
sors and communication interfaces. Within the
scope of this project, we only used the speakers,
microphones, and WiFi radio of the device.

The study was conducted in an indoor and
outdoor setup. Here we only present the results
for the indoor environment, which was a lecture
theatre of dimension [25 × 15 × 20] m. Figures
2a and 2b explain the notion of sparsity, wherein
the received signal in the time domain has a
sparse representation (only two samples have
dominant peaks among others that take on zero
or negligible values) in the transform (i.e. corre-
lation) domain. Figures 3a and 3b, respectively,
show the detection result using a matched filter
and sparse approximation. We observe that both
methods obtain exactly the same estimate for the
position of the detection peaks along with the
remaining multipath profile.

A key decision is to choose the optimal com-
pression factor a that achieves the best accura-
cy with the least measurements m as a smaller
m leads to lower storage and transmission cost.
m depends on the sparsity of the received sig-
nal in the correlation domain, which in turn
depends on the received SNR that varies with
transmission power and ranging distance. We
performed a series of experiments to empirical-
ly estimate m .  In this setup the two mobile
devices were fixed at a constant separation dis-
tance of 3 m. The (acoustic) transmit power
was varied such that the received SNR were
recorded within the limits: [0–5) dB, [5–10) dB,
[10–20) dB, [20–30) dB. Figure 4a shows the
dependence of a-compression and its recovery
accuracy on the SNR. The figure shows the rel-
ative mean error and its deviation with respect
to the (best-case) of using a matched filter. The
errors are as large as 1 m with a = 0.05, but
attain stability at a = 0.30. This method of
sparse approximation shows an order of magni-
tude 2 improvement in detection accuracy over
the deterministic downsampling technique (Fig.
4b). This result suggests that information
embedding in random ensembles preserves the
energy of its respective higher-dimension repre-
sentation, as opposed to deterministically
choosing samples and discarding information by
downsampling.

In Figs. 4c and 4d we compare the ranging
performance and energy consumption profile of
four different ranging techniques:8
• BeepBeep (sense, xcorr, wireless data

exchange between the ranging devices).
• m-BeepBeep (sense, compress, wireless data

transfer to server, sparse approximation).
• s-BeepBeep (sense, wireless data transfer to

server, sparse approximation).
• e-BeepBeep (sense, energy detection, wire-

less data exchange between the ranging
devices). 

7 WiFi, due to its high
wakeup and connection
maintenance time, may
not be the best choice for
ranging applications
(operating in a stan-
dalone manner) that
emphasize on minimiz-
ing energy consumption.
For our set of applica-
tions, we assume that our
ranging technique will be
used as a service that
piggybacks on existing
WiFi connections; which,
will prove to be more
economical (in terms of
energy) than using it as a
standalone decoupled
module.

8 All four different sys-
tems were implemented
on the same platform as
described previously.
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Device P was fixed while the device Q was
moved along the direct LOS in a controlled
manner. The correct ground truth was estab-
lished using a measuring tape and markers. The
speed of sound used in distance calculation was
according to the model: cair =331.3 + 0.6q (q:
air temperature in °C).

All systems achieved a maximum ranging dis-
tance of 8 m, except e-BeepBeep. While it has
the lowest energy profile, the ranging perfor-
mance (even for distances < 4 m) is highly erro-
neous that stems from its inferior noise power
compensation capability. m-BeepBeep recorded
almost similar performance as BeepBeep for
[1–4] m. Thereafter, its performance deteriorat-
ed for distance measurements from [5–8] m,
which was still within 2 cm of the respective
measurement error reported by BeepBeep.
These lower accuracy measurements of m-Beep-
Beep were due to the decrease in signal sparsity
(an important factor for efficient reconstruction)

with lower SNR of the received signals. In addi-
tion, m-BeepBeep is more than 2.5 times energy
efficient than BeepBeep (Fig. 4d). s-BeepBeep is
also able to mirror the performance of Beep-
Beep as the underlying sparse approximation
performed on uncompressed data is similar to
cross-correlation, and also has energy benefits.

DISCUSSION AND CONCLUSION
The sparse representation based acoustic rang-
ing technique can efficiently capture and embed
information in a lower dimensional space (by
random ensembles), and subsequently recover it
from an underdetermined system. Such an
approach has several merits. First, it provides a
simple dimensionality reduction mechanism to
condense the dataset. As the data compressibili-
ty is proportional to its information level, sparse
(information) signals can be compressed signifi-
cantly. Second, it requires transferring and pro-

Figure 2. Equivalent representations of the same waveform in: a) time domain and b) correlation domain.

Time (seconds)

Time domain

(a)

0.020

-0.2

-0.4

A
m

pl
it

ud
e

0

0.2

0.4

0.04 0.06 0.08 0.1
Time (seconds)

Cross-correlation/correlation domain

(b)

0.020

5

0

C
or

re
la

ti
on

 v
al

ue
/

cr
os

s-
co

rr
el

at
io

n 
do

m
ai

n 
co

ef
fi

ci
en

ts

10

DP/LOS

First
multipath

15

20

0.04 0.06 0.08 0.1

Figure 3. The LOS peak is correctly detected by both the methods: a) standard cross-correlation and b) sparse approximation.
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cessing a significantly smaller dataset to obtain
accuracies comparable to the state-of-the-art
detection technique. At the local device end, the
simplicity of this operation translates into appre-
ciable energy savings. Third, it introduces a sys-
tem controlled parameter for accuracy
moderation (a), wherein applications with vari-
able position uncertainty can use this feature to
further optimize the energy budget of the device.
For example, applications that require lower-
range accuracy (e.g. 100 cm) could use only five
percent (instead of 30 percent) measurements
(Fig. 4a). Unlike traditional techniques, it is
asymmetric wherein the two entities (i.e. mobile
device and remote server) need not know the
compression basis. This forms the basis for
secure ranging, which could further be devel-
oped along the lines of asymmetric key cryptog-
raphy. Finally, in comparison to lossless

compression techniques (such as LZ77-based
algorithm “gzip”), it offers a graceful perfor-
mance degradation in the event of packet loss
during data transmission as it can still recover
the results, but with larger errors, and has the
same performance as compressing with a smaller a.

While it is an important milestone to be able
to reduce the energy demands on the device, the
next hurdle is in the recovery process that incurs
mammoth computation loads that require longer
execution time. Such a practice would exacer-
bate the loads on servers (and from a cloud per-
spective, data centers and energy grids) that are
already under pressure from our mobile demands.

In conclusion, this article outlines features
common to ranging, with a special focus on
acoustic techniques, and then summarizes the
existing acoustic systems developed over the last
decade. It identifies those factors that present

Figure 4. Empirical results in the indoor setup: a) characterization of compression factor α with SNR; b) for a compression/
downsampling factor of 0.30, the sparse approximation method based on l1-min in the correlation domain shows an order of
magnitude 2 higher detection accuracy compared to downsampling with cross-correlation; c) and d) ranging performance and
energy profile of: (1) BeepBeep (sense, xcorr, wireless data exchange between the ranging devices), (2) m-BeepBeep (sense, com-
press, wireless data transfer to server, sparse approx.), (3) s-BeepBeep (sense, wireless data transfer to server, sparse approx.),
and (4) e-BeepBeep (sense, energy detection, wireless data exchange between the ranging devices).
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the greatest challenge to energy depletion. Final-
ly, the article discusses the emerging technology
of sparse representation-based acoustic
rangefinders as an important step toward closing
the gap between performance and energy con-
sumption, and provides empirical evidence using
the m-BeepBeep system.
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INTRODUCTION
Delay-tolerant networks (DTNs) [1, 2] have
attracted lots of attention in the past 10 years,
and many related interesting applications have
been experimented and tested, including mobile
social networks based on human mobility, sensor
networks for wildlife tracking and habitat moni-
toring, vehicular ad hoc networks for road safety
and commercial applications, and deep-space
interplanetary networks. In a DTN, most of the
time there are no end-to-end paths from com-
munication sources to destinations due to node
mobility, wireless propagation effects, sparse
node density, and other adverse factors. For this
kind of network, traditional ad hoc routing pro-
tocols, which rely on end-to-end paths, fail to
work [1]. Therefore, a new routing mechanism,
called store-carry-and-forward [3], was proposed
to provide communication. In order to improve
message delivery probability, a variety of routing
schemes have been proposed, such as two-hop
relaying, spray and wait, and MaxProp [3], which
aim to reduce the overhead of epidemic routing.
Furthermore, some of these routing schemes

claim to obtain optimal system performance, and
typically they attempt to achieve short message
delivery delay with relatively low transmission
cost. However, there is a trade-off between mes-
sage delivery delay and delivery cost. Generally
speaking, shorter delivery delay is obtained at
the expense of higher cost, and vice versa. There-
fore, it is critically important to accurately evalu-
ate these routing schemes in order to show their
advantages and drawbacks objectively.

Recently, theoretical analysis frameworks,
such as Markov models [4] and ordinary differ-
ential equation (ODE) models [5], are being
used to evaluate the performance of DTN proto-
cols. However, these models are far too simpli-
fied to be capable of faithfully representing
highly complicated DTNs, and the ability of
these models to evaluate DTN protocols is
severely limited. Therefore, more realistic simu-
lation and experiment-based evaluation tools are
needed [3, 6]. Current testing tools can be classi-
fied into two types: software-based simulation
and testbed-based experimentation. Software-
based simulation can be carried out using gener-
al network simulation software like NS-2 and
OPNET, or specialized DTN simulation tools
like ONE [7] and OMNeT++ [8]. Recently
emerging real-life DTN testbeds include UMass
DieselNet [9] and ORBIT [10], which are built
to carry out experiments for evaluating DTN
related algorithms and protocols. These testbeds
offer realistic DTN environments. However, set-
ting up an experiment in such a testbed involves
vast investment in terms of money and time.

In this article, we first review the evolution of
the protocol testing and evaluation for DTN and
discuss the trend toward large-scale mobility
trace supported emulation by surveying the
emerging approaches to DTN protocol testing.
In order to overcome the shortcomings of both
the existing simulation tools and experimental
testbeds, we propose TUNIE, a large-scale emu-
lation testbed for DTN protocol evaluation
based on network virtualization, which offers the
following highly desired features. First, TUNIE
enables the implementation of realistic environ-
ments for credible evaluation of DTNs by con-
trolling the data transmission through regulated
wired and wireless links. Second, it provides
deep programmability of networking functions to
customize system-level parameters as well as
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abundant mobility environments to enable the
experimenters to repeat their different evalua-
tions. Third, TUNIE is remotely accessible and
sharable by the research community, which sub-
stantially reduces the capital costs and human
effort required to perform experiments. We
implement a prototype of TUNIE to demon-
strate that it offers a flexible platform for simu-
lating realistic DTN environments and evaluating
DTN protocol performance.

The rest of this article is organized as follows.
After reviewing the current testing tools and
platforms, we provide the design goals of TUNIE
and describe the experiment workflow of
TUNIE. We then describe the deployment of
TUNIE and conduct some preliminary experi-
ments in our implemented TUNIE to show its
flexibility as a DTN performance evaluation
platform. We conclude the article in the final
section.

FROM SIMULATION TO EXPERIMENT
The performance of a DTN may vary significant-
ly, depending on how the mobile nodes move,
how densely the nodes are distributed, and how
far apart the sender and receiver are. The key
factors that determine DTN performance are
the routing and forwarding algorithms used, and
how well their design assumptions match the
actual mobility patterns. Many routing schemes
have been proposed. Simulation and, subse-
quently, experiment testing play an important
role in evaluating these DTN protocols. Table 1
categorizes the testing tools into simulation and
experiment-based classes, and summarizes the
main features of different schemes.

SIMULATION TESTING
Simulation testing for DTN protocol evaluation
began with the use of general network simula-
tion software, such as NS-2, NS-3 and OPNET.
These simulation tools are designed for general
networks, which also include wireless and mobile
networks. Therefore, they have been used for
DTN protocol evaluation, particularly in the
early days. As mobility patterns are important
for characterizing DTNs, mobility generators
based on simple models are available for NS-2
and NS-3 as part of their toolsets or as specific
extensions.

OMNeT++ [8] is a public source simulation
platform that has primarily been used for simu-
lating communication networks, and [8] propos-

es mechanisms for simulating DTN in the
OMNeT++ discrete event simulator. These
mechanisms allow open systems of wireless
mobile nodes to be simulated, where mobility or
contact traces are used to drive the simulation.
In this approach, the mobility generations, which
are separate from the core OMNeT++ protocol
simulations, facilitate importing synthetic or real
data from external mobility generators, real
mobility tracking data, or real contact traces.

While NS-2 and OPNET can offer sound
generic open simulation platforms for packet-
based communications, and OMNeT++ is
embedded with the specific settings to simulate
node mobility, generic support for DTN simula-
tion in these platforms is fairly limited. To allevi-
ate this drawback, the ONE simulator [7]
contributes an environment for DTN protocol
evaluation with embedded internal and external
mobility models, enabling different DTN routing
schemes and interactive inspection. ONE is an
agent-based discrete event simulation engine. At
each simulation step, the engine updates a num-
ber of modules that implement the main simula-
tion functions, which include the modeling of
node movements, inter-node contacts, routing,
and message handling. Result collection and
analysis are done through visualization, reports,
and post-processing tools.

EXPERIMENTAL TESTING
Using the above-mentioned simulation tools,
however, it is difficult to realize realistic DTN
environments in terms of both physical proper-
ties and wireless network phenomena. This is
because the mobility, channel, and radio charac-
teristics, power consumption, and many other
features of wireless mobile networks interact in
very complex relationships, and these software
simulators simply cannot faithfully reproduce
these highly complex and interdependent charac-
teristics. To address these challenges, ORBIT
[10] and UMass DieselNet [9] have been
designed and built for realistic mobile network-
ing experimentation.

The ORBIT radio grid testbed was developed
for scalable and reproducible evaluation of next-
generation wireless network protocols by provid-
ing a flexible, open-access, multi-user
experimental facility. The ORBIT testbed con-
sists of an indoor radio grid emulator for con-
trolled experimentation and an outdoor field
trial network for end-user evaluations in real-
world settings. This testbed currently consists of

Table 1. Comparison of approaches and tools in DTN protocol testing and evaluation: from simulation
to experiment.

Categories Main features Representative platforms

General simulation software Software simulated networks,
simple mobility models NS-2, NS-3, OPNET

DTN specific platform Discrete event simulator, realistic
mobility trace integration OMNeT++[8], The ONE[7]

Experimental testbed Realistic wireless environment,
realistic hardware and system UMass DieselNet[9], ORBIT[10]
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400 wireless nodes having 802.11a/b/g wireless
cards laid out in a 20 × 20 grid. In this way,
DTN protocols can be assessed by the experi-
menter via an Internet portal, which provides a
variety of services to assist the user with setting
up network topology, programming radio nodes,
executing experimental code, and collecting
measurements.

DieselNet consists of computer-equipped
buses, battery-powered nomadic nodes, organic
WiFi APs, and a municipal WiFi mesh network
serving the area surrounding the University of
Massachusetts, Amherst campus. More specifi-
cally, UMass DieselNet consists of 40 buses,
each carrying a small-form desktop computer
with 40 GB of storage and a GPS device. Each
bus operates a 802.11b radio that scans for other
buses 10 times a second and an 802.11b access
point that accepts incoming connections. It is a
realistic vehicular DTN testbed, and protocols to
be evaluated can be implemented on DieselNet
as the first step toward real-world deployment.
Moreover, testing on DieselNet allows the exper-
imenter to study the effects of certain critical
events, such as delays caused by computation,
wireless channel interference, and operating sys-
tem delays, which could not be perfectly mod-
eled in a software simulator.

TRENDS
Because software-based simulation has difficul-
ties in realizing realistic wireless link and node
mobility properties, it is hard for a software sim-
ulator to emulate a complicated DTN environ-
ment. Recently, emerging real-life DTN testbeds,
like DieselNet and ORBIT, offer realistic DTN
environments, and they are built to carry out
experiments for evaluating DTN related algo-
rithms and protocols. However, setting up an
experiment in such a testbed involves huge costs;
moreover, the wider research community may
not have access to these testbeds. Furthermore,
it is very difficult to set up a truly large-scale
experiment in these testbeds. It is highly desired
that DTN testing platforms are supported by
real-world large-scale mobility traces and are
flexible to realize. On the other hand, the recent-
ly emerging testbed MoViT [11] shows that emu-
lation is an effective and useful approach to
evaluate mobile networks. Based on this trend
and the above motivations, we propose a large-
scale DTN testbed, TUNIE, which exploits virtu-
alization technology and OpenFlow [12] to
implement a realistic and reliable DTN environ-
ment, while providing remote accessing and
sharing for the research community to emulate
customized system-level parameters. Thus,
TUNIE offers a realistic testing environment
and is convenient to use.

TUNIE SYSTEM DESIGN
TUNIE stands for Tsinghua University Network
Innovation Environment. Our design focuses on
providing a reputable and controllable emulation
testbed for accurate DTN protocol evaluation
using the technology of network virtualization.
In this section, we first describe the system goals,
and then provide the details of the system in
terms of controller, node and link design.

DESIGN GOALS

The primary design of TUNIE is to enable con-
trollable and reliable performance evaluation for
DTN protocols. Specifically, TUNIE is designed
to achieve the following goals.

High Credibility — To avoid inaccurate evalu-
ations of DTN protocols, which may happen
when using simulation tools like NS-2 and ONE,
TUNIE should provide an accurate assessment
approach that reflects the realistic DTN environ-
ment. This environment should include realistic
node mobility scenarios, wireless link layer prop-
erties, and system-level parameters in network
layer implementations. The best choice would be
to use a realistic wireless testbed. However, the
huge cost in terms of time and money involved
makes it unrealistic to implement such a wireless
testbed. In TUNIE, we rely on a virtualized
testbed to implement realistic DTN environ-
ments by controlling the data transmission
through regulated wireless links, which exhibit
intermittent connectivity with time-varying inter-
ference, bit rates, error rates, and transmission
delays. At the same time, these realistic experi-
ment environments can easily be configured by
remotely accessing the central control center.

System-Level Parameter Realization — New
DTN algorithms, protocols, and architectures
often require specific customizations of system-
level parameters. Therefore, the experiment
platform must provide deep programmability of
networking functions to implement and emulate
system-level parameters, such as operation sys-
tem (OS) information, network stack settings,
distributed protocol states, and interactions on
different modules. Consequently, TUNIE should
offer sufficient customization to enable the
implementation of these system-related parame-
ter details in terms of network stack and trans-
mission links in the deployment of new
algorithms and protocols. In the implementation
of TUNIE, we use virtual machines supporting a
customized OS to run full network stack imple-
mentation with new routing protocols and appli-
cations, which process the network packets with
system-level parameters of processing delay and
buffer size, and use a centralized control center
to control the link behavior according to differ-
ent mobility models, and passes through a wild
wireless interface as required by the experi-
menter, which results in real-world link parame-
ters of packet loss rate, transmission delay, and
so on.

Remotely Accessible and Repeatable Exper-
iments — In the DTN protocol evaluation, we
need to validate the performance of the new
algorithms using different mobility scenarios.
Therefore, a testbed emulator should provide
abundant mobility environments to enable the
experimenters to repeat their different evalua-
tions and experiments, in which similar environ-
ments can be repeated to obtain similar results.
Moreover, it should be remotely accessible to
provide the DTN research community with a
convenient and practical platform to use. TUNIE
offers the experimenter a wide range of choices

TUNIE stands for

Tsinghua University

Network Innovation

Environment. Our

design focuses on

providing a rep-

utable and control-

lable emulation

testbed for accurate

DTN protocol evalua-

tion using the tech-

nology of network

virtualization.

LI_LAYOUT.qxp_Author Layout  1/7/15  4:56 PM  Page 260



IEEE Communications Magazine • January 2015 261

in terms of mobile environments, and gives the
experimenter a high level of control over proto-
cols and software used on the network nodes. In
particular, it allows the experimenter to imple-
ment a customized system by remote operation
and to deal with the issues occurring during the
emulation robustly.

Scalability and Shareable Access — Properly
evaluating a DTN protocol requires testing its
scalability by changing the system size. With the
existing testbeds, it is hard to support a large
number of nodes, say thousands. On the other
hand, as an evaluation platform, a testbed emula-
tor should be a public facility to be shared among
many researchers. To enable large-scale experi-
ments and sharable access by many users, TUNIE
uses operation system based network virtualiza-
tion technology to allow many logical nodes to
operate on the same shared physical infra-
structure for efficient utilization of the available
infrastructure among different experiments. The
virtual nodes behave like realistic nodes with
real-life node mobility and system parameters of
network layer implementations, and a unified
management system controls the network
resource for effective node allocation and usage
by all experiments. Due to TUNIE’s remote
access and sharing capability, the capital costs
and human effort required to perform an experi-
ment are substantially reduced, which makes our
testbed emulator more economical to run.

SYSTEM OVERVIEW
In order to support large-scale experiments and
node customization for credible DTN protocol
evaluation, we use the OS and network virtual-
ization technologies to set up virtual DTN emu-
lation platforms. In every DTN node of the

TUNIE architecture, an integral of protocol
stacks is deployed, which includes the DTN bun-
dle router and bundle forwarder modules, based
on the OS visualization. Therefore, the experi-
menter can easily set up typical routing and for-
warding protocols in a DTN node, such as
epidemic routing, two-hop forwarding, and spray
and wait, or other customized routing and for-
warding protocols. To simulate realistic commu-
nication links in the DTN paradigm, which relies
on intermittent opportunistic connection to
transmit packets, we use OpenFlow [12] to con-
trol the link events, such as link up and down,
according to different inputs of the mobility sce-
narios. The bandwidths of the transmission links
are controlled by the centralized controller, and
they vary with time and space. Moreover, we fur-
ther use the link virtualization technology to con-
trol each real-time transmission on the
opportunistic links. In this way, we make a virtual
wireless interface behave like a real wireless link,
including the realistic behaviors of time-varying
interference, bit rate, error rate, and transmission
delay. This is in contrast to many existing DTN
simulators, which either neglect the details of
wireless link characteristics and simply assume
that any two nodes can communicate with each
other when they are in the transmission range of
each other, or use the simple time-varying link
transmission model to simulate the wireless
transmission behaviors as in ONE [7].

The TUNIE architecture is shown in Fig. 1,
where two important features can be observed.
First, we use OS virtualization to emulate DTN
nodes. Specifically, we use a XEN virtual
machine hypervisor to run a series of virtual
machines as DTN nodes. Each DTN node con-
tains a CentOS supported realistic network stack
that includes the upper layer of TCP/IP and core

Figure 1. TUNIE architecture: network virtualization based DTN emulation testbed overview.
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layer of DTN, which allow users to program
each node to customize their own designed algo-
rithms and protocols. Second, OpenFlow is used
to control the links of all DTN nodes in order to
ensure that they behave like the required real
opportunistic links. Specifically, a controller run-
ning in a PC transforms the mobility settings
given by the experimenter into the link up and
down events, and sends these events to the
OpenFlow switches, which connect all the virtual
nodes through wired and wireless links. The
OpenFlow switches control the connectivity
between all node pairs to ensure that the trans-
missions occur in the required opportunistic way,
and the wild wireless transmissions ensure they
behave as they should in a realistic wireless net-
work. Next, we detail the important components
of TUNIE, including node architecture, link
structure, and controller.

NODE DESIGN
The DTN node in TUNIE is a software-based
solution that provides the virtual environment
for running a DTN protocol stack and specific
applications for the required protocol evaluation
settings. As shown in Fig. 1, we use XEN virtual-
ization technology [13] in our system, where
multiple concurrent virtual machines running the
Linux OS CentOS coexist in a physical machine,
and a DTN node is implemented as a virtual
machine. In the virtual machine, the core com-
ponent is the DTN protocol stack, which is run-
ning on the TCP/IP protocol stack. In our
deployment, we use the open source implemen-
tation of DTN bundle protocol, DTN2 [14]. In
this DTN stack, Bundle Router and Bundle For-
warder are the two most important components
to implement the bundle protocol. Specifically,
Bundle Router makes the routing decision based
on the application requirements and contact
information generated by the contact manager.
In the virtual machine, most general router algo-
rithms, including epidemic routing, two-hop
relaying, and spray and wait [3], are available to
provide the routing functionality. Through the
user configuration interface, experimenters can
choose their favorite routing components or
implement a new one. The physical machine
host provides the software interface between the
processes in different virtual machines. For a
Bundle Forwarder, we use the Click [15] engine
to configure the router decision from the Bundle
Router into the Click data plane. It then for-
wards the data into the network interface
through the bundle store according to the deci-
sion of the fragmentation module. All the packet
processing, including the TCP/IP layer packet
disassembly and congestion control, will induce
delays in packet forwarding. At the same time,
the DTN stack with a buffer for message storing,
and the buffer size, which is an important system
parameter for determining the system perfor-
mance, are open for user configuration. TUNIE
is able to emulate a real DTN system with all
these system-level features of the network stack,
which are impossible or hard to capture by simu-
lation tools and analytical methods.

The host uses an OpenFlow vSwitch (OVS)
[16] to connect virtual nodes, to be discussed
later. The OVS can control the bandwidth of

each virtual node to share the physical link
capacity. After receiving the link bandwidth sent
by the controller according to the transmission
scheduling, the host can dynamically change the
bandwidth. This control mechanism is enabled
by the XEN network interface virtualization
scheme, where the host can view and control the
virtual interface in each virtual node.

LINK DESIGN
The virtual link is a key component of TUNIE.
We use the link virtualization technology to
enable the emulation of wireless opportunistic
links. We first set up a virtual interface, which is
a tap device, for each virtual node. We then use
the software bridge of the OVS in the XEN vir-
tualization environment to connect all the tap
devices with the WiFi physical interface in the
host node, which itself is connected to the Open-
Flow access point (AP). The OVS and OpenFlow
AP together let any two virtual nodes set up a
link at any time, and can also block any connec-
tion at any time. The link control is achieved by
the flow management in OpenFlow, which is fur-
ther controlled by the centralized controller. The
link view of TUNIE is illustrated in Fig. 2, where
it can be seen that the OpenFlow AP connects
the physical multi-core servers through the WiFi
interfaces, and this in turn allows virtual nodes to
connect with each other through the wireless
links. With the OpenFlow link controlling func-
tion, all the links among node pairs are con-
trolled by the system; therefore, it is easy for
experimenters to simulate different mobility sce-
narios. On the other hand, the controller controls
all the transmissions over virtual links either
across multi-servers or insider one physical serv-
er, illustrated by virtual link a and b, respectively,
in Fig. 2, as they pass the wild WiFi interfaces.
Consequently, wireless characteristics, such as
radiation patterns of the antennas, are taken into
account in the emulation testbed. In this way,
data transmissions in TUNIE undergo real-word
packet loss rate, transmission delay, and through-
put fluctuation. Thus, these important system-
level parameters are built in naturally to help
obtain accurate and correct performance results
for the DTN protocol evaluations.

CONTROLLER DESIGN
The controller is a centralized network link con-
trol component in the OpenFlow network, which
is running on the network OS and has an
overview of the network. The controller can
inject specific flow rules into the OpenFlow
switch according to the behaviors of the net-
work, which depend on the routing algorithm,
load balance, and so on. Our TUNIE controller
is built on OpenFlow NOX, and is implemented
in Java and Python languages. Specifically, we
develop a centralized experiment control layer in
NOX. The input parameters of this control layer
include the number of nodes, mobility model,
and emulated applications. Based on the given
input, the control layer provides the functions of
VM Image transmission and configuration to set
up virtual DTN nodes, open vSwitch configura-
tion to control the links, and experimental con-
trolling and data collection, as shown in Fig. 1.
To control the experiment, for instance, it first
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computes the opportunistic links among all
nodes based on the given mobility model to
obtain the specific link up and down events. Sec-
ond, it calculates the data transmission rate of
each opportunistic link according to the posi-
tions of the communicating nodes. After obtain-
ing the link events and transmission rates, it
computes the flow rules at different times, and
then sends them to the OpenFlow switch at the
appropriate times, as well as deleting certain
rules after their link times are done. With this
mechanism, we can use the OpenFlow switch to
control the links of different nodes to emulate
an opportunistic DTN.

TUNIE EXPERIMENT
WORKING FLOW

The experiment working flow of TUNIE is
depicted in Fig. 3. When setting up an experi-
ment in TUNIE, the user needs to configure the
controller first by setting the overall network
parameters, including the number of nodes,
mobility model, and so on. TUNIE will generate
the virtual nodes by communicating with the
required multi-core servers. The user then needs
to log in to the virtual nodes to configure and
prototype the algorithms and protocols. The
TUNIE controller will translate the experiment
settings into link control events and, through the
OpenFlow flow rules, controls the links among
virtual nodes to ensure that they behave as the
required opportunistic links. We now illustrate
the experiment working flow by introducing our

mobility scenarios, and routing and application
settings implemented in TUNIE.

MOBILITY SCENARIOS
Mobility is the most important consideration for
DTN performance evaluation. Usually, different
performance evaluations of a protocol require
different mobility models. For example, to evalu-
ate the scalability properties, we may adopt a
random mobility model, with which the scale of
the network is easy to change. On the other
hand, to evaluate the transmission efficiency, we
need real traces covering different mobility sce-
narios in order to get accurate results. To satisfy
these different requirements, in TUNIE we inte-
grate different mobility scenarios in the con-
troller, including random mobility models,
map-based mobility, and real-world human and
vehicular mobility traces, as indicated in Fig. 3.

In terms of random mobility, we cover a
broad set of random mobility models by includ-
ing random waypoint, random walk, and random
direction walk. For map-based mobility, we use a
map model in the ONE simulator [7]. For realis-
tic human mobility, we integrate four human
mobility traces, Infocom05, Infocom06, Reality,
and Cambridge, in the system. Among these four
human mobility traces, Reality was collected
from the MIT Reality Mining Project, and the
other three were gathered by the Haggle Project.
We also integrate two vehicular mobility traces,
Shanghai and Beijing. The Shanghai trace was
collected by involving 2019 operational taxis in
Shanghai over the whole month of February
2007 without any interruptions. The Beijing

Figure 2. Link design and virtual links in TUNIE.
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trace includes the mobility traces of 27,000 par-
ticipating Beijing taxis collected during the
entire month of May in 2010, which is the largest
vehicular data trace available.

ROUTING AND APPLICATIONS
Related to the routing protocols, users can
choose epidemic routing, two-hop relaying, and
spray and wait, which are available in the system
for configuring the DTN nodes. Users can also
implement new routing and resource allocation
schemes to evaluate their own protocols. All
these functions are openly accessible in the DTN
Bundle module of the DTN stack. In terms of
applications, similar to the ONE simulator,
TUNIE provides two ways to generate applica-
tion packets in the virtual nodes: packet genera-
tors and external traffic event files. The packet
generator in TUNIE creates packets for the
selected source and destination with the given
packet size and deadline, which are set by the
user. A separate tool to generate packet event
files is also included in TUNIE. In this way,
users can generate messages very conveniently.
For both ways of generating application packets,
the application is implemented in the module of
the Application IPC, which communicates with
the router (i.e., injects bundles into the Bundle
Router) via an inter-process communication
channel in the experiment control layer.

IMPLEMENTATION AND DEPLOYMENT
In implementing the TUNIE design on hardware
devices, we use 40 high-performance servers with
Intel Xeon X5550 2.6 GB four core CPU, 16 GB

memory, and WiFi interface as the hosts to pro-
vide the virtual DTN nodes. For the OpenFlow
switches, we use 8 WiFi APs of a Broadcom chip
and 3 Pronto OpenFlow-enabled switches as the
OpenFlow devices, where the WiFi APs provide
the wireless connections of the servers through
their WiFi interfaces. The system-level parame-
ters and characteristics are summarized in Table
2, which provides detailed information, in terms
of nodes, links, and DTN protocol stack, on our
implemented testbed emulator. This virtualized
programmable DTN emulation testbed contains
the resources of software virtualization compo-
nent and OpenFlow component. With our uni-
fied user configuration interface in the controller
and host, experimenters have access to all the
resources in the platform, and can build their
own experiments to test the designed DTN algo-
rithms and protocols. Moreover, the same imple-
mented code of these evaluated targets can
directly run on a real-life DTN system, and no
translation is required from the testbed emulator
to the real DTN environment.

Based on the virtualized environment, we
install the virtual DTN nodes with the DTN2
protocol stack on the TCP/IP network stack, and
we also install a network connecting with all the
physical multi-core servers to support the plat-
form management system. We design the system
with the GUI interface by web service for users
to apply the DTN node resources, and to use
them by configuring and customizing the net-
work. All these operations and configurations
over the virtual environment are carried out by
web-based remote access, and experimenters are
able to build their own experiments concurrently
in their individual and separated virtual net-
works. Although building TUNIE involves the
cost of the required hardware servers and switch-
es, it is significantly less than deploying a similar
large-scale dedicated hardware testbed. More-
over, such a dedicated testbed can only run a sin-
gle experiment, but our TUNIE testbed emulator
enables multiple different experiments to run
concurrently, and its hardware resources can be
remotely accessed, controlled, and shared by
many researchers. Additionally, unlike a dedicat-
ed DTN testbed, the invested hardware resources
are not restricted to DTN experiments, and
TUNIE can conveniently be used for other net-
work experiments and application. Clearly, our
TUNIE testbed emulator provides an economi-
cal, repeatable, and reliable platform for DTN
protocol testing and evaluation, and it will be
open to the wider DTN research community.

We carried out some basic experiments to
investigate the capability of the system. The well-
known ODE model is widely used to model the
message propagation in DTN network [5]. Here,
we verify this model in our testbed emulator to
investigate the efficiency and accuracy of TUNIE
as a DTN performance evaluation platform. We
evaluated the accuracy of the ODE model by
comparing the theoretical results obtained based
on the model given in [5] with the experimental
results, which were obtained by simulating the
message dissemination under the epidemic rout-
ing with the random walk mobility model in
TUNIE. The system settings and performance
metrics obtained from the experiment on

Figure 3. System functions and experiment workflow of TUNIE.
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TUNIE in terms of one-hop transmission and
network-level performance are summarized in
Table 3.

We simulated the network with different net-
work sizes of N from 100 to 1000, where 20 per-
cent of the nodes in the network were randomly
chosen to be infected, and the system was simu-
lated 100 times. From the average deviation
between the theoretical and experimental results
of the average infected node ratio in Table 3, we
inferred that the number of message-infected
nodes computed from the ODE model agreed
with the average values obtained by the experi-
ment. On the other hand, the deviations, which
were influenced by TUNIE’s system-level param-
eters of network stack and wireless links, indicat-
ed that the deviations happened in realistic DTN
environments with network stack interactions
and wild wireless transmissions. These aspects
could not be obtained by the analytical method,
which only captured the average system perfor-
mance. These results clearly demonstrate the
credibility and accuracy of TUNIE as an emula-
tion testbed to evaluate DTN performance.

CONCLUSIONS
In this article, we have reviewed the evolution of
DTN protocol testing and evaluation. Based on
a survey of the existing simulation tools and
experimental testbeds, particularly their advan-
tages and drawbacks, we have designed and
implemented TUNIE, a network virtualization
based DTN testbed emulator. TUNIE integrates
XEN virtualization and OpenFlow technologies.
Specifically, XEN enables setting up large-scale
DTN networks, and OpenFlow is used to emu-
late the DTN opportunistic links. TUNIE opens
up a wide range of choices to users, in terms of
mobility scenarios, routing protocols, and appli-
cations, and also allows users to design their own
experimental environments conveniently. Our
initial implementation validated that TUNIE is
an efficient platform to evaluate DTN perfor-

mance, which needs to further integrate other
abundant models about the network properties
(i.e., link models from MoViT[11] and device
characteristics (i.e., energy consumption) to sim-
ulate some specific DTN environments. TUNIE’s
web-based interface for remotely accessing, con-
trolling, and sharing ensures that TUNIE will be
open to the wider DTN research community.
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INTRODUCTION

Modern production vehicles are highly comput-
erized, and the major functionalities of a vehicle
are controlled by several electronic control units
(ECUs) inside the vehicle. ECUs need to gather
information about the vehicle from the sensors
in order to maintain all the required vehicular
operations. Currently, most of the sensors inside
vehicles are connected by physical wires, so each
sensor sends out its data via the wires toward its
destination ECU. However, because vehicles are
becoming more complex, and the number of
applications and gadgets in vehicles keeps
increasing, the large number of wires needed for
the connection of sensors poses several signifi-
cant challenges, the first one being the extra
weight of the wires. If the extra weight can be
eliminated, the weight of vehicles can be reduced,
and thus they can have better fuel economy and
performance. Furthermore, the wired connection
limits the possible sensor locations and hence
the range of applications. The wires themselves
are costly, and the cost of installing wires in

vehicles can be high for car manufacturers.
When a vehicle gets older, some wires may dete-
riorate and cause severe problems, and to
replace wires inside a vehicle would be either
impossible or very expensive. In order to address
these issues, wireless technology was recently
proposed for communications between sensors
and ECUs. The wireless sensors and the ECUs
form a new architecture, which is often referred
to as an intra-vehicular wireless sensor network
(IVWSN) [1].

Because of the potential benefits of IVWSNs,
car manufacturers might gradually introduce
wireless sensors into vehicles in the near future.
Such a gradual scheme could start from several
possible types of sensors: those that are not safe-
ty-critical, those in hard-to-reach locations, or
those that are the easiest to be replaced with
wireless sensors. Furthermore, for car manufac-
turers the additional cost of the wireless hard-
ware is the major barrier for the deployment of
IVWSNs. In order to massively deploy wireless
sensors in vehicles, the unit price of a sensor
with a wireless transceiver should not be much
higher than an ordinary sensor. The cost of a
wireless sensor highly depends on the chosen
wireless technology and the complexity of the
system. Consequently, a good starting point is to
identify and evaluate a viable wireless technolo-
gy to support the aforementioned types of sen-
sors. These types of sensors/applications usually
have the following requirements and properties.

Requirements
• Low cost: Lower complexity implies lower

cost. Besides, if the system can adopt an
existing wireless technology with minimum
modifications, the cost can be further reduced.

• Low power consumption: For most wireless
sensors, their power is supplied by a bat-
tery. Therefore, the power consumption for
wireless communications has to be low
enough to support a reasonable battery life.

• Short delay: For some of the applications,
having a short delay (i.e. a few millisec-
onds) is desirable since the system can be
highly dynamic or require prompt response. 

ABSTRACT

With the increasing number of sensors in
modern vehicles, using an intra-vehicular wire-
less sensor network (IVWSN) is a possible solu-
tion for the automotive industry for addressing
the potential issues that arise from additional
wiring harness. Such a solution could help car
manufacturers develop vehicles that have better
fuel economy and performance, in addition to
supporting new applications. However, which
wireless technology should be used for maximiz-
ing the benefits of IVWSNs is still an open issue.
In this article we propose to use a new wireless
technology known as Bluetooth Low Energy
(BLE) and outline a new architecture for
IVWSN. Based on a comprehensive study that
encompasses an example application, it is shown
that BLE is an excellent option that can be used
in IVWSNs for certain applications mainly due
to its good performance and low-power, low-
complexity, and low-cost attributes.
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• High reliability: The system has to provide
guaranteed data transmissions.

Properties
• Low data throughput: The sensor data are

usually very short, that is, only a few bytes. 
• Low duty cycle: Most of the applications

have a low duty cycle, for example, less
than five percent. 

• Various priorities: Depending on the appli-
cation, different packets are assigned with
different priorities. For example, the pack-
ets from a safety-critical system generally
have a higher priority than the packets
from the air-conditioning system.
Moreover, while IVWSNs can be considered

as a type of wireless sensor network, IVWSNs
have a number of unique characteristics; hence,
a specific protocol stack and system design would
be required in order to achieve optimal perfor-
mance. For instance, the sensors in IVWSNs are
mostly fixed or can only move within a small
area, while classical wireless sensor networks
often have a dynamic topology [2]. This implies
that node mobility and routing configuration is
less of a problem in IVWSNs. However, metal
parts, especially in the engine compartment, act
as obstacles and create a challenging and unique
environment for wireless communications, espe-
cially compared to open space environments, as
assumed in most of the classical wireless sensor
networks. Due to the special physical environ-
ment, it is essential to evaluate the wireless tech-
nologies for IVWSNs in a bottom-up manner,
starting from the physical (PHY) layer.

One of the wireless technologies that could
be used for IVWSNs is ZigBee/IEEE 802.15.4.
Specifically, it has been shown before that the
ZigBee PHY layer is suitable for IVWSNs [3].
However, the investigation in [1] has shown that
the MAC protocol of the ZigBee standard may
not be suitable for some sensors/applications,
and that could imply a customized protocol
stack. In fact, since the sensors and applications
in a vehicle are heterogeneous (i.e. with differ-
ent requirements in terms of delay, throughput,
duty cycle, and power consumption), it might be
necessary to use more than a single wireless
technology to fulfill all the requirements of dif-
ferent applications. The future IVWSN might
therefore be a hybrid network with multiple
wireless technologies coexisting for different
groups of sensors. These factors necessitate fur-
ther research into different options for wireless
technologies.

Another possible wireless technology for
IVWSN is ultra-wideband (UWB) communica-
tions. UWB was introduced in the IEEE
802.15.4a-2007 and IEEE 802.15.4-2011 stan-
dards as one PHY option, and other variations
of UWB have been studied extensively for the
applications within a vehicle [4]. However, while
UWB could provide a very large data through-
put (several to hundreds of Mb/s) and better
resilience to multi-path fading, the cost of UWB
technology is still higher than some existing low-
power wireless technologies such as ZigBee.
Furthermore, for automotive applications, the
frequency spectrum of use has to follow the reg-
ulations worldwide, and this is one of the major

reasons to use a low-power wireless technology
that operates in the 2.4 GHz ISM band, which is
available worldwide.

In this article we propose to use the Blue-
tooth Low Energy (BLE) technology [5] as an
excellent choice for the IVWSN architecture
(the Bluetooth™ word mark and logos are regis-
tered trademarks owned by Bluetooth SIG,
Inc.). The properties and the performance of BLE
will be evaluated specifically for IVWSN applica-
tions. With our comprehensive evaluation and dis-
cussion, we show that BLE could provide a
powerful hardware platform and PHY layer for
IVWSN and enable car manufacturers to design
and implement IVWSNs with low cost and high
efficiency.

The rest of the article is organized as follows.
The next section gives an overview of BLE tech-
nology. Following that we describe the IVWSN
based on BLE and present a detailed comparison
between BLE and ZigBee. Then we provide
detailed information on the system design, config-
uration, and the methodology used for an exam-
ple application: a BLE-based passive keyless entry
system. We then discuss the major issues related
to the proposed system and applications. Con-
cluding remarks are given in the final section.

OVERVIEW OF
BLUETOOTH LOW ENERGY

The Bluetooth Special Interest Group (Blue-
tooth SIG) announced the Bluetooth specifica-
tion version 4.0 in June 2010. It introduced the
new Low Energy (LE) Core Configuration,
which is also called Bluetooth Low Energy
(BLE) in order to distinguish it from the tradi-
tional Basic Rate (BR) and Enhanced Data
Rate (EDR) Core Configurations [5]. BLE is
designed for applications that have low duty
cycle and require low power consumption and
low cost. Figure 1a shows the protocol stack of
BLE. Note that the Bluetooth core system con-
sists of a host and one or more controllers. A
Bluetooth device could have both BR/EDR and
LE controllers or only either one.

BLE operates in the unlicensed 2.4 GHz ISM
band, and it employs adaptive frequency hop-
ping scheme to combat interference and fading.
It uses 40 channels with center frequencies 2402
MHz to 2480 MHz, and each channel is separat-
ed by 2 MHz. Among the 40 channels, three are
advertising channels and the remaining 37 chan-
nels are data channels. BLE uses binary Gaus-
sian Frequency Shift Keying (GFSK) as the
modulation scheme, and the symbol rate and bit
rate are both 1 Mb/s. The transmitting power of
a BLE device is between –20 dBm and 10 dBm.

BLE has two different logical communication
groups: one is piconet and the other is broadcast
group. In a piconet, there is one master device
and multiple slave devices. The maximum num-
ber of slaves in a piconet is not defined in the
Bluetooth standard, but it is limited by the capa-
bilities of the master device. All communication
within a piconet is between the master and slave
devices. There is no direct communication
between the slave devices in a piconet. In other
words, a piconet has a star topology. Before
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joining a piconet, a slave device can try to join a
piconet by broadcasting advertisements on the
advertising channels. The master device scans
the advertising channels and decides if it wants
to establish a connection with the advertising
slave device. If the master device allows the
advertising slave device to join the piconet, it
will initiate the connection to the slave device.
After the connection is established, the slave
device is synchronized to the timing and fre-
quencies of the physical channel specified by the
master device. Note that in a piconet, each slave
device uses a different physical channel (i.e. a
different frequency hopping sequence) to com-
municate with the master device.

On the other hand, a broadcast group consists
of one advertiser and multiple scanners within the
communication range of the advertiser. An adver-
tiser broadcasts advertisements, and scanners scan
the three advertising channels and receive the
advertisements. There is no continuous connec-
tion between the advertiser and the scanners. In
other words, while the master and slave devices
are doing one-to-one connection-oriented com-
munications in a piconet, the advertiser and scan-
ners are doing one-to-many connectionless
communications in a broadcast group.

In a piconet, after the connection is estab-
lished, there are periodic connection events
between the master and each slave device. In a
connection event, the master transmits packets
to a slave and the slave can respond with a pack-
et depending on the context. Therefore, the
master controls the access to the channel in a
piconet. Each connection event corresponds to a
PHY hop channel. Consecutive connection
events correspond to different PHY hop chan-
nels. The period of the connection events is
defined by the upper layers.

In a BLE host, the generic access profile
(GAP) layer (Fig. 1a) controls the device’s com-
munication modes and procedures. Depending
on the purpose of an application, the GAP layer
operates in one of the following four roles:
broadcaster (advertiser), observer (scanner),
peripheral (slave), and central (master). In addi-
tion, a BLE device that operates in the peripher-
al or central role can also operate in the
broadcaster or observer role. The application
layer can control the operation role of the device
by calling GAP API functions.

For packets in a connection event, each link
layer packet uses a 24-bit cyclic redundancy
error check (CRC) to cover the payload. If the
CRC verification fails at the receiver, the packet
will not be acknowledged and the sender will
retransmit the packet. On the other hand, there is
no acknowledgment or CRC field for the adver-
tisement packets (broadcast packets). Each adver-
tisement is transmitted several times to increase
the probability that the scanner can successfully
receive at least one of the copies. The length of
a regular BLE packet is between 10 bytes and 47
bytes (Fig. 1b); the length of a BLE advertise-
ment packet is between 8 bytes and 39 bytes.

The latest Bluetooth specification to date is
version 4.1, which was announced in December
2013 [6]. The major enhancement of the LE por-
tion in Bluetooth version 4.1 is the additional
link layer topology support. Bluetooth specifica-

tion version 4.0 assumes that an LE slave device
is only able to join one piconet at a time, but in
Bluetooth version 4.1 an LE slave device can
also act as a master or slave device of another
piconet. Therefore, a scatternet topology is
allowed in the new specification.

IVWSNS BASED ON
BLUETOOTH LOW ENERGY

According to the existing literature, the intra-
vehicular wireless channels have several proper-
ties [7]:
• The 90 percent coherence bandwidth at

2.4GHz is around a few MHz, which is at
least as large as some indoor channels.

• The coherence time of the intra-car chan-
nels ranges from 2.5 seconds to a few hun-
dred seconds, depending on different driving
scenarios.

• Huge path losses (e.g. > 80 dB) can be
observed when the transmitter and the
receiver are in different compartments.
Along with the aforementioned requirements

of sensors/applications inside vehicles, the candi-
date wireless technologies have to be low-power,
low-cost, and occupy less than a few MHz of
bandwidth. As mentioned previously, BLE is
designed for applications that have low duty
cycle and require low power consumption and low
cost, and the channel bandwidth of BLE is 2 MHz,
which is narrower than the coherence bandwidth
inside the vehicle. These imply that BLE could
also be suitable for IVWSNs as well.

Since BLE was not originally designed for
vehicular applications, we conducted a series of

Figure 1. The protocol stack and frame format of Bluetooth Low Energy: 
a) protocol stack; b) frame format.
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experiments in order to evaluate the actual per-
formance of the PHY layer of BLE in an intra-
vehicular environment. As part of the results
reported in [8], it was shown that BLE can pro-
vide reasonably good packet goodput in the
eight different intra-vehicular scenarios (Fig. 2a).
Figure 2b illustrates the positions of the BLE
transmitter (denoted by T, the transmission
power was 0 dBm) and receiver (denoted by R)
in each scenario.

PERFORMANCE PARAMETERS
In addition to packet goodput, other important
considerations for the wireless technology for
IVWSNs are the throughput and delay perfor-
mance. Since an IVWSN is mainly designed for
sensor data communications, a large data
throughput might not be necessary. However, if
the technology provides more PHY layer
throughput, the network will have a larger capac-
ity to accommodate more sensors and data. This
is important as car manufacturers are adding
more and more features and sensors to modern
vehicles. The data communications of BLE is
performed in the predefined 37 data channels.
The system can support multiple concurrent data
communications if each master-slave pair applies
an orthogonal hopping sequence. Theoretically,
the maximum PHY layer throughput of the
entire system could be up to 37 Mb/s if all of the
hopping sequences and traffic are carefully
arranged. Note that the actual data throughput
would depend on the payload size of the sensor
packets and the MAC scheduler design.

Compared to data throughput, the delay per-
formance plays a more important role for many

automotive applications. Delay is normally mea-
sured from the moment that a sensor sends out
a data packet to the time the destination ECU
receives the packet. For IVWSNs, some sensor
data have to arrive at the destination ECUs
within a few milliseconds to maintain normal
operation of the vehicle. The overall delay con-
sists of three parts: transmission delay, queueing
delay, and propagation delay. The transmission
delay directly depends on the link data rate and
packet size. Since sensor packets are usually fair-
ly short, the major factor that affects the delay
performance is the queueing delay. For instance,
if the packet size is 20 bytes (i.e. with 8 bytes
payload), the transmission delay is 0.16 ms since
the data rate of BLE is 1 Mb/s. The propagation
delay is about a few nanoseconds, depending on
the dimension of a vehicle, and hence could be
ignored in most cases. In BLE, slave devices can
only send a packet to the master device during
the connection events after receiving a packet
from the master. The queueing delay is the delay
incurred while waiting for the connection event
in order to send the sensor packet. Therefore,
the connection event has to be carefully sched-
uled according to the sensor reading time in
order to minimize the queueing delay.

COMPARISON BETWEEN
BLUETOOTH LOW ENERGY AND ZIGBEE

Several existing works on IVWSNs focused on
ZigBee wireless technology [1, 3, 9, 10]. ZigBee
is designed for RF applications that require low
power consumption, low complexity, and low
data rate [11]. The PHY and MAC layers of
ZigBee are based on the IEEE 802.15.4-2003
standard. Similar to ZigBee, Bluetooth, another
Personal Area Network (PAN) technology, also
operates in the 2.4 GHz unlicensed ISM band.
According to the conclusions in [12], Bluetooth
Basic Rate (BR) and ZigBee are both suitable
for low data rate applications with limited bat-
tery power. However, Bluetooth BR still con-
sumes more power and has higher complexity
than ZigBee does. The main motivation for
using BLE is therefore to provide a better solu-
tion for low-power and low-cost applications.

Table 1 is a detailed comparison between
BLE and ZigBee in terms of several important
characteristics. Observe that they have many
similarities: both of them operate in the 2.4 GHz
ISM band, and the bandwidth of each channel is
the same (i.e. 2 MHz). However, since they use
different modulation and spreading schemes,
their maximum data rates are different: BLE can
achieve up to 1 Mb/s data rate, which is higher
than ZigBee’s 250 kb/s. Another important
advantage of BLE is the lower hardware cost.
Both BLE and ZigBee are designed to be low-
cost technologies, but the unit price of a BLE
compliant chip is currently less than a ZigBee
compliant chip. A possible reason might be that
there are more phones and laptops supporting
BLE as part of the Bluetooth 4.0 standard, so it
has a larger market than ZigBee does. It also
implies that there will be more and more con-
sumer devices that will support BLE in the near
future, and it can enable new features on vehi-
cles with lower cost.

Figure 2. The packet goodput of BLE in eight different intra-vehicular sce-
narios: a) packet goodput; b) intra-vehicular scenarios.
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Regarding the energy consumption, the cur-
rent consumption of a BLE compliant chip is
comparable to the current consumption of a
ZigBee compliant chip. For example, the cur-
rent consumption of a Texas Instruments
CC2541 BLE compliant chip is 17.9 mA and
18.2 mA for receiving (RX) and transmitting
(TX), respectively [13]. On the other hand, the
current consumption of a Texas Instruments
CC2530 ZigBee compliant chip is 24 mA and
29 mA for RX and TX, respectively. However,
the maximum data rate of ZigBee is 250 kb/s,
while BLE’s is 1 Mb/s. Even though the packet
overhead is not considered yet, the normalized
energy consumption of BLE would be smaller
than ZigBee. Furthermore, because of the dif-
ference in their data rate, the transmission
delays with BLE are smaller, and the delay per-
formance can be very important for certain
delay-sensitive vehicular applications (such as
safety applications).

Regarding reliability and robustness, BLE

employs an adaptive frequency hopping
scheme to combat coexistence and fading
problems, while ZigBee employs dynamic fre-
quency selection. Under interference, BLE can
dynamically update the frequency hopping
sequence to exclude the channels with inter-
ference during active communications. ZigBee,
on the other hand, selects a clearer channel
before the communication starts, and then it
sticks to the selected channel. Although Zig-
Bee can choose to change channels periodical-
ly, it is still not as dynamic as BLE. As a result,
BLE could be more sustainable over transient
interference. We reported that when no inter-
ference exists in a car, the performance of
BLE and ZigBee for IVWSNs is comparable.
However, if strong WiFi interference is intro-
duced, BLE can provide better performance
than ZigBee [8].

Compared to BLE, ZigBee provides greater
flexibility in terms of network topology and
MAC design. For instance, the basic topology of

Table 1. The comparison chart of Bluetooth Low Energy and ZigBee.

Bluetooth Low Energy ZigBee

IEEE standard None 802.15.4-2003

Frequency band 2.4 GHz 868/915 MHz; 2.4 GHz

Max data rate 1 Mb/s 250 kb/s

Nominal range up to 50 m 10 - 100 m

Nominal TX power 0 dBm –25 to 0 dBm

Number of RF channels 79 25 (16 in 2.4 GHz)

Channel bandwidth 2 MHz 0.3/0.6; 2 MHz

Modulation GFSK O-QPSK

Spreading FHSS DSSS

Basic cell Piconet Star

Extension of the basic cell None Cluster tree, mesh

Max number of cell nodes >65000 >65000

Data protection 16-bit CRC 16-bit CRC

Connectivity Supported by Bluetooth V4.0+
devices Dedicated devices

Interference avoidance Adaptive frequency hopping
scheme Dynamic channel selection

Current consumption 
(TX, 0 dBm output power) TI CC2541: 18.2 mA TI CC2530: 29 mA

Current consumption (RX) TI CC2541: 17.9 mA TI CC2530: 24 mA

MAC design Mostly TDMA Flexible

Lowest current unit cost TI CC2541F128RHAR: $2.38 TI CC2530F128RHAR: $3.97
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a ZigBee network is star, but it also supports
cluster trees or mesh. On the other hand, BLE
only supports piconets (and scatternets if Blue-
tooth version 4.1 is used) in connection mode,
which follows a star topology. This, however, is
not a problem for communications between
ECUs and sensors, which typically have a star
topology. One can consider the ECU as the mas-
ter device in a piconet, and the sensors as the
slave devices. The ECU (i.e. the master device)
coordinates the communications of sensors in
the piconet. Regarding the MAC design, since
ZigBee applies direct sequence spread spectrum,
although the standard MAC protocols of ZigBee
employ CSMA and TDMA, ZigBee can also use
a large number of customized MAC protocols
based on CSMA, TDMA, FDMA, CDMA, or a
combination thereof. However, BLE can only
use time-division (or reservation-based) MAC
protocols due to the nature of frequency hop-
ping spread spectrum. Therefore, for an IVWSN
based on BLE, it is necessary to carefully design
a scheduler for each piconet in order to accom-
modate the requirements of each sensor/applica-
tion in the piconet.

EXAMPLE IMPLEMENTATION

EXPERIMENTAL PLATFORM

To show the utility of the BLE technology in
vehicular applications, an example implementa-
tion was also carried out and experiments were
performed with this implementation. The experi-
mental platform used in this article is based on
the Texas Instruments CC2540 Mini Develop-
ment Kit [14]. The Texas Instruments CC2540 is
a single-chip BLE solution that is capable of exe-
cuting the BLE protocol stack and applications
with a built-in 8051 microcontroller. The devel-
opment kit includes a BLE node and a USB
dongle, as shown in Fig. 3a. The BLE node is
powered by a CR2032 coin battery. The archi-
tecture of our experimental platform is depicted
in Fig. 3b. The USB dongle is connected to a PC
with a USB to serial link. On the USB dongle,
there are the host, an LE controller, and an
adaptation layer that serves as the interface
between the host and the PC. The application
layer and a serial port interface are implemented
on the PC. On the BLE node, there are the
application layer, the host, and an LE controller.
Note that in the real automotive platform, the
application layer will be implemented on an
ECU (instead of a PC), and it can use a univer-
sal asynchronous receiver/transmitter (UART)
link to communicate with the CC2540 BLE chip.

A PASSIVE KEYLESS ENTRY SYSTEM
A passive keyless entry system refers to a vehicle
that can detect the key in its proximity and unlock
itself (or unlock when the user pulls the door
handle) when the key appears within a certain
range from the vehicle. Several car manufactur-
ers currently provide similar features on their
production vehicles. However, in many of the
current implementations (which usually use a
low-frequency RF to detect the transducer on the
key fob), the current consumption of the system
on the vehicle could be high, for example, around
700 mA in some GM cars. To prevent draining
of the battery, the system has to enter the sleep
mode when it is idle, and it incurs undesirable
long latency when the system is reactivated. To
address the high current consumption and the
long latency issues and provide a solution with
lower cost, as a proof-of-concept, we have
designed a passive keyless entry system based on
the proposed BLE IVWSN platform.

The test vehicle used in the experiment is a
2009 Cadillac STS. Two BLE nodes represent
the BLE-enabled keys, and the USB dongle
along with a PC is installed on the test vehicle to
represent a lock control system on the vehicle.
The keys are programmed as BLE peripheral
devices. After powering on, the keys periodically
send out advertisements with authentication
information, and the keys will accept the connec-
tion if the connection request from the central
device carries the correct pass code. On the vehi-
cle, the USB dongle is programmed as a BLE
central device, and its behavior is controlled by
the application implemented on the PC. On the PC,
there are three components in the application
layer (Fig. 4a). One of the components is the
connection manager, which initiates and main-

Figure 3. The Bluetooth Low Energy experimental platform: a) Texas
Instruments CC2540 Mini Development Kit; b) system diagram.
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tains the BLE connections to the keys; the other
component is the RSSI handler, which monitors
the RSSI measurements of the packets from the
keys and determines if the car should be
unlocked. The third component is a serial inter-
face for communicating with the USB dongle.

The flow chart of the connection manager is
shown in Fig. 4b. The connection manager main-
tains a valid key list and an active key list. The
valid key list is pre-defined and should be pre-
programmed by the car manufacturer. According
to the valid key list, the connection manager
scans for advertisements from those valid keys
and handles the BLE connections to them. If
any valid key is discovered, the connection man-
ager will initiate the connection to the key and
add the key to the active key list. After the BLE
connection is established, the RSSI measure-
ments are taken during each connection event.
In each connection event, the central device
sends a packet to the key, and then the key
sends another packet back to the central device.
The RSSI measurement of the latter packet is
collected by the RSSI handler. According to the
active key list, the RSSI handler collects the
RSSI measurements from all of the active keys
and determines if the system should unlock the
doors when the user pulls the door handle.

As shown in Fig. 5 the position of the key can
be categorized into three regions based on the
RSSI measurements. In region (a), the key is out
of the BLE communication range (e.g. around
25 m when the transmission power is 0 dBm);
in region (b), the key has an active connection to
the central device; in region (c), the key has an
active connection, and the RSSI of the packets
from the key is larger than a predefined thresh-
old (e.g. –55 dBm). Only when a valid key is in
region (c) will the system unlock the doors of
the vehicle when the user pulls the door handle.
Also, when there is no active key in the range
for more than a certain period of time (e.g. 30
seconds), the system can choose to lock the car.

The design was evaluated under the test case
that the driver with the key walks toward the
vehicle and pulls the door handle, and then
walks away from the vehicle 50 times. The sys-
tem could correctly unlock the car every time
the driver pulled the handle and the response
time experienced by the driver is negligible. This
system can be easily integrated to the BLE
IVWSN in future vehicles, thus providing a low-
cost, low-latency, and highly efficient solution for
a passive keyless entry system.

DISCUSSION
In this article we have demonstrated an IVWSN
experimental platform based on BLE technology.
There are two different options for implementing
the BLE IVWSNs in production vehicles. In addi-
tion to replacing wired sensors with BLE sensors,
the first way to set up the network is to install
several stand-alone BLE central devices and
attach them to the vehicle bus. The BLE central
devices would serve as gateways between BLE
sensors and the ordinary ECUs. The main advan-
tage of this approach is the fact that changes to
the existing architecture and other components
would be minimal. However, the total cost of the

related components in one vehicle would be high-
er. The other option is to add a BLE compliant
chip or daughter board into multiple ECUs, so
that the ECUs can directly communicate with
BLE peripherals. However, this approach involves
changes to the current ECUs and the initial cost
and the effort needed to make such changes will
be larger. Also, the positions of the ECUs and
the placement of BLE antennas will be additional
important design issues.

The other major issues are the MAC design
and the channel capacity of the system when
there are multiple BLE master devices existing
in a single vehicle. As mentioned in the previous
sections, BLE supports mainly time-division
MAC protocols due to the nature of its PHY
layer characteristics. Therefore, for the deploy-
ment of IVWSNs in a production vehicle, it is
critical to calculate a schedule for all the sensors
and ECUs to follow in order to achieve maxi-
mum performance and minimize interference.
We are currently investigating the underlying
mechanism for designing such a scheduler.

It is important to note that BLE technology is
fully equipped to protect the privacy and security
of the communications. Encryption in BLE uses
Advanced Encryption Standard in the counter
with Cipher Block Chaining — Message Authenti-
cation Code Mode (AES-CCM) cryptography,
and multiple keys are generated by the host for
data and device authentication. BLE also supports
a privacy feature that can change the Bluetooth
device address on a frequent basis to prevent an

Figure 4. The application components of the passive keyless entry system:
a) the components of the application layer on the central device; b) the
state diagram of the connection manager component.
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LE device from being tracked by eavesdroppers.
However, since one of the design goals of BLE is
to keep the cost and complexity of a slave device
to a minimum level, the association modes of BLE
are not as sophisticated as those in BR/EDR. It
has been reported that the key exchange during
association could be compromised under certain
circumstances [15]. For IVWSNs, since all of the
devices are pre-installed in the vehicle, one poten-
tial solution is to pre-define and store the crypto-
graphic keys in the ECUs and sensors. Future
work should look into different ways of further
enhancing the security of the system.

An important concern about the wireless sen-
sors is the battery life. According to [16], the
average current consumption of a BLE connec-
tion event is 10.655 mA, and the average dura-
tion is 2.348 ms. The current consumption during
the sleep state is 0.9 mA. If the connection inter-
val of the system is 2 seconds, then the average
current consumption can be calculated as:

Ic = (10.655 mA × 2.348 ms + 0.9 mA 
× 1997.652 ms)/2000 ms
@ 0.013 mA

The typical capacity of a CR2032 coin battery is
230 mAh, so the estimated battery life is:

Tb = 230 mAh/Ic
@ 230 mAh/0.013 mA
@ 17692 hours @ 737 days @ 2 years

Therefore, if the connection interval is 2 seconds
and the BLE sensor node is connected all the
time, its estimated battery life can be up to 2
years, which is quite respectable for most vehicu-
lar applications.

CONCLUSION

In this article we have shown that Bluetooth
Low Energy technology is an excellent choice for
intra-vehicular wireless sensor networks
(IVWSNs). An in-depth comparison between
Bluetooth Low Energy and ZigBee in the con-
text of IVWSNs is also provided and pros and
cons of the two options are highlighted. Further-
more, we have reported an example application
(namely, a passive keyless entry system) to
demonstrate a use case for the Bluetooth Low
Energy experimental platform for intra-vehicular
wireless communications. The main motivation
for implementing a passive keyless entry system
based on Bluetooth Low Energy is to reduce the
response time, power consumption, and the cost
of the existing system. Overall, our results show
that Bluetooth Low Energy is a promising and
viable wireless technology for IVWSNs and cer-
tain automotive applications that require low-
power and low-cost solutions.
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SERIES EDITORIAL

NETWORK AND SERVICE MANAGEMENT

his is the 18th issue of the series on Network and
Service Management, which is published twice a

year. Until 2012 it was published in July and December,
but since 2013 it is published in January and July. The
series provides articles on the latest developments in this
well established discipline, highlighting recent research
achievements and providing insight into both theoretical
and practical issues related to the evolution of the disci-
pline from different perspectives. The series provides a
forum for the publication of both academic and industrial
research, addressing the state of the art, theory, and prac-
tice in network and service management.

One important change to the series during the last year
is that Prof. Aiko Pras, who was a co-editor of the series
from the very first issue in October 2005 until January
2014, has decided to step down. We are delighted to wel-
come on board Prof. Juergen Schoenwaelder of Jacobs
University of Bremen who is very well known in the net-
work and service management research community, having
produced a number of seminal contributions over the years
(http://cnds.eecs.jacobs-university.de/users/schoenw/). Prof.
Schoenwaelder has actively contributed to previous issues
as well as this one, and is expected to put his own stamp
on the series in the years to come.

An important event for both network/service manage-
ment but also for the networking research community as a
whole is the appointment of Prof. Aiko Pras of the Univer-
sity of Twente, Netherlands, as Chair of the whole IFIP
TC6 Communication Systems, taking over from Prof. Guy
Leduc of the University of Liege, Belgium. Prof. Pras has
also been Chair of IFIP 6.6 Management of Networks and
Distributed Systems since 2008. As already mentioned,
Prof. Pras was also a co-editor of this series since its incep-
tion, having stepped down exactly a year ago.

The key annual event in this area, the IEEE/IFIP Net-
work Operations and Management Symposium (NOMS
2014), was held May 5–9 in Krakow, Poland (http://ieee-
noms.org/2014/). The second key annual event in this area
was the 10th instance of the IFIP/IEEE International Con-

ference on Network & Service Management (CNSM
2014), which has become another flagship event comple-
menting IM and NOMS. This took place November 17–21
in Rio de Janeiro, Brazil; http://cnsm-conf.org/2014/. This
year is the turn of the IFIP/IEEE Integrated Management
Symposium (IM 2015), which will take place May 11–15 in
Ottawa, Canada; http://ieee-im.org/2015/. Note also the 1st
IEEE Conference on Network Softwarization (NetSoft
2015) to be held in April 13–17 in London, United King-
dom; http://sites.ieee.org/netsoft/. Finally, the European
Conference on Autonomous Infrastructure Security &
Management (AIMS), which is supported by the FLAMIN-
GO Network of Excellence (see below), will be held June
22–29 in Ghent, Belgium; http://www.aims-conference.
org/2015/.

Finally, it should be mentioned that the European Net-
work of Excellence FLAMINGO on the Management of
the Future Internet has already been running for two years
and is expected to run for another two. One of the things
currently worked on in the project is a revised network and
service management taxonomy. This was discussed during:
• The CNOM meeting at IEEE GLOBECOM 2014
• The CNOM and IFIP 6.6 meeting at NOMS 2014
• The NMRG meeting in Vancouver 2014
• The EC stakeholders consultation (session on network

management) in September 2014, Brussels
For an overview of the project’s activities see http://fp7-

flamingo.eu/.
We have again experienced an overwhelming interest in

the 18th issue, receiving 18 submissions in total. Each of
the articles received at least three independent reviews.
We finally selected three articles, resulting in an accep-
tance rate of 16.7 percent. It should be mentioned that the
acceptance rate for all the previous issues has ranged
between 14 and 25 percent, making this series a highly
competitive place to publish. We intend to maintain our
rigorous review process in future issues, thus maintaining
the high quality of the published articles.

The first article, “Software Defined Networking: Man-

T

George Pavlou Juergen
Schoenwaelder
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SERIES EDITORIAL

agement Requirements and Challenges” by Wickboldt, de
Jesus, Isolani, Both, Rochol, and Granville, classifies and
discusses how to manage networks based on the emerging
SDN paradigm, presenting some of the requirements,
describing current proposals, and highlighting relevant
challenges.

The second article, “A Recommender System Architec-
ture for Predictive Telecom Network Management” by
Zaman, Hogan, van der Meer, Keeney, and Muntean, pre-
sents a predictive model for telecom network management
that avoids reactive operation by observing event sequences
and recommending preemptive actions to prevent prob-
lems before they occur.

Finally, the third article, “Management Architecture for
Location-Aware Self-Organizing LTE/LTE-A Small Cell
Networks” by Fortes, Aguilar-Garcia, Barco, Barba, Fer-
nandez-Luque, and Fernandez-Duran, proposes a novel
architecture for next-generation cellular networks at
indoor scenarios, supporting self-organizing functions
based on the knowledge of the user equipment location.

We hope that readers of this issue again find the arti-
cles informative, and we will endeavor to continue with
similar issues in the future. We would finally like to thank
all the authors who submitted articles to this series and the
reviewers for their valuable feedback and comments on the
articles.
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INTRODUCTION

Software-Defined Networking (SDN) is a net-
work paradigm usually characterized by three
fundamental aspects:
• A clear separation of network forwarding

and control planes.
• The abstraction of the network logic from

hardware implementation into software.
• The presence of a network controller that

coordinates the forwarding decisions of net-
work devices. 

Given that software, in SDN, can be more easily
coded, deployed, and executed, SDN turns out
to be a very disruptive technology that better
promotes network innovation. In addition, SDN
has been grabbing the attention of both industry
and academia, and has experienced strong sup-
port by major Internet players (e.g. Google,
Cisco, NEC, Juniper) and standardization bodies
(e.g. ONF and IETF). Today SDN is a driving
force in the field of computer networks.

Much has been discussed about SDN and
network management, mostly from the perspec-
tive of where SDN is taken as a management
tool [1]. There are several benefits, from the tra-
ditional network management point-of-view, in
adopting SDN because it simplifies or even
solves critical management tasks. For example,
because SDN devices need to be registered or
discovered by the network controller in order to

establish a communication path between control
and forwarding planes, network discovery, a tra-
ditional network management task, is intrinsical-
ly solved.

In this article we take a different perspective
on SDN and network management. Although
SDN does solve some classical management
problems, it also creates new ones. This fact
turns out to be a traditional “meta-problem” in
the area of network management: every time a
new network technology is introduced, the
importance of its management is generally
underestimated. When the technology matures
and is widely deployed, network management
arises as a real need. However, because manage-
ment did not evolve together with the newly
introduced networking technology, frequently
network management becomes just a technology
patch. As such, addressing SDN management is
imperative to avoid patching SDN later.

In this article we address SDN management
requirements to foster the adoption and devel-
opment of the topic. We investigate to what
extent current proposals for SDN management
suffice, review how research in the area has
evolved, and finally highlight management
challenges that arise from the current picture
of SDN management. The remainder of this
article is organized as follows. In the next sec-
tion we present the concepts and evolution of
SDN. We then define management require-
ments of SDN. After that, current proposals
for SDN management are presented. Next,
challenges on SDN management are discussed.
Finally, we summarize the article, presenting
our final remarks.

SDN: EVOLUTION AND CONCEPTS
This section presents an evolution timeline and
a review of SDN concepts. It is important to
emphasize that SDN concepts are still under
formation. Nevertheless, from the interest and
especially given the significant investments
made by the industry, one can safely state that
this new network paradigm has a lot of poten-
tial to succeed. From one perspective, it is
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SDN is an emerging paradigm currently evi-
denced as a new driving force in the general
area of computer networks. Many investigations
have been carried out in the last few years about
the benefits and drawbacks in adopting SDN.
However, there are few discussions on how to
manage networks based on this new paradigm.
This article contributes to this discussion by
identifying some of the main management
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that need to be addressed to allow wide adop-
tion of the paradigm and related technology.
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impressive how SDN is able to foster innova-
tion in networks at a level that has not been
seen in the last decade. On the other hand,
companies are usually too concerned with time
to market rather than providing conceptually
elegant solutions. Particularly, the main issue
we envision in this scenario is that the majority
of efforts are focused on providing solutions
and services over SDN networks, whereas net-
work management is not given much attention.
However, as widely recognized, management
must not be an afterthought [2].

EVOLUTION TIMELINE
In order to observe the evolution of SDN from
the perspective of both industry and academia,
we present a timeline containing some of the
major events in this area (Fig. 1). Our investiga-
tion begins in the earliest phase of OpenFlow [3],
arguably the most important SDN implementa-
tion today. We did not include pre-SDN propos-
als, such as ETHANE, because the concept was
not then referred to as SDN yet. Moreover, that
period has already been discussed [4]. OpenFlow
was first introduced in a white paper in March
2008, from the network research group of Stan-
ford University and collaborators. Given the
importance of the work, the paper appeared as
an editorial note in ACM SIGCOMM Computer
Communication Review one month after that.
The objective back then was simple: to enable
researchers to innovate, and try out their pro-
posals, within a campus network. The first time
the concept of “network operating system”
appeared in this context was through the propos-
al of the NOX controller [5]. NOX represents
the first attempt to enable the development of
software to control OpenFlow-based networks.
In the context of SDN, such a development task
may turn out to be a common responsibility
among software developers and network admin-
istrators.

Right after launching the first specification of
OpenFlow, with official vendor support,1 at the
end of 2009, there was much excitement in the
networking market. NEC was the first to
announce a commercial switch with native Open-
Flow support, in April 2009. Also, start-up com-
panies, such as Pica8, Big Switch, Plexxi, and
Vello began to pop out offering SDN-ready
solutions. In 2011 some Internet giants, such as

Google, announced the adoption of SDN inside
their data centers and backbones. In the same
year a few standardization efforts also started.
ONF is basically dedicated to promote and
evolve the concept of SDN by standardizing the
OpenFlow technology. Near 2012 other major
players such as Cisco, Juniper, Hewlett-Packard,
and VMWare rushed to put themselves in a
leading position in that promising but not yet
matured networking paradigm. In the beginning
of 2013 the IRTF started the Software-Defined
Networking Research Group (SDNRG), while
the Linux Foundation launched the Open Day-
light project. All these standardization efforts
are supposed to be vendor independent,
although most of the aforementioned companies
actually embody the majority of the working
groups and committees. Academia has played an
important role in this evolution, early during
SDN conception, in recent years maturing the
concepts, and regularly stimulating discussions
through research projects, such as the develop-
ment of the OFELIA testbed in Europe, and
conferences, such as the Open Networking Sum-
mit, the SIGCOMM HotSDN Workshop, and
CNSM ManSDN/NFV Workshop.

REVISITING SDN CONCEPTS
SDN and its properties have been defined by
several authors in the last few years. SDN is
commonly defined as a new networking
paradigm in which the forwarding plane is
decoupled from the control plane [5]. In addi-
tion, most of the “intelligence” of an SDN net-
work is implemented inside a controlling entity,
while network devices (switches) are only simple
packet forwarding boxes. In fact, this definition
is biased by the association of the concepts of
SDN with its main enabling technology, that is,
OpenFlow. Separating the forwarding and con-
trol planes and adding a logically centralized
controlling entity are two characteristics that
have often appeared in other types of net-
works.2,3 This rather vague definition leaves the
doors open for divergent SDN instantiations. As
a consequence, many emergent network solu-
tions propose a variety of concepts that have sig-
nificant overlap with this definition, such as
Software-Friendly Networks, Software-Driven
Networks, Deeply Programmable Networks, and
Network Functions Virtualization.

Figure 1. Major events on the SDN timeline over the last seven years.

Start ups
Market activity
Academia
Standardization

OpenFlow
specification1.0

Lyatiss

Big switch

Pica8

Vello

Google
announces

the adoption
of SDN

Open
networking
Foundation

Juniper
JunosV

VMWare
acquires

Nicira

HP FlexNetwork
architecture

SIGCOMM
HotSDN

Workshop
Cisco ACI

CNSM
ManSDN/NFV

Workshop

NOX at
ACM SIGCOMM [3]

NEC IP8800 switch
Midokura

Pluribus

OFELIA Project
PLUMgrid

Plexxi

Pertino

Open
networking

Summit
Cisco ONE

Contrail

IRTF SDNRG
Open

Daylight
SDN and OpenFlow

World Congress

20092008 2015

OpenFlow at
ACM SIGCOMM [2]

2010 2012 2013 20142011

1 First specification avail-
able online is 0.8.9 from
December 2008,
although the first for
official vendor support
was 1.0.0, released in the
last day of 2009.

2 IETF RFC 3654 —
http://tools.ietf.org/html/
rfc3654 3

3 GPP TS 23.002 GSM
Network architecture —
http://www.3gpp.org/Dyn
aReport/23002.htm. 

Academia has played

an important role in

this evolution, early

during SDN concep-

tion, during recent

last years maturing

the concepts, and

regularly stimulating

discussions through

research projects,

such as the develop-

ment of the OFELIA

testbed in Europe.

WICKBOLDT_LAYOUT.qxp_Author Layout  1/7/15  5:37 PM  Page 279

http://tools.ietf.org/html/rfc3654
http://www.3gpp.org/DynaReport/23002.htm


IEEE Communications Magazine • January 2015280

We look at SDN from a slightly different
angle than many other authors [1, 3, 5]. We con-
sider that SDN is essentially about abstracting
the logic of traditional networks from within the
fixed hardware implementation, thus raising it to
a higher level defined by software. Separating
the logic of the forwarding and control planes
and laying down a network controller entity are
also important concepts concerning architectural
organization. However, most fundamentally,
software within all planes needs to dictate how
traffic is handled in the network.

Observing the state-of-the-art in SDN, we
are able to depict a general architecture com-
posed of four planes and three interfaces, as
depicted in Fig. 2. Observing the architecture
from a bottom-up approach, the forwarding
plane is split into “functional” and “physical.”
The functional part will always be a collection
of software functions to be executed in forward-
ing devices. This functional part is the reason
why we call this the “forwarding plane” instead
of “data plane,” as many other authors do.
From our point-of-view, the functional part
does not only hold data, but it must allow the
use of software to perform forwarding tasks,
employing tables, trees, queues, or any other
internal data structure. The remaining elements
in this plane are strictly physical, such as I/O
ports, memory, processor, and storage.

The control plane is originally meant to
compile higher-level decisions and enforce the
necessary configurations into forwarding
devices. Elements in the control plane should
at least execute requests coming from the plane
above. Commonly, these elements also include
internal logic to handle network events and
recover from failures. Environment-specific
demands might dictate how this plane should
be designed, defining the best strategies for
locating and distributing elements. On the top
level of the SDN architecture, network applica-
tions, orchestration functions for business and
network logic, as well as high-level network ser-
vices are found, for example, load balancers

and firewalls. We take a generic approach,
including in the architecture a management
plane. This plane rarely appeared in early SDN
proposals, although it is being gradually consid-
ered in recent specifications.4 We consider the
management plane a fundamental part of the
architecture to organize the implementation of
operations, administration, and management
(OAM) functions in SDN.

To allow information to flow between the
management plane and other planes, manage-
ment interfaces are in place. These interfaces
allow settings to be enforced in network devices
and information to be retrieved back into the
management plane, for example, to be reported
to the network administrator. In addition, two
other important interfaces exist: a southbound
API that allows the forwarding plane to commu-
nicate with the control plane, and a northbound
API that abstracts control plane functions to
network applications at the top level.

MANAGEMENT
REQUIREMENTS OF SDN

Given the current noticeable paradigm shift to
SDN and its new concepts, the development of a
management plane as presented in Fig. 2 encom-
passes satisfying new management requirements.
In this section we discuss some of the most rele-
vant requirements considering all planes of the
SDN architecture. We also summarize such
requirements in Table 1, providing a comparison
with traditional networks and management activ-
ities examples.

BOOTSTRAP AND CONFIGURATION
In traditional networks the logic of the forward-
ing and control planes is confined inside each
network device according to a well defined set of
standardized protocols. With the separation of
planes, as SDN promotes, the need to bootstrap
the communication between the forwarding and
control planes becomes a basic requirement.
Configuring this communication can be particu-
larly complex, considering that both planes can
operate under protocols defined by software.
Moreover, software changes in any plane may
affect such communication directly. Ideally, new
software-defined protocols should include man-
agement interfaces to enable proper bootstrap
and configuration in these networks.

AVAILABILITY AND RESILIENCE
As in any other network, SDN is susceptible to
faults in physical or logical elements, for exam-
ple, link failures or network software bugs. Par-
ticularly, with the decoupling of planes comes
the possibility of eventual disconnection between
the forwarding and control planes. Many
approaches to SDN even consider placing the
whole control plane inside a single node, in
which case unavailability and resilience issues
become even more critical because of a single
point of failure. Despite the fact that forwarding
devices are usually able to react to this issue, it is
still important to manage whether the connec-
tion between planes is active and in accordance
with the policies of the network.

Figure 2. High-level conceptual architecture of SDN.
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4 SDN Architecture 1.0
(June, 2014) —
https://www.opennet-
working.org/sdn-
resources/sdn-library/tec
hnical-papers. 
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NETWORK PROGRAMMABILITY

In the daily life of SDN administrators, every
new network software release or update must be
consistently persisted over the forwarding and
control plane implementations across the net-
work. To provide proper support for network
programmability management, tools to allow
network administrators to control versioning,
coordinated deployment, rollback, and verifica-
tion of network software are required. More-
over, software to dictate network behavior can
also be developed in a variety of abstraction lev-
els (high or application level, mid or control
plane level, and low or forwarding plane level).
Tools and methods need to be designed to
decompose these high/mid-level policies or com-
mands down to low-level device configurations.

PERFORMANCE AND SCALABILITY
In SDN, network hardware needs to be more gener-
ic to allow software to be written in high levels of
abstraction. Moreover, the separation of planes itself
implies extra communication requirements between
planes, which may add delay to network traffic being
forwarded. Part of the responsibility of performance
assurance falls on the shoulders of software develop-
ers that need to design optimized software for net-
works. Another part resides on network
administrator’s effort to understand bottlenecks,
tweak the correct parameters to optimize software-
defined protocols, and choose the most efficient con-
trol and management models to be employed (e.g.
centralized, distributed, or hierarchical).

ISOLATION AND SECURITY
In SDN not only the network traffic is shared
among many different users and applications,
but also the network logic itself is controlled

remotely by custom software. New resource iso-
lation and security management techniques must
be investigated to guarantee isolation in the
three SDN planes as well as in their communica-
tions. Specifically, one must ensure that control
traffic (flowing between controllers and forward-
ing devices) is isolated, and that code written by
one developer does not affect the code written
by others (e.g. by defining conflicting rules or
resource race conditions). As SDN becomes
more popular, vulnerabilities will appear and
soon enough people will start writing the first
malicious code for these networks.

FLEXIBILITY AND DECOUPLING
Interfaces are required to allow exchange of
management information from/to forwarding,
control, and application planes. Since the behav-
ior of the network can now be defined by soft-
ware, SDN management needs to be flexible
enough to quickly adapt to new protocols written
for all planes. For example, one could imple-
ment a novel protocol for Information Centric
Networking (ICN), which routes information
relying on a caching system inside network
devices. Managing cache performance (e.g. miss
rates, occupation, object sizes) is a function that
should be present in the management plane to
allow administrators to adjust this protocol-spe-
cific parameter to optimize the network.

NETWORK PLANNING
Traditionally, administrators need to plan for
both deployment and expansion of networks,
which encompasses tasks such as defining capac-
ity and performance needs and deciding whether
and where in the topology the network will be
segmented (on layers 2 and 3). These decisions
will result into acquiring a set of network hard-

Table 1. Traditional versus software-defined networking management activities.

Management requirement Traditional networks Software-defined networking 

Bootstrap and configuration Set well known protocol parameters, track
configuration changes

Configure customized and ever-changing software, setup
forwarding and control plane connectivity

Availability and resilience Configure alternative routes in case of link
failure

Configure forwarding devices behavior in case of failure
in the connection with control plane

Network programmability Not required Control versioning, coordinated deployment, and verifi-
cation of network software

Performance and scalability
Bandwidth assignment and reservation,
Quality of Service configuration and
enforcement

Monitor performance of network applications, adjust
connection quality between forwarding and control
planes

Isolation and security Control network access, prevent intrusion,
spoofing and Denial of Service

Grant isolation to network applications, prevent eaves-
dropping and usurpation of control traffic

Flexibility and decoupling Adjust the management of higher level pro-
tocols

Adapt management functions along with management
interfaces, coordinate management information within
planes or among management systems

Network planning Assess capacity and performance needs,
choose a network topology

Plan the disposition of controlling elements in relation to
forwarding elements

Monitoring and visualization Track resource utilization, identify outages
and trigger alarms

Trace functional parameters of novel applications, visual-
ize jurisdiction of network controllers
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ware boxes (e.g. routers, switches, and firewalls)
that operate under well known standard proto-
cols. Planning is not a requirement for the SDN
management plane per se, but it impacts and
influences the other requirements. In SDN,
administrators now need to acquire a set of for-
warding devices and possibly another set of con-
trolling devices. On top of that, network topology
and capacity planning can be influenced by the
type of software one installs on the network, also
requiring software acquisitions. Administrators
are still able to choose from different vendors of
network software, controlling devices, and for-
warding devices. Positioning these elements
across the network topology can directly influ-
ence the performance, resilience, and survivabili-
ty. In addition, the management plane could
assist the SDN administrator in making planning
decisions through a set of planning tools
deployed in the SDN management frontend.

MONITORING AND VISUALIZATION
For the physical part, monitoring and visualiza-
tion requirements remain similar to traditional
networks. The logical part is far more complex
assuming that forwarding and control protocols
can be completely redesigned. For example, in
current IP networks it is easy to draw a reacha-
bility map by analyzing information of routing
tables, even before traffic starts flowing. This
analysis is only possible because forwarding
behavior of IP routers is predictable. When the
internal implementation of a protocol is not
known in advance, or defined by software, that is
no longer possible.

CURRENT MANAGEMENT
PROPOSALS FOR SDN

In this section we briefly review recent proposals
that deal with some of the requirements present-
ed in the previous section. We check whether
these requirements are addressed fully, partially,
or not addressed at all by current efforts. The
proposals are grouped according to the SDN
architectural part, being described starting by
the forwarding plane, followed by the control
plane, application plane, and finally the commu-
nication between planes. Since most proposals
do not include explicitly a management plane in
their conceptual architectures, we left this out of
the organization of this section.

Given the need to deploy and set up novel
forwarding devices into a traditional network,
administrators must configure and bootstrap
these devices in order to have them operational.
In the most basic and common scenario, the
administrator would interact with a command
line interface of the device and have it config-
ured by performing many intricate proprietary
commands. In the case of SDN forwarding
devices, there are still a few parameters to be
configured, such as the communication policy
with the control plane (e.g. drop every packet
when the control plane is unavailable or follow
the last valid set of rules). In response to these
necessities, ONF proposed the OpenFlow Man-
agement and Configuration Protocol (OF-Con-
fig).5 This protocol is based on NETCONF and

allows operational staff to assign controller(s) to
switches, set ports up/down, configure queues,
assign certificates for the communication with
the control plane, set up tunnels, handle version-
ing, and retrieve device capabilities. OF-Config
is already a significant step toward tackling for-
warding plane-related management require-
ments, such as bootstrap and configuration and
availability and resilience. On the other hand, this
protocol is targeted specifically to OpenFlow
networks; therefore, it is tied to the limited view
of SDN employed by this technology (e.g. fixed
forwarding plane and logically centralized con-
trol plane).

The loose coupling between the forwarding
and control planes in SDN allows greater flexi-
bility in relation to the design and organization
of elements in the control plane. Thus, the SDN
control plane can be engineered with the strate-
gy that best addresses the demands of users,
such as availability, performance, and security
demands. Proposals such as NOX [5], ONIX [6],
HyperFlow [7], and Kandoo [8] are examples of
different control plane implementations. While
NOX adopts a simpler centralized strategy,
ONIX, HyperFlow, and Kandoo employ dis-
tributed or hierarchical approaches where multi-
ple controllers cooperate to control the
underlying forwarding devices. These approaches
are directly aligned with the availability and
resilience requirement, and marginally with per-
formance and optimization, and not aligned with
flexibility and decoupling. To fit this last require-
ment, proposals should implement management
interfaces as depicted in Fig. 2.

Network protocols and services, traditionally
placed inside each network device, are now cen-
tralized in a loosely coupled way into the appli-
cations plane. Thus, tools previously employed
to manage network services are incompatible
with this new environment. Such tools must be
redesigned under different requirements, such as
network programmability, isolation and security,
monitoring and visualization, and flexibility and
decoupling. An attempt to address such require-
ments was led by RouteFlow [9], which allows
traditional network protocols to run into virtual-
ized network environments, although the routing
decisions are still enforced in the underlying net-
work using OpenFlow forwarding rules. Besides
grouping network applications coherently, as
proposed in RouteFlow, it is important to enable
network administrators to manage applications.

SDN applications require high-level network
abstractions, ideally presented through standard-
ized interfaces, to communicate with elements in
the control plane. A step toward meeting this
requirement was given by SDN programming
languages, such as Frenetic, Nettle, NetCore,
Procera, and Pyretic [10]. These languages are
predominantly declarative, but vary in objective,
which includes efficiently expressing packet-for-
warding policies, handling overlapping or con-
flicting rules, and improving horizontal
scalability. From the operational point of view,
SDN programming languages contribute to
streamline the software development process,
but to achieve flexibility and decoupling, develop-
ers must provide external interfaces to allow the
execution of management tasks.

5 OpenFlow Manage-
ment and Configuration
Protocol 1.2 (OF-Config
1.2) https://www.open-
networking.org/sdnre-
sources/onf-specification
s/openflow-config.
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As discussed within the availability and
resilience requirement, it is of fundamental
importance to ensure the correct communication
between the forwarding and control planes.
FlowVisor [11] and its variations AdVisor [12]
and VeRTIGO [13] are examples of tools that
operate as proxies for delivering control infor-
mation to different SDN controllers according to
predefined rules. The employment of such tools
allows network administrators to split the con-
trol logic of a network into several independent
controlling devices. AdVisor, specifically, pro-
poses the use of a management interface to con-
trol the rules used to forward control messages.
Because of insufficiency of management inter-
faces and restricted management target, that is,
only applied to communication between for-
warding and control planes, these approaches
are considered just partially aligned with the
requirements of flexibility and decoupling and
monitoring and visualization.

It is important to highlight that the aforemen-
tioned proposals have not been designed consid-
ering our list of management requirements, thus
the mapping of the scope of each proposal to
each requirement is not always direct. Still, one
can now better observe how the state-of-the-art
covers the listed management requirements.

KEY RESEARCH CHALLENGES IN
SDN MANAGEMENT

In this section we identify and discuss a non-
exhaustive set of research challenges for SDN
management. Instead of listing challenges that
would cover the FCAPS (fault, configuration,
accounting, performance, security) model, widely
employed in network management in general,
these challenges are a result of our analysis of
the management requirements, and the coverage
of proposals, discussed previously. Therefore, we
highlight the main gaps found between require-
ments and proposals for SDN management.

FROM HIGH-LEVEL RULES TO
NETWORK CONFIGURATION

Lower-level SDN planes introduce their own
software abstractions and expose APIs to handle
these abstractions to the upper-level planes.
Every time the level of abstraction is raised,
there is loss of information because not all low-
level details are accessible through the defined
APIs. When very high-level commands or rules
come from the topmost planes of the SDN archi-
tecture, the lost information needs to be recon-
structed or translated into a set of lower-level
actions. To properly tackle the bootstrap and
configuration requirement, processes for translat-
ing high-level rules into low-level configurations
become a challenge. Although the vast literature
on policy-based network management (PBNM)
presents a solid base in this regard, further and
SDN-focused research is required to tackle this
challenge. We envision as a challenge, for the
management plane of SDN, dealing with issues,
such as: How is this translation of high-level
rules (e.g. reduce latency, increase link redun-
dancy, or save energy) realized in SDN-specific

setups? How is the per-level rule refinement
performed considering that the target infra-
structure operates using SDN? Do SDN pecu-
liarities generate conflicts that should be handled
in high-level rules, and how should these con-
flicts be solved taking into account the low-level
SDN details?

AUTONOMIC AND IN-NETWORK MANAGEMENT
Ideally, a management plane should concentrate
all network management functions of an SDN.
Nevertheless, since SDN allows software to dic-
tate the behavior of network devices, it should
be possible to place code inside these devices to
allow them to react to network conditions and
perform self-management functionalities. Auto-
nomic and in-network management approaches
offer the capability to migrate management
functions, usually deployed in the management
plane, to software running on devices of both
forwarding or control planes. Autonomic and in-
network are also important because they help
addressing the requirement of availability and
resilience in SDN. These approaches are general-
ly considered in scenarios where the amount of
devices or network connectivity conditions are
unsuitable to maintain a frequent communica-
tion between devices and the management plane.
In these scenarios, for instance, the implementa-
tion of fast failover capabilities (e.g. self-healing)
directly in network devices becomes essential.
Therefore, one important question to be
answered is: What are the criteria to define
where in the network or in which plane should
autonomic loops be deployed and controlled?

FLEXIBLE MANAGEMENT THROUGH INTERFACES
In the SDN architecture, the management plane
interacts with other planes through the use of
interfaces. Adequate management interfaces are
also required, for example, to enable a more
integrated view of network resources with the
system running on top of them, such as in cloud
computing environments. To cope with the flexi-
bility and decoupling requirement, the challenge
of finding a systematic way of defining, using,
and evolving management interfaces arises.
Defining which management information flows
where, when, and how encompasses answering a
number of questions, such as: Who is the person
responsible for writing the required interfaces,
that is, the developer, the administrators, or
both? Is it possible to make interfaces generic
enough to be used or reused when a new soft-
ware is developed and installed in networks?
Can we take advantage of standards for inter-
faces already proposed or do we need new stan-
dards? Is there the need for an intermediary
element to host these interfaces, such as a gate-
way?

SMART NETWORK PLANNING
In SDN, administrators must consider three
main aspects when planning a network infra-
structure: 
1. The physical separation of planes.
2. The software abstractions that drive net-

work logic.
3. The existence of one or more controlling

entities.
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Regarding aspects 1 and 3, it is fundamental
to consider that the number of elements in every
plane can be arbitrary, as presented in Fig. 2.
Moreover, considering aspect 2, choosing the
right applications for networks becomes an
essential and non-trivial task. In addition to
being a requirement in SDN, planning is a chal-
lenge also because when virtualization is
employed in SDN to support different networks
on top of a single substrate, the amount of infor-
mation the network administrator needs to han-
dle is much larger in comparison with a
non-virtualized network. Smart planning solu-
tions become necessary to assist the network
administrators with questions that were uncom-
mon before the inception of SDN. Therefore,
interesting questions need to be answered by
SDN planning management solutions, such as:
How many forwarding and controlling devices
should be acquired to deploy the network?
Where exactly should controlling devices be
placed physically in relation to forwarding ones
in the topology? How are control and manage-
ment responsibilities organized (e.g. centralized,
distributed, hierarchical)? How do software
choices affect the physical topology? Are there
compatibility issues among different software
that need to coexist to form the deployed SDN?

SITUATIONAL MANAGEMENT
In SDN the network conditions are much more
dynamic because of facilitated, frequent software
installation and changes. As a consequence, this is
also more likely to create situational issues, which
are not predicted in the design of management
systems. To deal with unexpected and temporary
conditions, such as debugging a newly installed
software protocol, tools need to be available for
fast creation of on-demand management applica-
tions taking advantage of information available
from SDN planes and interfaces. Adequate situa-
tion management also encompasses fulfilling the
requirement of monitoring and visualization of
SDN [14]. Enabling situational management in
SDN includes finding proper answers to: Which
technologies are most suitable for creation of
temporary management applications? Which
techniques can be employed to combine informa-
tion from multiple levels of the SDN architecture
into on-demand management applications?

CONCLUSION
Despite being a relatively recent networking
paradigm, the importance of SDN is already evi-
denced by the emergence of many start-up com-
panies and foundations, the interest of
researchers, and the support of major Internet
players. Much has been recently discussed on
taking SDN as a tool to simplify some classical
network management issues. However, in this
article we took a different perspective by analyz-
ing the management necessities that did not exist
before the inception of SDN.

Initially we revisited the discussions about the
definition of SDN regarding concepts such as sep-
aration of planes and the actual implementation
of a control plane. We approached SDN from a
slightly different angle than many other authors,
in which we emphasize the fact that SDN is

essentially about abstracting network logic from
hardware implementation to software. We also
provided evidence that SDN currently overlaps
with other emerging related concepts, such as
Network Functions Virtualization and Software-
Friendly Networks. Furthermore, we included in
the SDN architecture a conceptual plane dedicat-
ed to implementing management functions,
either in a centralized or distributed manner.

Aiming to encourage forthcoming proposals
to take into account management concerns at
the design phase, we discussed a non-exhaustive
set of SDN management requirements. We kept
our requirements irrespective to any technology
and generic enough to remain valid over differ-
ent SDN deployment designs. Moreover, we also
discussed some of the most important investiga-
tions toward management of SDN already pro-
posed and to which extent these investigations
consider, directly or indirectly, one or more
management requirements.

Finally, we established a set of challenges
that we consider a fundamental contribution to
encourage future investigations regarding SDN
management. We envision mainly the resurgence
of traditional network management concepts,
such as autonomic/self-management and policy-
based network management. Moreover, we
believe in the empowerment of situational man-
agement, for example, based on mashup-orient-
ed technologies. Most importantly, we
understand that SDN represents a landmark: for
the first time in decades we are witnessing com-
puter network development happening outside
private industry boundaries. In these times of
“networking democracy” a crucial opportunity
presents itself to address management require-
ments, and to avoid the recurrent mistake of
patching management solutions after other con-
cepts are already mature.
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INTRODUCTION

The combined effect of the increase in users and
communicating devices, demand for service
quality and diversity, support for mobility, and
desire for social connectedness and communica-
tion has driven unprecedented and exponential
growth in telecom network management data.
Following this growth of users and devices, by
2020 the total number of connected devices will
reach up to 50 billion [1]. Consequently, the
number of network elements (NEs) to manage
will increase significantly. The amount of net-
work management data transmitted from these

NEs is expected to be at exabyte levels. Also, as
heterogeneous networks are becoming a reality
with the deployment of micro-, femto-, and pico-
cells [1], the complexity of the operation and
management (O&M) tasks [2] scales up accord-
ingly. To maintain such complex networks cur-
rent O&M approaches need to be extended in
order to provide efficient and high-quality com-
munication services to end users. This mostly
impacts operating costs for operators as today’s
approaches for monitoring rapidly expanding
user and device volumes will require a significant
increase in management personnel, which, based
on current approaches, is economically unsus-
tainable. Many of the tasks required of human
network managers are repetitive and involve
wading through huge amounts of monitoring
data. A new network management paradigm is
required that is capable of automating the moni-
toring and repetitive tasks, and most importantly
leverage massive volumes of network trace infor-
mation to deploy a preemptive rather than reac-
tive approach to predict issues and suggest timely
appropriate remedial or preventative actions for
network management.

More automated approaches are required to
assist network operations center (NOC) opera-
tors to manage complex network operation sce-
narios. Intelligent techniques with the capability
to decipher the recurrent nature of predictable
network incidents can unravel the link between
predictive symptoms and the occurrence of a par-
ticular network scenario. Moreover, this insight
into patterns of symptomatic events can be lever-
aged to prescribe potential solution(s) for partic-
ular scenarios. Integrating these two
functionalities into a single information process-
ing system is proposed in E-Stream. E-Stream
analyzes the likelihood of the occurrence of
potential network incidents and recommends the
most appropriate solution for the incident. In
addition to this, E-Stream gives the human oper-
ator control to adopt decisions while allowing the
system to learn the decision recommendations
over time, and adapt and evolve by assimilating
response know-how from the human expert.

ABSTRACT

Current telecom networks generate massive
amounts of monitoring data consisting of obser-
vations on network faults, configuration,
accounting, performance, and security. Due to
the ever increasing degree of complexity of net-
works, coupled with specific constraints (legal,
regulatory, increasing scale of management in
heterogeneous networks), the traditional reactive
management approaches are increasingly
stretched beyond their capabilities. A new net-
work management paradigm is required that
takes a preemptive rather than reactive approach
to network management.

This work presents the design and specifica-
tion of E-Stream, a predictive recommendation-
based solution to automated network
management. The architecture of E-Stream illus-
trates the challenges of leveraging vast volumes
of management data to identify preemptive cor-
rective actions. Such design challenges are miti-
gated by the components of E-Stream, which
together form a single functional system. The E-
Stream approach starts by abstracting trace
information to extract sequences of events rele-
vant to interesting incidents in the network.
After observing event sequences in incoming
event streams, specific appropriate actions are
selected, ranked, and recommended to preempt
the predicted incidents.
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From an operational point of view, E-
Stream takes the network traces as inputs and
transforms the massive volume of information
into simple prescriptive actions as outputs.
First, E-Stream discards unnecessary, redun-
dant, and noisy information in order to observe
patterns in the occurrence of network inci-
dents. Patterns are then screened, indexed, and
associated with the relevant network solutions.
Finally, the “pattern-solution” templates of
similar incidents are utilized to suggest proper
corrective actions for network scenarios similar
to those in which similar patterns were previ-
ously observed. The performance of the com-
ponents at each phase is scaled by ingesting the
incoming traces in an adaptive way, distribut-
ing the processing resources, and parallelizing
the computational tasks.

Autonomic network management (ANM) [3]
emerged as an approach to overcome the ever
increasing complexity of network management
within the fault, configuration, accounting, per-
formance, security (FCAPS) framework. Effi-
cient fault management (FM) techniques,
proposed as part of an autonomic network man-
agement system (ANMS), should be able to pro-
gressively learn and identify network faults but
do not present solutions [4]. A similar approach
[5] for preemptive detection of critical events in
the area of service management proposed a pro-
cess to discover potential predictive patterns in
the log files to detect the occurrence of upcom-
ing faults. Network management based on pre-
ventative maintenance and statistical process
control (widely used in manufacturing indus-
tries) was proposed in [6]. However, the E-
Stream approach for predictions and
recommendations is innovative in two main
aspects. First, it supports processing events from
heterogeneous sources, and in this way over-
comes classic problems of FCAPS silos. Second,
E-Stream addresses the requirements of the
telecommunication management network (TMN)
in terms of scale and performance. E-Stream
combines both aspects into a holistic system
design and implementation that addresses some
of the challenges the telecommunication indus-
try is facing today. Additionally, the process of
providing corrective actions based on the pre-
dicted network incidents, and with minimal
human supervision, is novel and very different
from the approach of gradually learning about
the network faults in an ANMS.

This work is the result of a collaborative
Dublin City University-LM Ericsson Ireland pro-
ject that integrates results of data mining, pre-
dictive analytics, and recommender systems
research.

E-STREAM CHALLENGES
The major challenge in designing E-Stream is
the complex granular structure inherent in net-
work data; such complex structures in the data
complicate efforts to automatically find mean-
ingful information from the data. The task is to
transform the incoming information through dif-
ferent processing layers and finally deliver the
recommendations. It requires expert knowledge
on the deployment and management of the

resources in each layer. To do so, E-Stream is
composed of several components, and each com-
ponent addresses and mitigates the challenges in
processing the information and transferring it to
the next layer. In Fig. 1 the components of the
E-stream architecture are placed in appropriate
processing layers. The challenges addressed by
each component in each layer are also indicated.

INTELLIGENT DATA COLLECTION
A stream of network traces (denoted as e-
streams) originate from the telecom networks
often arrive at extremely high rates, straining the
I/O and computational ability of the system. The
traces consist of information patterns that can be
correlated to the underlying network behavior.
E-streams are generated from various sources,
and report on a huge variety of parameters,
operations, warnings, and faults, only some of
which are relevant for any particular manage-
ment use case. Combined with a potential for
event storms, this in turn makes it very difficult
to extract meaningful knowledge from the data
within a limited time duration.

Data dimension reduction processes aim to
reduce the volume of data being ingested by
identifying and removing noise events, low
importance events, and periodic or repetitive
events. Dimension reduction processes therefore
aim to identify the most important events, and
data within those events. Simple data reduction
techniques can serve the purpose of controlling
data ingestion, but it should be capable of han-
dling sizeable volumes of data. Parallelizing the
reduction process can address this problem, but
raises the possibility of more approximation
errors. Event-based stream processing (ESP)
holds the most promise for parallelized event
reduction processes with low latency, but care
must be taken to maintain scalability [7].

Figure 1. E-Stream components in different information processing layers.
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CROSS-LAYER NETWORK CORRELATION

Network traces (e-streams) are not static and
demonstrate burstiness, jitter, delay (out-of-
order arrival), and data loss. In order to explore
e-streams, the underlying individual sources
need to be analyzed to discover, recognize, and
match patterns across all the sources. These pat-
terns can be indicative of correlative scenarios
that are difficult to decipher from individual
sources. Pattern discovery is required to detect
the existence of patterns that have not previously
been observed. Pattern matching in the event
stream is required to indicate the occurrence of
previously observed patterns. Pattern recognition
is required in order to determine the likelihood
of a candidate pattern becoming an exact match,
and to allow the prediction of and therefore the
prevention of an incident occurrence.

For event-based pattern matching, complex
event processing (CEP) is a recognized tech-
nique. Topologically-aware reasoning (TAR)
addresses the problem of discovering and match-
ing patterns to identify network faults based on
spatio-temporal patterns [8]. Automated profil-
ing of network events by modeling the event
sequences is beneficial for pattern matching [9].

PREDICTING INCIDENTS
Predicting incidents is dependent on pattern
recognition accuracy, that is, the probability of
correctly identifying a complete pattern from first
symptom to incidence occurrence. Incidents can
be categorized at a high level with the following
characteristics: incidents occur frequently or
rarely in time; incidents are simple or complex;
incidents have a simple or complex resolution.
System behavior (event patterns) characterizing
an incident can present as a small number of
symptoms in a single data set or as a very large
number of symptoms across many data sets. Pre-
dicting incidents therefore ranges from those that
occur very often and have very simple analysis to
those that occur rarely and involve very complex
analysis. Temporal analysis is constrained by the
amount of observation that can be supported in
any given time period, that is, the available time
for observation is inversely proportional to the
volume of data being observed. The recognition
accuracy is constrained by the number of candi-
date (probable) patterns being observed.

RECOMMENDING ACTIONS
Action recommendation is dependent on a num-
ber of factors including context, audience, exist-
ing action/responses, and validation.

Context — In a typical telecommunication sys-
tem when an incident occurs, one of a number
of formal and prescribed responses to the inci-
dent is normally followed. This typically has
instructional and procedural aspects, that is, the
specific tasks to be carried out, the order or pri-
ority of the action/response, and the reporting
and tracking of the incident through, for
instance, trouble ticketing systems.

Audience — A number of possible audiences
with different time/response characteristics inter-
act with the network management system: human

operators with different roles, authorities, and
competence levels; various integrated response
systems such as trouble ticketing systems; and
workflow and process management systems.
Each of these audiences require different actions
suited to their view of the system and its behav-
ior. The system therefore needs to be able to dif-
ferentiate between audiences and facilitate
recommendations based on their individual
time/response characteristics, the degree of com-
petence of the individual user, and the level of
autonomy of the system.

Existing Responses — The majority of
responses are based on previously performed
best practice responses; for example, many faults
have detailed specific instructions that are fol-
lowed to resolve the issue. However, it is impor-
tant to realize that best practice responses differ
for different networks, operators, and customers.
For established networks, this knowledge covers
a large percentage of known faults and forms a
body of pre-existing responses to known incident
types. However, this body of knowledge of reac-
tive actions may not be effective for preemptive-
ly preventing or dealing with incidents before
they occur. In addition, where a specific response
does not exist or an incident occurs for the first
small number of times, this can be characterized
as a cold start problem.

Validation — When recommendations are sug-
gested, they have to be sanity checked by the
domain expert, and the accuracy of the recom-
mended actions has to be validated. The accura-
cy of validation has to be a learning component
for future recommendations; that is, the recom-
mender has to weigh the correctness of previous
recommendations, and adjust the production
and ranking of future recommendations accord-
ingly. After initial training with the domain
expert, the recommender systems must learn and
provide recommendations to a level such that
the operator reduces the degree of supervision
(eventually close to zero).

E-STREAM COMPONENTS
E-stream is a composite system to recommend
corrective solutions to network scenarios based
on predictive patterns leading up to network
incidences. These predictions and recommenda-
tions are built up from several independent com-
ponents interacting in stages. Each component is
capable of carrying out different functionalities:
• Data reducer: reducing the incoming data
• Correlator: filtering out irrelevant events

and correlating events
• Pattern matcher: modeling and matching

patterns
• Predictor: predicting future patterns
• Recommender: recommending solutions

DATA REDUCER AND CORRELATOR
The data reducer and correlator component
builds up a smart reduction mechanism to extract
actionable insights from network traces that are
utilized by other components in the later stages.
As discussed, the bursty nature and inherent
variability in the trace sources further complicate

The system therefore

needs to be able to
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audiences and facili-

tate recommenda-
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individual
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the trace exploration. Data reducer mitigated
the challenge of data-deluge through controlled
ingestion of event traces into the I/O system and
deploying scaled projection to compress the event
trace information. The correlator examines the
significance of events analyzing the inter-event
relationship through spectral distribution and
temporal dependence, and envelops the relevant
event traces into pseudo patterns. Accurately
removing irrelevant and insignificant events from
the raw data stream increases the probability of
accurately finding coherent event types. Also,
running sequence mining techniques on reduced
events is computationally much cheaper than
searching for event associativity in raw data.

The functional architectures of the data
reducer and correlator are entwined as shown in
Fig. 2. The data reducer is equipped with win-
dow based dynamic load shedding and Johnson-
Lindenstrauss Theorem (JLT) [10] based
minimal loss approximation functionality. The
correlator operates with frequency and spectral
domain-based filters and sequence mining tech-
niques.

Windowing — The concept of dynamic win-
dowing is based on controlled ingestion of data
streams. This entails feeding the processors with
manageable volumes of data while dealing with
sudden and extreme influxes of event traces. The
objective of the dynamic windowing process is to
maintain a maximum end-to-end latency of the
overall system. In this mechanism the volume of
incoming data is adaptively controlled based on
the data arrival rate (also defined as stream
burst rate), that is, automatically change the
data-read rate (length of the window) based on
the stream burst rate. Leveraging the data arrival
rate distribution allows E-Stream to control the
volume of incoming data in line with the capaci-
ty of the processors (buffer size).

Minimal Loss Parallel Data Approximation
— To mitigate against very high dimensional
bursty data streams, a computationally cheap
dimensionality reduction technique, minimal loss
parallel data approximation (MLDA), is devised.
MLDA reduces event traces while efficiently
approximating the degree of correlation (dis-
tance) between the events.

The basic principle of data approximation in
MLDA is based on a JLT approach. In simple
terms, JLT operates according to the principle
that if data points of a high dimension vector
space are projected into a randomly selected
subspace of sufficiently low dimensionality, with
high probability the proportional distances
between pairs of data points are preserved with
a certain level of approximation. Principal com-
ponent analysis (PCA), another state-of-the-art
statistical reduction technique, is more accurate
in approximating the data and reducing dimen-
sions, but PCA is computationally infeasible for
very high-dimensional data [11]. In order to
reduce the distortion of JLT, a minimal loss
approximation is proposed. The minimal loss cri-
terion is based on an extension of JLT by com-
bining a Chernoff bound: if the projection is
repeated O(log(1/d)) times, and the median of
the distance between the projections is taken,

the probability of accurate approximation is
increased to 1 – d. This procedure can be repre-
sented in terms of the Law of Large Numbers
(LLN), whereby performing an estimation pro-
cedure function multiple times (e.g., repeatedly
measuring distance between sampled and origi-
nal points) will increase the probability of accu-
rate estimation of the function.

In summary, MLDA embeds N events record-
ed in L timeslots of length D t into a space of
lower dimension M, such that all distances are
almost preserved through the transformation
operator F . The scheme is shown in Fig. 3,
where matrix A represents the event. Iterating
this procedure of approximating the distances
multiple times following the principle of LLN
can produce a more condensed stream of event
traces over which the correlation techniques can
find pseudo patterns of events more accurately
[12].

Online Filtering — The functionality of event
filtering is akin to data reduction with the objec-
tives to abstract low-level event information in a
more structured way and to quantify the inter-
relationships between network event traces. The
events are reduced by finding correlated events,
defining cluster event prototypes, and filtering
out noise events. Isolated network events such as
periodic reporting events or routine configura-
tion events appear in a standalone manner and
are unrelated to other network events, and thus
show low correlations with other events around
them; therefore, they can be identified and treat-
ed as noise events.

Based on this objective, the following online
filters are deployed:
• Spectral filter to find correlations and

remove noise
• Temporal filter to define cluster of events

based on the temporal distances of co-
occurrence

• Periodicity filter to filter out periodic events
The principle of the spectral filtering tech-

nique is based on random matrix theory (RMT).
According to RMT, a confidence band derived
from the eigen-value distribution of random
matrices can be utilized to separate the true sig-
nal from the random noise of a correlation
matrix. The spectral filter analyzes the eigen-
space (spectrum) of the correlation matrix of the

Figure 2. The data reducer consists of the window and minimal loss parallel
data approximation; the correlator is composed of multiple filters and
sequence miner.

Chunk
of data
stream

Window

Sequential pattern
mining

Minimal loss
parallel data
approximator Pattern

library

Multiple filters
for events

{abc},{ca},
{b},{b},{bda}

ZAMAN_LAYOUT.qxp_Author Layout  1/7/15  5:38 PM  Page 289



IEEE Communications Magazine • January 2015290

observed events and decompose the matrix into
two parts, one part exhibiting strong correlative
structure between the events and another part
with weak spectral condition. The later part is
treated as noise and is removed from the stream
by the spectral filter. In this way the spectral fil-
ter acts as both correlation and noise filter.

The temporal distance between symptoms
and effects of any network incident, even spread
over several different windows, are approximate-
ly homogeneous. Therefore, statistically, events
appearing together within a specific time distance
can be defined as a cluster of contiguous events.
The temporal filter applies temporal distance-
based clustering to find these clusters in the cor-
related events.

In order to extend noise filtering with the
ability to detect event patterns with periodic
occurrences, a filter based on frequency domain
is embedded after the temporal filtering. After
noise is removed and the data density increased,
the final task is to define the sequential relation-
ships between the correlated events.

Sequence Miner — Correlated event traces
reveal only superficial relationships between the
events. In order to extract patterns from the cor-
related events, sequential mining techniques are
applied. Association rule mining algorithms are
capable of exploring the sequential relationship
between the events to identify the order of
occurrence and degree of association between
events. This component employs association rule
mining techniques over the correlated event
traces to identify how event sequences are asso-
ciated with actual incidents and forms an event
pattern. The magnitude of the association is
quantified by several metrics. Once association
rules between the events and incidents are estab-
lished, these pattern rules are stored in a pattern
library.

PATTERN MATCHER AND PREDICTOR
This component carries out two main tasks:

• Encode and model patterns based on the
association probability metrics drawn from
the sequence miner.

• Predict the occurrence of event patterns
based on matching the occurrence of some
of the events (the pattern “head”) in the
pattern.

Pattern Modeling — This component uses the
pattern definitions (association rules) and their
associativity metrics from the sequence miner to
formulate pattern models. First, statistical simi-
larity analysis is used to discover the relevance

between the event sequences in the pattern defi-
nitions. The similarity between the event
sequence(s) preceding a response (result or con-
sequence) sequence provides the semantics to
define a pattern model. This information about
the relationships between antecedent-response
sequences is important later for the recom-
mender to assess the accuracy of the recom-
mended actions for the predicted incidents.
Hamming distance-based locally sensitive hash-
ing (LSH) is used here to compute the similarity
between the pattern models.

Conventional associativity metrics (support,
confidence, and lift) are computed for each event
pattern to characterize the formulated pattern
model. The support counts the frequency of an
event pattern, confidence computes the proba-
bility of a specific antecedent-response forming
an event pattern, lift calculates the likelihood of
co-occurrence of a specific antecedent-response
pair. The knowledge provided by the metrics can
be leveraged to determine the probability of a
certain event sequence and incident forming a
pattern model, and hence accurately predict that
incident whenever the event sequence is
observed.

Pattern Recognition and Matching — Pat-
tern definitions or rules of association between
the set of event sequences of a pattern model
are exported into Extensible Markup Language
(XML) using Predictive Model Markup Lan-
guage (PMML). These pattern definitions are
then matched in the incoming stream using an
off-the-shelf CEP engine, Esper.1 When an exact
match occurs (i.e., 100 percent probability that
an incident has occurred), a notification is sent
to the recommender with the details of the inci-
dent.

Prediction — The metric values along with the
antecedent-response pairs characterize each pat-
tern model, and these are used as attributes of
the models. Running a supervised learning
paradigm over these attributes of the pattern
models can identify appropriate “tail” event
sequences for a given sequence head of a pat-
tern model [13]. As each event in a pattern is
observed in the pattern models, the supervised
models should be able to predict the pattern
tails with increasing probability.

FROM PREDICTIONS TO RECOMMENDATIONS
When an incident occurs, or its pattern
tail/response is predicted, all relevant informa-
tion is forwarded to the Recommender. The
Action Selector then selects a set of candidate
corrective actions from the action catalog,
informed by relevant and similar antecedent-
response pairs and associated human-informed
actions that were previously applied. The action
list is then sorted and ranked by the action
ranker based on ranking parameters derived
from guidelines of best practice and/or the his-
torical adoption of similar actions in response to
similar past incident indications. A ranked list of
suggested actions may then be further manipu-
lated, for example, by selecting only the highest
ranked suggestions. While more than one rec-
ommendation is presented, the recommenda-

Figure 3. Data reduction through transformation operator F.
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tions are ranked, so the management agent can
quickly see alternative recommendations to a
given incident or incident prediction, and the
degree to which those recommendations are
deemed suitable. The manager then retains the
authority to re-rank the list, select one or more
of the recommendations, ignore all recommen-
dations, or explicitly select, define, or refine a
different action. This step provides feedback to
the recommendation system to adjust or extend
its action catalog and refine its ranking parame-
ters. Using this continuous feedback process, the
recommender system learns and evolves. This
feedback mechanism provides a way to deal with
the “cold start” problem inherent in all recom-
mender systems. This approach also provides a
mechanism to evolve as the network, context,
institutional knowledge, and business priorities
for the network evolve.

INFORMATION PROCESSING
E-stream components perform online processing
of incoming information (the e-streams), trans-
fer outputs to the next component in turn for
further processing, and finally recommend solu-
tions to various network incidents and incident
predictions. Each processing step is designed to

run on appropriate computing platforms to
maintain scalability of E-stream as an end-to-end
system. The flow and transformation of the
traces is depicted in Fig. 4. In the figure, the
processes running on different computing plat-
forms are indicated with separate colors.

INFORMATION FLOW
Streamed trace information flows through each
component and undergoes different transforma-
tions to finally trigger an action (or a set of
actions). Based on the objective and functionali-
ty of the components, the transformation of the
traces can be categorized into three phases.

Event Abstraction Phase — In this phase
high-volume event traces (e-streams) originating
from different network management sources are
compressed into an abstract form defined as pat-
terns. At each step of this phase, the volume of
data is reduced and abstracted by a data reduc-
er, filters, and sequential miner components of
E-Stream. Event information is extracted from
the input raw data using event mapping. Events
are matched with the respective sources and nor-
malized. The data reduction procedure then syn-
cronizes the events incurring minimal data
information loss. Filtering techniques then corre-

Figure 4. Different transformation phases and computing platforms for processing the network trace
information.
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late events, remove noise, and cluster similar
event types. The ordering of the filtering tasks is
based on the context of the trace; removing
noise increases the probability of accurately find-
ing relevant event types. The final outcomes of
this phase are the discovered event sequences
incorporating association rules and the event
relationship metrics.

Pattern Handling Phase — In this phase, pat-
terns stored in the pattern library are used to
recognize patterns and build pattern models. The
patterns are then matched in the incoming
streams. The association rules and relationship
metrics from the pattern models are then used
to calculate the increasing likelihood of earlier
events in a pattern being able to predict later
events in each particular pattern. In the super-
vised learning framework, an incident is predict-
ed whenever the probability is higher than a
predefined threshold of certainty.

Recommendation Phase — In the third and
last phase, actions are suggested for known pat-
terns, which were successfully recognized,
matched and predicted in the previous phase.
For matched patterns, specific actions are rec-
ommended from the action library; for the pre-
dicted patterns, the actions from the library are
first ranked based on the action-response rela-
tionship, and then the top actions are recom-
mended. Event sequences without any prior
profile (or unrecognized patterns) are defined as
novel patterns. Actions for these patterns are
first selected based on the proximity with other
pattern models in the pattern library. Then these
set of actions are validated in order to be able to
recommend the most appropriate actions.

SCALABILITY AND OPTIMIZATION OF
INFORMATION PROCESSING

Online information processing has three limiting
factors: scale, precision, and timeliness. To
address scale, components are designed to
exploit parallel computation and distributed pro-
cessing tools. We consider two different aspects
of parallel computing here, pipeline parallelism
and partial parallelism, to execute the tasks of
each component. Based on the throughput, tasks
are implemented on in-memory and off-memory
processing platforms to facilitate restricted laten-
cies. In Fig. 4, the processes running in-memory
are colored light blue and the processes running
off memory are colored yellow.

In-Memory Processing — In E-stream, data
reduction, filtering, pattern matching, and action
recommendation for matched patterns require the
data structure to be preserved, for information to
be passed quickly and easily through access points,
and finally, need to process the information in
near real time. In-memory processing is most suit-
able for these complex and time-sensitive tasks to
achieve increasing speed and reliability to deliver
the output within a limited time delay.

Off-Memory Processing — Off-memory pro-
cessing is typically disk-based, meaning the
application queries data stored on off-RAM. In

contrast to in-memory, off-memory processing
can deal with huge amounts of data. The sequen-
tial pattern discovery task is specifically imple-
mented to utilize disk-based processing for high
throughput. Due to the data-intensive nature of
pattern recognition tasks, pattern model building
for matching patterns, and prediction of pat-
terns, these task are required to run off-memory.

Among the analytical tasks (colored in yellow
in Fig. 4), data reduction and filtering are real-
ized using the Storm2 stream computing frame-
work. Pattern matching is realized using the
Hadoop-MapReduce framework, which lever-
ages the MapReduce computing framework for
the exact matching tasks.

CONCLUSION
Large complex systems such as telecommunica-
tions networks are very difficult and costly to man-
age. Predicting, preventing, mitigating, and fixing
problems as early in the discovery cycle as possible
is a key strategy in reducing operational expendi-
ture. The Predict & Recommend approach pre-
sented in this article has the advantage that the
network management system benehuman experts’
approaches. Human operators should retain the
ultimate decision to ignore or select from the rec-
ommendations presented until the system provides
accurate and confident predictions with high-value
benefits. Thus, the recommender system starts as
an assistant, but can later have authority to per-
form automated tasks delegated or revoked. This
allows human operators to concentrate on high-
value cases, exceptions, and critical situations not
yet sufficiently learned by the prediction and rec-
ommender systems.

Using prediction and recommender systems as
presented in this article will support faster reso-
lution of network ssues by presenting candidate
solutions, rather than simply presenting a list of
incidents. As the system learns, tuning best prac-
tice for a given network deployment and behav-
ior characteristics, the amount of mundane
troubleshooting required by NOC personnel for
day-to-day operation and maintenance of the
network is reduced, thus reducing cost, improv-
ing management throughput, and freeing up time
and resources for the managers to concentrate
on more strategic management issues.
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INTRODUCTION

In recent years, the mobile market has seen the
arrival and deep penetration of smartphones and
tablets, and an increase in data traffic due to flat
rate plans as the main commercial provision
scheme for these devices. This situation leads to
continuous traffic growth for the mobile network
at reduced revenues per user [1]. This is pushing
service providers to improve network perfor-
mance and reduce operational expenditures
(OPEX).

In this field, the self-organizing network (SON)
is a new paradigm defined under the auspices of
the Third Generation Partnership Project
(3GPP) and the Next Generation Mobile Net-
works (NGMN) Alliance aiming to automate
mobile infrastructure operation, administration,
and management (OAM). Via automation and
continuous tuning and maintenance of the infra-

structure, operators seek to achieve optimum
performance at minimum costs.

Here, 3GPP has developed a standardization
effort to define the different use cases and archi-
tecture integration of the SON functions [2],
which act in three main areas:
• Self-configuration: the plug and play capabil-

ities of network elements
• Self-optimization: the adjustment of parame-

ters during the operational life of the sys-
tem

• Self-healing: failure detection, diagnosis,
compensation, and recovery of the network
Additionally, one of the key challenges for

the mobile market is to find killer applications
for the new terminals and data plans in order
to increase service providers’, manufacturers’,
and application developers’ revenues. In this
field, location-based services (LBS) will support
key new applications in several fields: advertis-
ing,  domotics,  health care,  emergency
response, and so on. The most suitable scenar-
ios for LBS are medium/large indoor areas
(e.g., corporate buildings, malls, hospitals, air-
ports) given the large concentration of users in
these environments. However, these indoor
areas impose very challenging conditions for
the provision of mobile connectivity: moving
obstacles, variable traffic distribution and user
movement, infrastructure proneness to fail-
ure/outage, and so on.

Therefore, providing coverage for indoor
scenarios is becoming a huge challenge due to
the high cost of infrastructure. This is especial-
ly dramatic for the provision of new mobile
communication standards working at high fre-
quencies (e.g., Long Term Evolution, LTE,
reaching 2.6 GHz in Europe), where macrocell
coverage will be greatly reduced indoors. Oper-
ators seek to solve this issue by deploying small
cells (low-powered radio access nodes). Differ-
ent kinds of small cells have been especially
defined for indoor scenarios: picocells, with up
to 200 m coverage; and femtocells, with cover-
age in the range of tens of meters and connect-
ed to the mobile network operator via
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broadband Internet connection (e.g., digital
subscriber line, DSL) [3]. In these scenarios,
information about the position of user equip-
ments (UEs) can be key for SON algorithms to
efficiently configure, optimize, and maintain
the network.

In this article, we propose a novel OAM
architecture where SON systems could benefit
from the increasing number of deployments for
indoor positioning to enhance network perfor-
mance as well as users’ satisfaction. In the litera-
ture, the position of mobile terminals has
scarcely been investigated to support SON mech-
anisms in macrocell scenarios. Additionally,
mechanisms proposed in macrocell references
are restricted to a narrow field of network per-
formance. For instance, for monitoring, [4] pre-
sents an approach to generate RF coverage
maps from the information received from user
terminals, the positions of which are estimated
by localization techniques. Moreover, [5] devel-
ops a fast handover algorithm based on position-
ing for macrocell scenarios.

Additionally, in order to allow the practical
development of location-based SON techniques
under the particular conditions of indoor sce-
narios (coverage overlapping, variable user dis-
tributions, cell load, etc.), the support of a
complete OAM architecture able to integrate
available location services with SON mecha-
nisms is deemed indispensable. This is a novel
approach where little work on the concept has
been developed in the literature. In outdoor
SON schemes, often user traces are roughly
localized using cellular-based localization sys-
tems in order to provide a geographical per-
spective on the network status. An architecture
model for cellular networks based on a mobile
positioning system to assist load balancing meth-
ods is briefly depicted in [6], but no details
about the interfaces or the OAM module are
specified. Also, the considered cellular localiza-
tion techniques and approaches are not applica-
ble in indoor environments due to the
complexity and variability of indoor conditions
and propagation delays. Recent projects such as
BeFEMTO’s present an architecture that
includes the use of local location [7] as a SON
enabler but does not integrate it with end-user
localization services; nor does it analyze the
impact or the possibilities of location-aware self-
organizing mechanisms.

In conclusion, a specific small cell architec-
ture able to integrate external location services is
deemed necessary for supporting location-based
SON in indoor scenarios, being the objective
addressed in this work.

This article is organized as follows. The fol-
lowing section analyzes the particularities of the
use of position information for SON mecha-
nisms. The third section defines the proposed
OAM architecture. In addition, a model for the
specific case of the LTE/LTE-Advanced (LTE-
A) standard is presented. In the fourth section a
specific algorithm for architecture evaluation is
described. Quantitative justification of this archi-
tecture and its evaluation is obtained via the sys-
tem simulator presented in the fifth section. The
final section presents the conclusions of this
work.

LOCATION AWARENESS
CONTRIBUTION TO

SON MECHANISMS

Recently developed mechanisms for indoor posi-
tioning are based on different technologies:
WiFi, mobile phone signal, radio frequency iden-
tification (RFID), near-field communication
(NFC), inertial systems, and so on. Nowadays,
most of these techniques are implemented in
mobile phone devices, such as smartphones and
tablets.

In this way, precise information about the
position of UEs is becoming a common asset for
smartphone applications; consequently, industry
is starting to take advantage of it in order to
offer a wide diversity of location-based services.

The integration of UE localization and net-
work information would allow location-based
SON algorithms applicable to multiple network
management use cases [8]: coverage and capacity
optimization (optimizing coverage to real-time
user distributions), energy saving (minimizing
consumption where no users are close to a site),
load balancing and mobility robustness optimiza-
tion (finely tuned to current user positions),
detection and diagnosis of failures (based on
device locations), and so on. For instance, net-
work performance can be improved greatly by
dynamic adaptation of small cell coverage areas
based on user distribution, reducing interference
and power consumption.

Coordination and proper trade-off between
different SON use cases is currently a hot topic
in literature. Such techniques can also benefit
from an integrated architecture able to provide
the same location information to different SON
mechanisms, avoiding possible collisions due to
the use of heterogeneous data.

However, one of the main challenges for
comprehensive usage of indoor localization in
SON mechanisms consists of the definition of an
architecture able to provide the positioning
information to the OAM plane of the network
operator, where positioning and SON have very
different characteristics and restrictions.

On one hand, indoor location implementa-
tions normally follow a UE- centered approach,
where each terminal communicates with a local-
ization manager/server able to perform the
(computationally expensive) positioning algo-
rithms and store the (memory-heavy) indoor
maps. Also, as users are continuously moving
and changing positions, the timescales consid-
ered are very small, on the order of seconds or
milliseconds.

On the other hand, traditional OAM func-
tions have time spans of hours or days (e.g., the
change of small cell parameters is typically per-
formed once a day). SON functionalities, if pre-
sent, are deployed as part of the OAM
architecture. For future networks, a reduction in
SON time spans to minutes is foreseen [9]. How-
ever, in comparison, localization is still much
more dynamic in nature.

Therefore, an architecture that supports the
use of localization information by SON functions
should cope with these heterogeneous needs by
making SON functionalities faster and more
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adaptable to any particular indoor scenario and
terminal distribution in order to take full advan-
tage of the synergies between SON and position-
ing capabilities.

OAM SYSTEM ARCHITECTURE

FUNCTIONAL ARCHITECTURE
The proposed OAM architecture is defined by
several interrelated entities. Here, different
approaches can be adopted in order to establish
its functional scheme: centralized (where a
unique entity is in charge of managing the rest
of the elements); distributed (peer-to-peer); and
hybrid (with a combination of the characteristics
of the previous options; e.g., some mechanisms
are completely local while others require coordi-
nation among distributed entities). The pro-
posed solution follows a hybrid scheme. Even if
this approach implies the need for a centralized
OAM element, it is chosen as it allows easy
reuse of classical centralized OAM architecture,
while the implementation of distributed mecha-
nisms is also supported.

Thus, the standard 3GPP OAM architecture
[10] is maintained, adding new capabilities, func-
tions, entities, and interfaces to it. The place-
ment of SON functions in the standard OAM
elements (network manager, NM; domain man-
ager, DM; element manager, EM; and network
element, NE) (Fig. 1) follows a scheme similar
to that presented in [9]. Here the functions
involving a specific subnetwork can be imple-
mented at the DM layer. For functions involving
more than one subnetwork (e.g., coordination
with macrocell coverage), the function will reside

on higher layers of the OAM hierarchy. Con-
versely, distributed SON functions would be
placed at the EM layer and NE (e.g., small cells).

The level occupied by the tool/mechanism at
the OAM architecture chain is directly related to
the time span for monitoring/configuration and
also the level of abstraction over the network
elements [9] (Table 1).

However, even for the lowest layer standard
centralized entity (DM), time spans (in the
range of hours) are still large. Also, a DM usual-
ly operates non-overlapped subnetworks cover-
ing wide areas. Hence, a novel additional OAM
functional block, the OAM location-aware sys-
tem (OLAS), is proposed to support innovative
location-based SON mechanisms. This new pro-
posed centralized entity is to be implemented at
the lowest levels of the OAM hierarchy, being in
charge of managing the set of small cells of one
specific indoor area.

The proposed architecture is shown in Fig. 1.
Here, the standard OAM architecture is repre-
sented (blue left square) containing the
described standard NM, EM/DM, and NE ele-
ments. These are connected by newly defined
interfaces to the OLAS, which implements the
following roles:
• It registers available localization services

(LSs) and obtains location information
from them.

• It implements location-aware SON func-
tions.

• It acts as the coordinator for interaction
between the OAM elements of the mobile
network, location-aware SON algorithms,
and LSs.

Figure 1. Functional OAM architecture.
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• It propagates the results of the location-
aware SON algorithms to the OAM stan-
dard elements for their authorization to
apply the decided commands in the net-
work. Then these commands may be
applied through standard OAM elements
or directly to the devices by the OLAS itself
depending on operator policies.
Also, additional monitoring and reporting

functions (M/R) can be incorporated into the
UEs, so they can directly report to the OLAS
information on the network status or their loca-
tion. This M/R capability can be part of the loca-
tion-based applications present in the terminals
(e.g., navigation app) or implemented by means
of directly invoking functionalities in the termi-
nal application programming interface (API).

The described OLAS roles are distributed in
different functional elements, which allow better
insight into the defined functionality.

SON algorithmic unit (SAU): Implements
the local SON algorithms present in the system.
It can contain multiple interdependent SON
functions for self-configuration, self-optimiza-
tion (e.g., load balancing or mobility robust-
ness), and self-healing (e.g., cell outage
detection and compensation). If multiple SON
use cases are implemented, it would also be
responsible for the proper coordination and
trade-off between the different SON use cases
and mechanisms by the SON coordination layer,
its particularities being dependent on the specif-
ic use cases implemented. One benefit of the
integration in the SAU of multiple SON mecha-
nisms is that it supports the use of the same
localization sources (as well as network indica-
tors/measures) for the multiple use cases imple-
mented, reducing the possibility of collisions
generated by using different information
sources, as well as allowing straightforward
coordination between techniques.

Localization service registering (LSR): Is in
charge of the incorporation and authentication
of different sources of localization information
into the registered localization services database.
For an LS to be included, the main parameters
for the information exchange with the OLAS
have to be defined: IP address and format char-
acteristics for communication with the LS. These
parameters have to be compiled in a set of pro-
files to be used by the PCU in order to commu-
nicate with the different LSs available.

Position collector unit (PCU): Gathers the
information coming from the LSs or the termi-
nals registered in the system.

Actuator unit (ACU): Configures the network
elements with the new parameters calculated by
the location-aware SON algorithms, directly or
by the standard OAM pile through the OAM
coordination unit.

Measurement unit (MEU): Obtains informa-
tion from the network elements by direct net-
work element connection or through standard
OAM elements using the OAM coordination
unit. It is also in charge of the possible acquisi-
tion of direct network measurements from the
UEs (received power levels, etc.).

OAM coordination unit (OCU): Serves as the
interaction element between the OLAS and the
OAM standard architecture. It translates the

configuration orders coming from the ACU into
commands for the operator’s OAM tools and
turns the OAM monitoring into a format usable
by the MEU. Furthermore, it also supports the
configuration of any of the OLAS functionalities
by commands coming from the standard OAM
architecture elements as well as by local network
management agents.

Local network management agent (LNMA):
represents the specific personnel or administra-
tor that may be required to manage the OLAS.
The LNMA will have two main capabilities:
• It may register, via the LSR, new LSs to be

used by the OLAS.
• It may alter the policies and/or functionali-

ties of the OLAS via the OCU. This capa-
bility should be restricted through the
permissions defined in the access identities
and privileges database to avoid erro-
neous/malicious access.

INTERFACE PROTOCOLS
According to the proposed architecture, the new
main block OLAS introduces self-management
at the local mobile network. Consequently, new
interfaces, protocols, and applications should be
implemented in order to coordinate this system
with the rest of the OAM architecture as well as
to measure and modify network devices.

NM-OLAS and DM/EM-OLAS: Used for the
coordination between OLAS and the elements
of the operators OAM core.

NE-OLAS: Exchanges monitoring and config-
uration messages between the small cells and the
OLAS through three different interfaces:
• NE-OLAS/MEU focuses on monitoring and

providing information about counters,
alarms, KPIs, and so on to the MEU.

• NE-OLAS/ACU carries direct configuration
commands or files to the NEs.

• NE-OLAS/OCU transports both monitoring
and configuration messages when these
cannot be directly sent/received to/from the
NE by the OLAS blocks.
LS-OLAS: interfaces communication infor-

mation from the LSs to the OLAS. These may
be localization messages in order to support
location-based SON functions (through the LS-
OLAS/PCU Itf) or the procedure to register a
new localization service in the LSR (through the
LS-OLAS/LSR Itf).

LNMA-OLAS/OCU: allows (subject to opera-
tor permission) the configuration of the OLAS
system by the LNMA. In turn, LNMA-OLAS/

Table 1. 3GPP standard characteristics of the OAM layers.

Task Parameter abstraction Time span

NM Planning Vendor-independent Weeks/month

EM/DM Network operation Vendor-independent/
specific Hours/days

NE Element configuration All parameters Seconds/
minutes
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LSR serves for the manual registration of an LS
by the LNMA.

UE-OLAS: logical connections send to the
OLAS direct UE monitoring information
(through the UE-OLAS/MEU interface) and
UE provided localization information (by the
UE-OLAS/PCU) that may be required for the
SAU. For non-cellular external localization ser-
vices, this interface would be UE-dependent;
therefore, it may be only available for specific
UE models such as smartphones.

All the interfaces connecting the OLAS with
standard OAM architecture should follow the
same standards as defined for 3GPP interfaces,
being mainly based on TR-069 and XML [11].
LS-OLAS and UE-OLAS interfaces, however,
are defined with elements that are independent
of the mobile communications OAM network, as
they are encapsulated on the mobile user/data
plane, so any communication protocol (over IP)
can freely be defined for these data flows.

3GPP LTE/LTE-A 
FEMTOCELL PHYSICAL IMPLEMENTATION

The physical implementation of the proposed
architecture for LTE/LTE-A systems is centered
on the case where the deployed small cells are
femtocells: HeNBs (home evolved NodeBs) [11]
in 3GPP-LTE nomenclature. These are chosen
because their limited capabilities, high vulnera-
bilities, and wide usage make this case especially
challenging and comprehensive from an OAM
perspective.

OAM-SON functionalities follow the stan-
dardized 3GPP architecture [10], with the novel
addition of the OLAS, which implements local
SON position-based functionalities. OLAS imple-
mentation can be local (if performed by hardware
connected to the same LAN as the small cells) or
remote (by external hardware connected to the
system via the Internet). Remote solutions have
high versatility in terms of using existing or leased
equipment. However, the need for exchanging a
high amount of information through the often
limited network backhaul highly encourages the
adoption of local implementations such as the
one adopted here. Challenges for this approach
include the need for additional OLAS on-site
hardware, and its installation and maintenance,
although the related cost is expected to be mini-
mal over the total deployment expenses.

Figure 2 presents the local physical imple-
mentation, for LTE/LTE-A femtocell scenarios.
The DM role is implemented by the HeNB man-
agement system (HeMS) [11]. The user and con-
trol planes of the HeNBs connect to the
operator’s core through the S1 interface, while
the X2 interconnects the femtocells for distribut-
ed cooperation.

In this way, the defined logical links are
implemented by physical connections as follows:

UE-OLAS and NE-OLAS: The information
transmitted from the UEs to the OLAS is sent
through the Uu interface (as part of its user/con-
trol plane) to the femtocell. This data (as well as
the particular commands/information from the
stations transmitted by the NE-OLAS interface)
is then retransmitted through the LAN to the
OLAS.

LS-OLAS: The interface used to transmit the
UE location information (in case the positioning
information is not directly obtained from the ter-
minals) is implemented by the LSs through the
Internet connection of the OLAS.

NM-OLAS and DM-OLAS: The coordination
information between the OLAS and the opera-
tor’s core (the elements of the standard highest
OAM layers: DM and NM) is sent by the router
through the backhaul to the operator’s core.

The use of a LAN for exchanging data
between the OLAS and the UEs greatly mini-
mizes the traffic in the backhaul and the opera-
tor’s core with reduced delay. This traffic local
breakout has been envisaged by different manu-
facturers, standardization bodies [12], and other
projects [7], and is a key factor for avoiding
backhaul congestion by offloading signaling traf-
fic, allowing reduced delays and time spans for
the proposed location-aware functions.

DOMAIN RESPONSIBILITY AND SECURITY
This characteristic refers to the commercial/legal
entity in charge of executing the different local-
ization and/or SON functions. The responsible
entities include the mobile network operator, the
user/administrator of the local system, or a third
party.

Even if the considered scenarios are essen-
tially local, the small cells are currently part of
the mobile network operator infrastructure and
make use of its radio spectrum. Therefore, as
SON will alter the configuration of the cells,
OLAS should remain on the operator’s domain.

Positioning information will be part of exter-
nal systems out of the operator’s domain, which
may generate some difficulties. If the informa-
tion coming from the localization system is acci-
dentally or maliciously missing/erroneous, the
impact on the mobile service provisioning gener-
ated by location-aware SON functions will be
limited.

Moreover, the connections between the
OLAS system and the external LSs shall avoid
the disclosure (by direct access or simple traffic
analysis) of network status information that may
be sensitive. Thus, in the interaction between
OLAS and the localization services, the extent,
authenticity, accountability, and correctness of
the information exchanged will be critical. Stan-
dardization on the LS-OLAS and LNMS-OLAS
and related processes may be necessary to limit
this issue.

LOCATION-AWARE
SON ALGORITHMS

In order to assess the usefulness of the proposed
architecture, load balancing techniques are eval-
uated within the defined system. Here, the Power
Traffic Sharing (PTS) algorithm presented in
[13] has been selected as a consistent baseline
method for our analysis. Within the proposed
architecture, the algorithm (as well as any other
SON functionality) is computed by the OLAS-
SAU module. Based on a fuzzy logic controller
(FLC), at the end of a time span t, this algo-
rithm introduces variations on the transmitted
power DTXP(i, t), for any small cell i in order to
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improve network performance via load balanc-
ing. In the proposed architecture, variations in
the transmitted power are applied to the femto-
cells through the NE-OLAS/ACU interface,
where the ACU is in charge of adapting the
algorithm results to the required command for-
mat for the small cells.

In this load balancing system, traffic is dis-
tributed between cells by reducing/increasing
their coverage area depending on the difference
between each cell load (load(i, t)) and the aver-
age load of the remaining cells,

Such load values are commonly indicators
available from the base stations, and they are
gathered through the NE-OLAS/MEU interface,
following the specific commands for femtocell
monitoring.

For this algorithm, DTXP(i, t) values tend to
be conservative (low) as without information on

users’ positions, it is unknown whether each cell
would gather more or fewer users after the
power modification.

A novel location-aware SON algorithm
(LPTS) based on PTS is proposed in Fig. 3,
where the output of the FLC is weighted by a
convergence accelerator parameter, a(i, t). The
value of this parameter is calculated by the
users-positions distribution analyzer depending
on the UEs’ spatial distribution on the selected
cell and its neighboring cells. This block is imple-
mented as part of the OLAS-SAU, and is the
user_positions(t) input provided by the OLAS-
PCU, which gathers the localization information
directly from the terminals (through the UE-
OLAS/PCU interface) or from localization ser-
vices (LS-OLAS/PCU interface).

In this article, a simple a(i, t) function has
been defined to assess the presented architec-
ture: a(i, t) tends to double DTXP(i, t) values if
the users’ distribution changes and a concentra-
tion of users (more than 50 percent of them are

∀ ≠load j t j i( , );  .

Figure 2. Proposed OAM architecture implementation for LTE/LTE-A femtocells.
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located in less than 25 percent of the small cell
area) is detected from one algorithm execution
to the next. In consequence, high variations of
power would be required in order to achieve
load balance. In any other case, a(i, t) values are
one; thus, LPTS works as does the classical PTS
in this case.

Additionally, the local character of the OLAS,
from both functional and physical implementa-
tion perspectives, allows the reduction of the
algorithm time span, that is, the time between
two consecutive executions of the optimization
algorithm and the period used to calculate the
indicators of the network.

EVALUATION
The use of the localization information and the
reduced time spans are both benefits provided
by the architecture independent of the specific
SON use case, providing an assessment of the
capabilities introduced by the proposed system.
Therefore, the presented location-aware load
balancing algorithm, LPTS, is implemented fol-
lowing the proposed architecture. Results are
compared with those of the previous baseline
PTS algorithm in order to evaluate the useful-
ness of the proposed OAM architecture. Also,
following the analysis presented in Table 1, the
results for a “classic” value of 1 h are com-
pared to those obtained for a time span of 15
min, which is supported by the proposed archi-
tecture.

SIMULATION MODEL
The evaluation of the presented use case algo-
rithm is performed by the dynamic system-level
LTE simulator presented in [14], using the same
network parameters and user traffic. The simu-
lated scenario consists of a 50 × 50 m office
building with 5 floors, representing a typical cor-

porate environment. Four small cells are
deployed on the third floor where users’ move-
ments are based on the random waypoint model
[15], where variable accumulation of users (in
dense work areas, coffee talks, etc.) is also mod-
eled.

As a relevant use case, a realistic daily users’
position distribution is defined: during the first 4
h of the simulation, small cell 1 is heavily loaded
in its north area (i.e., a cell covering a working
session room). During the next hours (t > 4 h),
active users mainly gather in a narrow spot (at
the bottom in Fig. 4) in the southwest area of
neighboring small cell 4 (i.e., the cell covering
the coffee room).

RESULTS
The simulations show the performance for the
different self-optimization mechanisms and time
spans presented:
• Without SON: without applying optimiza-

tion.
• PTS-1hour: baseline PTS technique without

localization information and using a long
time span (1 hour). This is the case typically
implemented in classic OAM architectures.

• PTS-15min: PTS using a reduced time span
(15 min), supported by the proposed archi-
tecture.

• LPTS-1hour: location-based PTS mecha-
nism where users’ locations are provided by
the proposed architecture. It uses a long
time span.

• LPTS-15min: algorithm that makes use of
both the reduced time span and the loca-
tion awareness supported by the proposed
architecture.
The main key performance indicator (KPI)

analyzed is the unsatisfied user ratio (UUR). It
is defined as a linear combination of the outage
ratio (OR) and call blocking ratio (CBR), where

Figure 3. PTS and LPTS algorithms scheme.
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OR is the probability that an existing network
connection is in standby mode before it is fin-
ished (due to temporary lack of resources or bad
signal-to-interference-plus-noise ratio, SINR),
and CBR is the ratio of the number of blocked
calls to the number of calls that attempt to
access the network.

Figure 5 presents the simulation results,
where the impact of the proposed architecture
(availability of users’ location and short periods
to trigger the SON mechanisms) is observed in
the evolution of the UUR indicator.

Before the change in the users’ distribution (t
<= 4 h), SON mechanisms exhibit better net-
work performance (around half of the UUR
value) than the situation without SON. Also, it is
observed how reduced time span solutions pro-
vide better results for the same SON mecha-
nism. On average, the 15 min solution enhances
the overall network performance compared to
the 1 h ones as it is able to achieve better adap-
tation to network temporal variations.

Once the variation in the user concentration
has occurred (t > 4 h), the new condition leads
to an even more degraded situation for the net-
work without SON, with an increase in the aver-
age UUR from 12 to 26 percent. Meanwhile, the
defined SON mechanisms are able to optimize
and update configuration parameters in order to
balance the network, reducing the UUR.

On one hand, the graph shows how classic
architectures implementing SON (PTS-1hour)
improves network performance compared to the
case without SON. However, the adaptation to
variations in users’ distribution takes a long time
(7 h). The reduced time spans (PTS-15min) sup-
ported by the proposed architecture accelerate
that convergence period to 105 min. Further-

more, an improvement in UUR values is
observed: a final UUR average of 11 percent for
a 15 min span compared to 13 percent for time
spans of 1 h. On the other hand, taking into
account the use of localization, for equal time
spans in SON mechanisms, LPTS converges to
optimum values more than twice as fast as previ-
ous SON functions (PTS).

In this way, the LPTS-15min algorithm sup-
ported by the provided architecture converges
around 9 times faster (taking 45 min) than clas-
sic SON mechanisms, also providing a reduction
of around one third in UUR values. Additional-
ly, it has to be noted that if user concentrations
are continuously changing, it would be the only
algorithm able to properly tackle these fluctua-
tions, keeping proper network performance.

Figure 4. Spatial user distributions in the scenario (third floor): a) five-floor building; b) schematic of
third floor active users’ position distribution; c) third floor user densities.
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CONCLUSION

In this article, a novel OAM architecture extension
for 3GPP-based self-organizing networks is pro-
posed for medium/large indoor small cell scenarios
with available positioning information. Its design is
justified considering multiple architectural charac-
teristics, features, and options. The achieved sup-
port for location-aware SON mechanisms is
expected to lead to important improvements on
mobile service performance at reduced cost.

Moreover, the impact of timing and location
awareness in SON mechanisms has been ana-
lyzed in a key use case. The results show that the
proposed architecture leads to a significant
improvement in the response time by using loca-
tion awareness and also advocates for the use of
reduced time spans for these functions. This,
together with the qualitative analysis of the
OAM impact in terms of signaling overhead and
delay, demonstrates that placing most of the
SON functionalities at the lowest levels of the
OAM hierarchy is the right decision.
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ERRATA

In the September 2014 issue of IEEE Communications Magazine, vol. 52, no. 9, pp. 78–86, the article 

“Radio Propagation Path Loss Models for 5G Cellular Networks in the 28 GHz and 38 GHz Millimeter-Wave

Bands” by Ahmed Iyanda Sulyman, AlMuthanna T. Nassar, Mathew K. Samimi, George R. MacCartney Jr.,

Theodore S. Rappaport, and Abdulhameed Alsanie had two errors.

The first error was in the legend of Fig. 1. The legend shows a path loss exponent “nbest = 4.5,” but it should

actually show “nbest = 3.7.”

The second error was present in Table 1, row 7, starting with “TX Gain (dBi).” The last column shows a “1”

when it should actually be “15.”
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